United States Patent

US008358704B2

(12) (10) Patent No.: US 8.358.,704 B2
Shi et al. 45) Date of Patent: Jan. 22, 2013
(54) FRAME LEVEL MULTIMEDIA DECODING %88;?88; ;g%g i * %88; 51?810‘-’ etal. ... 725/135
1 CIl
WIHH FRAME INFORMATION TABLE 2007/0086515 Al1* 4/2007 Kirkenko etal. .......... 375/240.1
_ _ 2007/0223582 Al* 9/2007 Borer ..........ccooeeennn.l, 375/240.12
(75) Inventors: Fang Shi, San Diego, CA (US);
Seyfullah Halit Oguz, San Diego, CA FOREIGN PATENT DOCUMENTS
(US); Vijayalakshmi R. Raveendran, EP 1608182 12/2005
San Diego. CA (US) JP 2000307672 11/2000
j JP 2006506904 A 2/2006
: KR 1020030006881 1/2003
(73) Assignee: QUALCOMM Incorporated, San WO WO2006012384 /7006
Diego, CA (US) OTHER PUBLICATIONS
(*) Notice: SUbjECt_ to any disclaimer ) the term of this Puri et al., “Forward error correction (FEC) codes based multiple
patent 1s extended or adjusted under 35 description coding for internet streaming and multicast”, May 2001,
U.S.C. 154(b) by 1517 days. Signal Processing: Image Communication 16, pp. 745-762.*
International Search Report and Written Opimnion—PCT/US2007/
(21) Appl. No.: 11/696,071 065940—ISA/EPO—Aug. 20, 2009.
(22) Filed:  Apr. 3,2007 (Continued)
(65) Prior Publication Data Prff?wry Examfr;zer — David Pearson
Assistant Examiner — Thaddeus Plecha
US 2007/0291836 Al Dec. 20, 2007 (74) Attorney, Agent, or Firm — Brent A. Boyd
Related U.S. Application Data (57) ABSTRACT
(60) Provisional application No. 60/789,443, filed on Apr. Apparatus and method to decode video data while maintain-
4, 2006. ing a target video quality using an integrated error control
system including error detection, resynchronization and error
(51) Int. CL. recovery are described. Robust error control can be provided
HO4N 11/04 (2006.01) by a joint encoder-decoder functionality including multiple
(52) US.CLe oo, 375/240.27; 714/746  errorresilience designs. In one aspect, error recovery may be
(58) Field of Classification Search ............. 375/240.27 ~ Aanend-to-end mtegrated multi-layer error detection, resyn-
See application file for complete search history. Chl:OIllZElthIl and recovery mechanism d§51gped to achieve
reliable error detection and error localization. The error
liabl detect d localizat Th
(56) References Cited recovery system may include cross-layer iteraction of error

U.S. PATENT DOCUMENTS

6,530,055 Bl 3/2003 Fukunaga
6,614,847 B1* 9/2003 Dasetal. ............... 375/240.16
6,621,865 B1* 9/2003 Yu ..ccoooovvvviiiiniinnnnnn, 375/240.16

2003/0014705 Al 1/2003 Suzuki et al.

205

210 Application Layer

Sync Layer 955

290 Transport Layer |

[
QOUDI[1SDY JOLIF]

Stream/MAC Layer

detection, resynchronization and error recovery subsystems.
In another aspect, error handling of a scalable coded bitstream
1s coordinated across a base-layer and enhancement layer of
scalable compressed video.

82 Claims, 16 Drawing Sheets

Physical Layer .

230
260 B ]j
| Application Layer 535
S J
-~ yn¢ Layer 540
= __J
S
=
o Transport Layer 245
4
] Stream/MAC Layer l 250
Channel - > Physical Layer
|

\_ 140




US 8,358,704 B2
Page 2

OTHER PUBLICATIONS

Stockhammer T: “Robust system and cross-layer design for H.264/
AVC-based wireless video applications” EURASIP Journal on
Applied Signal Processing 2006 Hindawi Publishing Corporation

US, vol. 2006, Mar. 31, 2006, pp. 1-15, XP002534093.

Wang et al., “Error Control and Concealment for Video Communi-
cation: A Review”, Proceedings of the IEEE, IEEE., New York, US,
vol. 86, No. 5, May 1, 1998.

Wen-Nung Lie et al: “Error Resilient Coding Based on Reversible
Data Embedding Technique for H. 264/AVC Video” Multimedia and

Expo, 2005. ICME 2005. IEEE International Conference on
Amsterdam, The Netherlands Jul. 6, 2005, Piscataway, NJ,
USALIEEE, Jul. 6, 2005, pp. 1174-1177, XP0O10843873.

Taiwan Search Report—TW096112157—TIPO—Sep. 22, 2010.

* cited by examiner



US 8,358,704 B2

¢Sl j

\l 961

\& , [
— |
- R
° JOSSI201J | o JOAIdOSURI]
: ﬁ
i -«
AIOUIDIN  |¢—
- -
oy —
~ 123!
5 I0IAS(] I19p022(]
o
= \
=
- 061
~
-
>
~
S
-
% 00}
-

[ Ol

O11
N

90IN0S
[EUINXH

A

¥

\lN:

~.

IOAIDOSURI] [t

e
AJOWIIIA |«

/

10SS3001]

A

711 \k SVIAI(] 12PpOdUH

Ko:



US 8,358,704 B2

Sheet 2 0of 16

Jan. 22, 2013

U.S. Patent

0S¢

) (¢

Ov¢

$¢¢C

0td

I9Ae T [earsAyd

I0ART DVIN/WRANS

I0AeT 1odsuer

IJART JUAQ

I2AeT uoneorddy

¢ Dl

O j

Error Recovery

[ouuey)

09¢

$§C

Error Resilience

T3ART [BIISAY]

IDART DV IN/WRAS

IdART uodsuel|

IJART QUAQ

1 AeT uoneorddy

§CC

0CC

¢1¢

01¢

$0¢



U.S. Patent Jan. 22, 2013 Sheet 3 of 16 US 8,358,704 B2

INFORMATION
RECEIVER ORGANIZER

302 304
ERROR MULTIMEDIA
CONTROL aynlb il
DECISION

150
- 2
r.\__x ______________ o o — — FC
|

PRE-
PROCESSOR

VIDEO CORE DSP

326




US 8,358,704 B2

Oy JSCY
\/ j

P DId

IBUST PIXI]

VOciv

STV

H
1

o H H |H
— L S |.L
© / [ ]
.4

5 N\ sty /

- H

—_ q90t KA r.mmo_u. r 118~
S

1 o

N

m Z# 19aed 1oke T uonedrddy

-

U.S. Patent

/\mmov

,f ( ToAeT
Hodsuen
d5Cv \ 474 % -

——

V907 K fﬁo_w

=

O1F
TOAR T JUAG

[# 1932ed IdArT uoneorddy

. —_— —_— —_— —_—

/ I2ART
—VSOb

uonestddy



U.S. Patent Jan. 22, 2013 Sheet 5 of 16 US 8,358,704 B2

500 \

C START >
r 505
Y

RECEIVE MULTIMEDIA DATA

/ 510
Y .

ORGANIZE DESCRIPTIVE INFORMATION ABOUT ;

THE MULTIMEDIA DATA IN A FIRST LAYER

/ 515
Y !

PROVIDE INSTRUCTIONS RELATED TO
PROCESSING OF THE MULTIMEDIA DATA IN A
SECOND LAYER
T

=D

FIG. 5A




U.S. Patent Jan. 22, 2013 Sheet 6 of 16 US 8,358,704 B2

\ ( START )

525
L -

RECEIVE MULTIMEDIA DATA

hl——l—_—_—_—— — il o o . o e e ——————— e ——— ——— . B e ) L e e . i L L L -

! / 530

RECEIVE DESCRIPTIVE INFORMATION ABOUT THE
MULTIMEDIA DATA FROM A FIRST LAYER

K 535
Y

'PROCESS THE MULTIMEDIA DATA IN THE SECOND
LAYER BASED ON THE DESCRIPTIVE
INFORMATION

T P e e




U.S. Patent Jan. 22, 2013 Sheet 7 of 16 US 8,358,704 B2

540 \ ( START )
K‘ 345
- Y

RECEIVIE MULTIMEDIA DATA

.| ORGANIZE DESCRIPTIVE INFORMATION ABOUT _f
; THE MULTIMEDIA DATA
| _— 560
A
DETERMINE INSTRUCTIONS BASED ON:
, * error distribution « upper layer feedback « etc.
1
= ! 565
D
B PROVIDE DESCRIPTIVE INFORMATION AND/OR j
A INSTRUCTIONS RELATED TO PROCESSING OF
K THE MULTIMEDIA DATA TO AN UPPER LAYER
e 575
3 T
RECEIVE DESCRIPTIVE INFORMATION AND/OR ; 570
INSTRUCTIONS _ 'J
S .
|
|
Y — 580

PROCESS THE MULTIMEDIA DATA IN THE UPPER
LAYER BASED ON THE INSTRUCTIONS AND/OR ——
THE DESCRIPTIVE INFORMATION t

Y _ ﬂ
INSTRUCT LOWER LAYER BASED ON UPPER
LAYER PROCESSING:

* processing time ¢ processing action ;
. ' . l
processing status - etc. |

l

e e gl el S W S Sy e A —-_T———u-—_ﬂ-—_—l—-—-——_—'—_-"-

< END ) FIG 5C




U.S. Patent Jan. 22, 2013 Sheet 8 of 16 US 8,358,704 B2

Application Layer |

P . —

' VDL ' —~__615
610N (Video Decoding Layer) Error Control

620 625 - - _'
SYI\_I_C _Layer -_
S - ' 605
Media Module F’

Transport Layer

e e e S
I e T — T T ™ T T —"""T T —r—— -

FIG. 6



U.S. Patent Jan. 22,2013 Sheet 9 of 16

( START )

v

BUFFER NEW
SUPERFRAME

p——— — ey

710
NO

715A’\——r* h 4 r

INITIALIZE FIT

) 4

720A’\_ IMPORT HEADER
DIRECTORY

(OPTIONAL)

725

END of SF
LOOP ,////

NG

YES

\ 4

1~ | IDENTIFY COMPLETE
730 VAU'S (SINGLE LAYER)

p——

h 4

A IDENTIFY
735 ERRONEOUS VAU'S

(SINGLE LAYER) |

4
ORGANIZE FIT

Y

v

US 8,358,704 B2

INITIALIZE FIT

~_715B

h 4

IMPORT HEADER

DIRECTORY
(OPTIONAL)

~~_720B8

745

YES

LOOP

END Crfy

| NO
I

IDENTIFY

COMPLETE VAU'S
(TWO LAYERS)

~~_ 750

v

IDENTIFY
ERRONEOUS VAU'S
(TWO LAYERS)

T~ 755

l

ORGANIZE FIT

L 760

v

FIG. 7

DETERMINE ERROR
CONTROL ACTION

[

(SEE FIG. 8)

( RETURN )




U.S. Patent

Jan. 22, 2013

Sheet 10 0of 16

805'\

US 8,358,704 B2

/—' 800
( START >

- 4

Integrate header directory
information with erronecus VAU's in
FIT

855

no

no

PLP_ERR>
B_TH

845

== SKIP

Previous R- action

8502 r

}& o
B- frame? 1 ACTION= SKIPP

ACTION=
SKIP

y

frame > jost_th

310
no Consecutive lost™>_Y®>

315\ I ]

PLP ERR3
P TH

FIG. 8A

4 _ _
ACTION =EC| | ACTION= FRUC' ACTION = EC . ACTION =SKIP r\~835
S
860 865 840 o
QD of SF 820
ves

o



U.S. Patent Jan. 22,2013 Sheet 11 of 16 US 8,358,704 B2

800
/" (cont’d)
O

870 ‘\ Y
i Return to beginning of FIT

Loop over all base and '«
enhn frames in SF

873

no B-frame
or FRUC?

yes

880"\|_ v r v

Poputate B NUM y—~__890
Populate and b_ num for
skip_ num for UEC UEC and FRUC
frame frame

L

885 ‘\ Y -

SET MV_ INFO FLAG

—

no

End of SF?

895

v

< RETURN >

FIG. 88



'\
aa
-t . -
= 6 O/
e
Yg
¢
0
7»
-
*
C 0 7 L >
o 3 HS | Hi = Hl n_ HL
-~
= Z 0 G
s 4 " ) 3 m
o
— v 0 G 0 3 £
E Ov6 = HA = HS | HL = ]
o |
0
g e is | wu | IM1 & HL |
€ 0 = CE6 )
H HL
e o
= 7 £ 4 o j £ ) & _‘ U;
Q §¢0 e | OI6 HS | HL H1
Q 0 | _ F 0
\/l\\ .MH— ._‘l m
. $T6 HS | HL H _ Ioh j
| 0 , ez 016
_
— | 0 | 0
l 0%6 & a | S16 m H1
= AN L ST6" T s ™ :oh +J
e N 1eL N 016
19Ae Juswvsueyus 026 19Ae"] aseg 026

U.S. Patent



U.S. Patent Jan. 22,2013 Sheet 13 of 16 US 8,358,704 B2

1010 ?\,1015 r—~_ 1020 1005
’
. : . 1035
: V=
: !
Moving : :
. 1025
object .
T l 1030 '
1033 ’ "
Decoded Skipped Skipped current
P frame P-frame P_frame P _frame
MV:?.AG MV :/FLAG MV :?_AG
1040 1045 1050 1055
1060
Erroneous
p D P P D FRUC B
B_NUM
' A\ 3
b num
4 A N
1070 —~_ 1065
’
§
L T
1080 '
: 1090
|
1085 '
: 1075
Decoded B-frame FRUC Decoded
P _frame frame P_frame

FIG. 10C



U.S. Patent

Jan. 22, 2013 Sheet 14 0of 16

150

RECEIVER

1102

. INFORMATION
ORGANIZER

1104

ERROR
CONTROL

DECISION

FIG. 11

150

MODULE FOR
RECEIVING

MODULE FOR
ORGANIZING
INFORMATION

1204

MODULE FOR

PROVIDING

INSTRUCTIONS

FIG. 12

US 8,358,704 B2



U.S. Patent Jan. 22,2013 Sheet 15 of 16
150
RECEIVER
1302
TRANSPORT/ APPLICATION
SYNC LAYER LAYER
MULTIMEDIA MULTIMEDIA
DECODER DECODER

FIG. 13

150

MODULE FOR
RECEIVING

1402

MODULE FOR
PROCESSING
MULTIMEDIA IN A
LOWER LAYER

MODULE FOR
PROCESSING
MULTIMEDIA IN
AN UPPER
LAYER

FIG. 14

US 8,358,704 B2



U.S. Patent Jan. 22,2013 Sheet 16 of 16 US 8,358,704 B2

150

MULTIMEDIA
DECODER

RECEIVER

1502

FIG. 15

150

MODULE FOR

DECODING
MULTIMEDIA

MODULE FOR
RECEIVING




US 8,358,704 B2

1

FRAME LEVEL MULTIMEDIA DECODING
WITH FRAME INFORMATION TABLE

CROSS-REFERENCE TO RELATED
APPLICATIONS

Claim of Priority Under 35 U.S.C. §119

The present Application for Patent claims priority to Pro-
visional Application No. 60/789,443 entitled “FRAME

LEVEL VIDEO DECODING WITH FRAME INFORMA -
TION TABLE (FIT)” filed Apr. 4, 2006, and assigned to the
assignee hereof and hereby expressly incorporated by refer-
ence herein.

BACKGROUND

1. Field of the Disclosure

The disclosure 1s directed to multimedia signal processing,
and, more particularly, to video encoding and decoding.

2. Description of the Related Art

Multimedia signal processing systems, such as video
encoders, may encode multimedia data using encoding meth-
ods based on international standards such as MPEG-x and
H.26x standards. Such encoding methods generally are
directed towards compressing the multimedia data for trans-
mission and/or storage. Compression 1s broadly the process
of removing redundancy from the data.

A video signal may be described in terms of a sequence of
pictures, which include frames (an entire picture), or fields
(e.g., an mterlaced video signal comprises fields of alternat-
ing odd or even lines of a picture). As used herein, the term
“frame” refers to a picture, a frame or a field. Frames may be
made up of various sized portions of video data including
individual pixels, groups of pixels referred to generally as
blocks, and groups of blocks generally referred to as slices.
Video encoding methods compress video signals by using
lossless or lossy compression algorithms to compress each
frame. Intra-frame coding (herein referred to as itra-coding)
refers to encoding a frame using that frame. Inter-frame cod-
ing (herein referred to as inter-coding) refers to encoding a
frame based on other, “reference,” frames. For example,
video signals often exhibit spatial redundancy in which por-
tions of video frame samples near each other in the same
frame have at least portions that match or at least approxi-
mately match each other. In addition, frames often exhibit
temporal redundancy which can be removed using techniques
such as motion compensated prediction.

A multimedia bitstream targeted to a single application,
such as a video bitstream for example, can be encoded 1nto
two or more separate layers (e.g., using scalable coding) such
as a base layer and one or more enhancement layers. These
layers can then be used to provide scalability, e.g., temporal
and/or SNR (signal to noise ratio) scalability. Scalable cod-
ing, 1s useful 1n dynamic channels, where scalable bitstreams
can be adapted to match fluctuations 1n network bandwidth.
In error-prone channels, scalable coding can add robustness
through unequal error protection of the base layer and the
enhancement layer.

Wireless channels are prone to errors, including bit errors
and packet losses. Because video compression inherently
removes redundancy, the compressed data becomes critical.
Loss of any part of this data during transmission 1mpacts
reconstructed video quality at the decoder. The impact 1s
aggravated 1 the lost data 1s part of the reference portions for
motion compensated prediction and/or spatial prediction,
causing temporal and/or spatial error propagation. In addi-
tion, scalable coding may also aggravate error propagation.
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2

For example, loss of a base layer may render correctly
received enhancement layer data useless, 1f the enhancement
layer data depends on the base layer. Also, synchronization
may be lost at the decoder due to context dependent coding
and predictive coding resulting 1n even larger portions of lost
video that could be displayed 11 resynchronization were pos-
sible. If large portions of video are lost due to errors, error
control, detection and recovery may be difficult or impossible
for a decoder application. What 1s needed 1s a reliable error
control system including, at least in part, error detection,
resynchronization and/or error recovery that makes maxi-
mum use of the recerved information.

SUMMARY

The system, method, and devices of the disclosure each
have several aspects, no single one of which 1s solely respon-
sible for 1ts desirable attributes. Without limiting the scope of
this disclosure as expressed by the claims which follow, its
more prominent features will now be discussed briefly. After
considering this discussion, and particularly after reading the
section entitled “Detailed Description of Certain Aspects”
one will understand how sample features of this disclosure
provide advantages to multimedia encoding and decoding
that include, for example, improved error concealment, and/
or improved efficiency.

A method of processing multimedia data 1s provided. The
method includes recerving the multimedia data, organizing
descriptive information about the multimedia data in a first
layer, where the descriptive information 1s related to the pro-
cessing ol the multimedia data 1n a second layer, and provid-
ing 1nstructions related to the processing of the multimedia
data in the second layer based at least in part on the descriptive
information.

An apparatus for processing multimedia data 1s provided.
The apparatus includes a receiver configured to recerve the
multimedia data, an information organizer configured to
organize descriptive information about the multimedia data in
a first layer, where the descriptive information 1s related to the
processing of the multimedia data 1n a second layer, and an
error control decision subsystem configured to provide
instructions related to the processing of the multimedia data
in the second layer based at least 1in part on the descriptive
information.

A machine readable medium comprising program code 1s
provided. The program code, when executed on one or more
machines, causes the one or more machines to perform pro-
gram operations. The program code includes code for receiv-
ing multimedia data, code for organizing descriptive infor-
mation about the multimedia data 1n a first layer, wherein the
descriptive mformation 1s related to the processing of the
multimedia data 1n a second layer, and code for providing
instructions related to the processing of the multimedia data
in the second layer based at least 1n part on the descriptive
information.

A method of processing multimedia data 1s provided. The
method includes receiving the multimedia data, processing
the multimedia data 1n an upper layer, instructing a lower
layer based at least 1n part on information associated with the
processing ol the multimedia data in the upper layer, and
processing the multimedia data in the lower layer based at
least in part on the information associated with the processing
of the multimedia data 1n the upper layer.

An apparatus for processing multimedia data 1s provided.
The apparatus includes a receiver configured to recerve the
multimedia data, an upper layer decoder subsystem config-
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ured to process the multimedia data in an upper layer, and to
istruct a lower layer based at least 1n part on information
associated with the processing of the multimedia data 1n the
upper layer, and a lower layer decoder subsystem configured
to process the multimedia data in the lower layer based at least
in part on the information associated with the processing of
the multimedia data 1n the upper layer.

A machine readable medium comprising program code 1s
provided. The program code, when executed on one or more
machines, causes the one or more machines to perform pro-
gram operations. The program code includes code for receiv-
ing multimedia data, code for processing the multimedia data
in an upper layer, code for instructing a lower layer based at
least 1n part on information associated with the processing of
the multimedia data 1n the upper layer, and code for process-
ing the multimedia data 1n the lower layer based at least in part
on the information associated with the processing of the mul-
timedia data 1n the upper layer.

A method of processing multimedia data 1s provided. The
method 1ncludes recerving the multimedia data, receiving
descriptive information about the multimedia data from a first
layer, wherein the descriptive information 1s related to the
processing ol the multimedia data 1n a second layer, and
processing the multimedia data 1n the second layer based at
least 1n part on the received descriptive information.

An apparatus for processing multimedia data 1s provided.
The apparatus includes a receiver configured to recerve the
multimedia data, a decoder configured to receive descriptive
information about the multimedia data from a first layer,
wherein the descriptive information is related to the process-
ing of the multimedia data 1n a second layer, and to process the
multimedia data 1n the second layer based at least 1n part on
the recerved descriptive information.

A machine readable medium comprising program code 1s
provided. The program code, when executed on one or more
machines, causes the one or more machines to perform pro-
gram operations. The program code includes code for receiv-
ing multimedia data, code for recerving descriptive informa-
tion about the multimedia data from a first layer, wherein the
descriptive information 1s related to the processing of the
multimedia data in a second layer, and code for processing the
multimedia data 1n the second layer based at least 1n part on
the recerved descriptive information.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a block diagram 1llustrating a multimedia com-
munications system according to one aspect.

FIG. 2 1s a block diagram of an example of a multi-layer
protocol stack used for dividing tasks including a cross-layer
error control system in the encoder device 105 and the
decoder device 110 in the system such as 1llustrated 1n FI1G. 1.

FIG. 3A 1s a block diagram 1illustrating an aspect of a
decoder device that may be used 1n a system such as 1llus-
trated in FI1G. 1.

FIG. 3B 1s a block diagram 1llustrating an example of a
computer processor system of a decoder device that may be
used 1n a system such as illustrated in FIG. 1.

FIG. 4 shows an 1llustration of an example of a multiple
layer packetization scheme.

FIG. 5A 1s a flowchart illustrating an example of a method
of processing multimedia data 1n a system such as 1llustrated
in FIG. 1.

FIG. 5B 1s a flowchart illustrating another example of a
method of processing multimedia data 1n a system such as

illustrated in FIG. 1.
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4

FIG. 5C 1s a flowchart illustrating another example of a
method of processing multimedia data 1 a system such as

illustrated in FI1G. 1.

FIG. 6 1s a block diagram of an example of a multilayer
multimedia decoder subsystem that may be used to perform
the method illustrated 1 FIG. SC.

FIG. 7 1s a flowchart illustrating an example of a method of
organizing descriptive information that may be used to per-
form certain acts in the methods 1llustrated 1n FIGS. 5A and
5C.

FIGS. 8A and 8B are flowcharts 1llustrating an example of
a method of determining error control actions 1n the method
illustrated in FIG. 7.

FIG. 9 depicts a structure of an example of physical layer
packets including a scalable coded base layer and enhance-
ment layer for use 1n a system such as illustrate in FIG. 1.

FIG. 10A graphically illustrates positions of a current
P-frame and a previously decoded P-frame positioned three
frames prior to the current frame.

FIG. 10B graphically illustrates flagging of decoded
frames used for error concealment for other erroneous
frames.

FIG. 10C graphically illustrates variables used to indicate
positions of two decoded frames used to conceal an erroneous
frame using FRUC.

FIG. 11 1s a functional block diagram illustrating another
example of a decoder device 150 that may be used in a system
such as 1llustrated 1n FIG. 1.

FIG. 12 1s a functional block diagram illustrating another
example of a decoder device 150 that may be used in a system
such as 1llustrated 1n FIG. 1.

FIG. 13 1s a functional block diagram illustrating another
example of a decoder device 150 that may be used in a system
such as illustrated in FIG. 1.

FIG. 14 1s a functional block diagram illustrating another
example of a decoder device 150 that may be used 1n a system
such as illustrated in FIG. 1.

FIG. 15 1s a functional block diagram 1llustrating another
example of a decoder device 150 that may be used 1n a system
such as 1llustrated 1n FIG. 1.

FIG. 16 1s a functional block diagram illustrating another

example of a decoder device 150 that may be used in a system
such as 1llustrated 1n FIG. 1.

DETAILED DESCRIPTION OF CERTAIN
ASPECTS

The following detailed description 1s directed to certain
specific sample aspects of the disclosure. Use of the phrases
“one aspect,” “another aspect,” “a further aspect,” “an
aspect,” “some aspects,” “certain aspects” and the like are not
intended to imply mutual exclusivity of the various aspects of
clements within the various aspects. Thus, various aspects
and elements of the various aspects may be eliminated and/or
combined and still be within the scope of the application.
However, the various aspects of the disclosure can be embod-
1ied 1n a multitude of different ways as defined and covered by
the claims. In this description, reference 1s made to the draw-
ings wherein like parts are designated with like numerals
throughout.

Aspects include systems and methods of improving pro-
cessing 1n an encoder and a decoder 1n a multimedia trans-
mission system. Multimedia data may include one or more of
motion video, audio, still images, or any other suitable type of
audio-visual data. Aspects include an apparatus and method
of decoding video data to maintain a target video quality
using an integrated error control system including error

A B Y 4
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detection, resynchronization and error recovery. Robust error
control can be provided by a joint encoder-decoder function-
ality including multiple error resilience designs. For example,
it has been found according to one aspect that error recovery
may be an end-to-end integrated multi-layer error detection,
resynchronization and recovery mechanism designed to
achieve reliable error detection and error localization. It has
also been found that benefits 1n processing performance can
be achieved by implementing certain cross-layer interaction
during data processing. In another aspect, error handling of a
scalable coded bitstream 1s coordinated across a base-layer
and enhancement layer of scalable compressed video.

FIG. 1 1s a functional block diagram 1llustrating a multi-
media communications system 100 according to one aspect.
The system 100 includes an encoder device 110 1n commu-
nication with a decoder device 150 via a network 140. In one
example, the encoder device receives a multimedia signal
from an external source 102 and encodes that signal for trans-
mission on the network 140.

In this example, the encoder device 110 comprises a pro-
cessor 112 coupled to a memory 114 and a transceiver 116.
The processor 112 encodes data from the multimedia data
source and provides it to the transcerver 116 for communica-
tion over the network 140.

In this example, the decoder device 150 comprises a pro-
cessor 152 coupled to a memory 154 and a transceiver 156.
The processor 152 may include one or more of a general
purpose processor and/or a digital signal processor and/or an
application specific hardware processor. The memory 154
may include one or more of solid state or disk based storage
or any readable and writeable random access memory device.
The transcerver 156 1s configured to recerve multimedia data
over the network 140 and make 1t available to the processor
152 for decoding. In one example, the transcerver 156
includes a wireless transceiver. The network 140 may com-
prise one or more ol a wireline or wireless communication
system, including one or more of a Ethernet, telephone (e.g.,
POTS), cable, power-line, and fiber optic systems, and/or a
wireless system comprising one or more of a code division
multiple access (CDMA or CDMA2000) communication
system, a frequency division multiple access (FDMA) sys-
tem, a time division multiple access (TDMA) system such as
GSM/GPRS (General Packet Radio Service))EDGE (en-
hanced data GSM environment), a TETRA (Terrestrial
Trunked Radio) mobile telephone system, a wideband code
division multiple access (WCDMA) system, a high data rate
(1xEV-DO or 1xEV-DO Gold Multicast) system, an IEEE
802.11 system, a MediaFLO system, a DMB system, an
orthogonal frequency division multiple access (OFDM) sys-
tem, or a DVB-H system.

Because wireless channels experience both random bt
errors and burst errors, error recovery 1s designed to handle
both of these error types eflectively. It has been found that by
using an integrated multi-layer error control system, both
types of error types can be handled effectively. It has been
found that random b1t errors atfecting 1solated video portions
including, for example, one or several pixels, or even includ-
ing the loss of a one or more physical layer packets (PLP),
may be handled etiectively by using spatial or temporal error
concealment at the application layer. However, burst errors
which result in the loss of multiple consecutive PLPs may be
more effectively handled with the help of error control mod-
ules embedded in the transport and synchronization layer as
discussed below.

FIG. 2 1s a block diagram of an example of a multi-layer
protocol stack used for dividing tasks including a cross-layer
error control system in the encoder device 110 and the

decoder device 150 1n the system such as 1llustrated 1n FI1G. 1.
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Referring to FIGS. 1 and 2, communication devices such as
the encoder device 110 and the decoder device 150 may use a
multi-layer protocol stack used for distributing processing,
tasks. Upper layer components 1n the encoder device 110 and
the decoder device 150 may include multiple applications
such as, for example video or audio encoders and/or decoders.
Some embodiments may include multiple streams of infor-
mation that are meant to be decoded simultaneously. In these
cases, synchronization tasks of the multiple streams may also
performed 1n upper layer components. In the encoder device
110, an upper layer component may provide encoded timing
information in the bitstream that 1s transmitted over a wireless
network and/or a wired network 140. In the decoder device
150, an upper layer component may parse the multiple
streams ol information such that the associated applications
decode them at about the same time.

Upper layer components of the encoder device 110 are
distributed 1n one or more of an application layer 205 and a
synchronization layer 210. Lower layer components of the
encoder device 110 are distributed into one or more of a

transport layer 215, a stream and/or medium access control
(MAC) layer 220, and a physical layer 225. Stmilarly, Upper
layer components of the decoder device 150 are distributed 1n
one or more of an application layer 230 and a synchronization
layer 235. Lower layer components of the decoder device 150
are distributed into one or more of a transport layer 240, a
stream and/or medium access control (MAC) layer 2435, and a
physical layer 350. Skilled technologists will recognize these
layers and be familiar with the allocation of various tasks
among them. It should be noted that the term upper layer and
lower layer as used herein are relative terms. For example, the
synchronization layer 235 may be referred to as a lower layer
in reference to the application layer 230, but may be referred
to as an upper layer in reference to the transport layer 240.
An error resilience system 255 1n the encoder device 110 1s
provided across each of the layers in this example. Lower
layer components in the encoder device 110 may include
various schemes to provide for error resiliency. Such error
resiliency schemes provided 1n lower layer components may
include one or more error control coding schemes, interleav-
ing schemes and other schemes that are known to skilled
technologists. Lower layer components 1n the decoder device
150 may include the corresponding error decoding compo-
nents that enable detection and correction of errors. Some
errors that are introduced over the wired and/or wireless net-
work 150 may not be correctable by the lower layer compo-
nents of the decoder device 110. For those errors that are not
correctable, solutions such as requesting retransmission of
corrupt components by lower layer components of the
encoder device 105 may not be feasible for some situations.
The upper layer components of the encoder device 150
may attach descriptive information in headers related to vari-
ous layers of communication, regarding the packetization of
multimedia data. In some examples, packetization 1s per-
formed at various levels to allow multiple streams of data to
be split up (parsed) 1n the encoding process and to be reas-
sembled during decoding using, at least 1n part, header infor-
mation that was added by the various layers of the encoder.
For example, the synchronization layer 210 may add header
information identifying multiple types of packets being
linked with multiple decoder components that may decode
the multiple types of packets simultaneously. The synchroni-
zation layer header information may include fields 1dentity-
ing a data sequence time, a data sequence duration, the des-
tination decoder component (e.g., audio, video and closed
caption), frame number, packet number and other informa-
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tion. Synchronization layer packets may be variable length in
some examples. This may be due to the various encoding
schemes such as, for example, digital compression schemes
including variable length coding schemes.

The transport layer 215 may also attach descriptive infor-
mation to transport layer packets in a transport header. Trans-
port layer packets may be fixed length in order to support
various error coding schemes, modulation schemes and other
schemes that use fixed length packets. The transport headers
may contain information 1dentifying the number of transport
layer packets that were parsed from a single synchronization
layer packet. If the synchronization layer packet 1s variable
length, then the number of transport layer packets needed to
contain the data may be variable as well.

In one aspect, at least some of the information included in
the transport and/or synchronization headers may be included
in a directory. The directory may include header information
related to various layers, such as the application layer 205, the
synchronization layer 210, the transport layer 215 and others.
The directory may be communicated to the decoder. The
information may be used by the decoder device 1n recovering
from various errors including, identifying the size of errone-
ous packets received in error, identifying the next available
packet 1n order to resynchronize and others. Header informa-
tion from the header directory can be used to replace the lost
or erroneous original header information within the data

stream. Further details of the header directory can be found 1n
application Ser. No. 11/527,022, filed on Sep. 25, 2006 and

entitled “VIDEO ENCODING METHOD ENABLING
HIGHLY EFFICIENT PARTIAL DECODING OF H.264
AND OTHER TRANSFORM CODED INFORMATION™
which 1s assigned to the assignee hereotf and fully incorporate
herein by reference.

An error recovery system 260 1n the encoder device 150 1s
provided across each of the layers in this example. The
decoder device 150 may include various schemes to provide
for error recovery. Such error recovery schemes may include
lower level error detection and correction components (such
as Reed-Solomon coding and/or Turbo-coding) as well as
upper layer error recovery and/or error concealment schemes
used to replace and/or conceal data not correctable by the
lower layer methods. The various error recovery components
in the application layer 230 may benefit {from the information
available to the lower layers such as the synchronization layer
235 and the transport layer 240. The mnformation may be
contained 1n the transport layer headers, the synchronization
layer headers, the header directory if one 1s available, or may
be generated at the decoder based on an evaluation of the
received data.

As discussed above, the error resilience system 255 in the
encoder device 110 and the error recovery system 260 1n the
decoder device 150 form an end-to-end integrated multi-layer
error detection, resynchronization and recovery mechanism
which 1s referred to herein as the error control system. Details
ol the error control system will now be discussed.

It should be noted that one or more elements of encoder
device 110 or the decoder device 150 shown 1n FIGS. 1 and 2
may be omitted, rearranged, divided and/or combined.

FI1G. 3 A 1s afunctional block diagram 1llustrating an aspect
of the decoder device 150 that may be used 1n a system such
as the system 100 illustrated 1n FIG. 1. In this aspect, the
decoder 150 comprises a recerver element 302, an informa-
tion organizer element 304, an error control decision element
306, and a multimedia decoder element 308.

The receiver 302 recerves encoded video data (e.g., data
encoded by the encoder 110 of FIG. 1). The recerver 302 may

receive the encoded data over a wireline or wireless network
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such as the network 140 of FIG. 1. In one aspect, the received
data includes transform coetfl

icients representing source mul-
timedia data. The transform coetlicients are transformed 1nto
a domain where the correlations of neighboring samples are
significantly reduced. For example, images typically exhibit a
high degree of spatial correlation in the spatial domain. On
the other hand, the transformed coellicients are typically
orthogonal to each other, exhibiting zero correlation. Some
examples of transforms that can be used for multimedia data
include, but are not limited to, the DCT (Discrete Cosine
Transtorm), the DF'T (Discrete Fourier Transtorm), the Had-
amard (or Walsh-Hadamard) transform, discrete wavelet
transforms, the DST (Discrete Sine Transform), the Haar
transform, the Slant transform, the KL. (Karhunen-Loeve)
transform and integer transforms such as one used 1n H.264.
The transforms are used to transform a matrix or array of
multimedia samples. Two dimensional matrices are com-
monly used, but one dimensional arrays may also be used.

Therecerved data also includes information indicating how
the encoded blocks were encoded. Such mformation may
include inter-coding reference information such as motion
vectors and frame sequence numbers, and 1ntra-coding refer-
ence information including block sizes, and spatial prediction
directivity indicators, and others. Some received data
includes quantization parameters indicating how each trans-
form coellicient was approximated by a certain number of
bits, non-zero indicators indicating how many transform
coelficients 1n the transformed matrix are non-zero, and oth-
ers.

The information organizer element 304 gathers descriptive
information about the multimedia data from the bitstream. In
one aspect, the information organizer 304 interprets the trans-
port and sync layer header data for further processing. The
transport headers may be processed to determine frame and
superirame boundaries, where a super frame 1s a group of
frames that typically are independently decodable. A super-
frame may include frames that cover a fixed time period
ranging from about 0.2 seconds to about 2.0 seconds. Super-
frame si1ze may be chosen to allow for a reasonable acquisi-
tion time. Transport headers may also be processed to deter-
mine frame lengths and byte offsets of frames into the
bitstream, to handle erroneous PLPs received from the
Stream/MAC layer. The sync layer headers may be processed
to extract frame numbers and interpret base and enhancement
frames, to extract frame rate required to interpolate presenta-
tion time stamps 1n case of errors and/or to interpolate and
derive PTSs for frames interpolated through the process of
Frame Rate Up Conversion (FRUC). The sync headers may
also be processed to extract presentation time stamps for the
video frames to synchromize with the associated audio
frames, and to extract random access point locations to mark
the next resynchronization point in case of errors that result in
loss of synchronization 1n the decoder. The information orga-
nizer 304 may also gather information from a header direc-
tory as discussed above, 1f one 1s available.

In addition to gathering information from headers and
header directories, the information organizer 304 may also
generate descriptive iformation about the video data. The
various header checksums, payload checksums, and error
control schemes may all be used to identily WhJCh portion of
data are erroneous. The generated information may include
data 1dentifying these erroneous portions of data. The error
data may be an error distribution measure or a error rate
measure. The error data may be organized on any level from
a frame level, to a slice level (a slice 1s a group of encoded
blocks of pixels), pixel block level or even a pixel level. These
types of descriptive imnformation regarding erroneous data
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may be used to localize and establish the extent of the errors.
The details of types of information that may be identified,
compiled, gathered, maintained, flagged or generated by the
information organizer 304 will be discussed below.

In one aspect, the error control decision element 306 uses
the descriptive information (e.g., stored 1n table form) gath-
ered and/or generated by the information organizer 304 to
provide 1nstructions related to the processing of the multime-
dia data. The error control decision element 306 analyzes the
descriptive information in order to localize the errors and
establish which portions of video are affected and to what
extent these portions are erroneous. Using this information,
the error control decision element 306 can determine an error
control method for handling the error conditions. In another
aspect, the error control decision element 306 receives feed-
back mformation from the upper layers. The feedback infor-
mation may include information associated with processing
of the multimedia in the upper layer. The feedback informa-
tion may include information that was incorrect in the
descriptive information passed up to the upper layer. This
information may be used to correct the table stored in the
lower layer. In addition, the feedback information may
include processing times, processing actions, processing sta-
tus and other information. This type of mnformation may be
analyzed by the error control decision element 306 1n deter-
mimng how to instruct the upper layer.

The error control decision element 306 analyzes the infor-
mation that 1t has gathered in order to make a decision on how
the upper layer should process the multimedia data when 1t 1s
forwarded to the upper layer. The decision may include
choosing one or more of several error control methods. Error
control methods may include spatial and/or temporal error
concealment of portions of video data that are erroneous.
Error control methods may also include error recovery tech-
niques where the erroneous data 1s analyzed to be salvaged in
some way based on context or other information available to
the upper layer application. An extreme form of temporal
error concealment that may be used 1s known as frame rate up
conversion, or FRUC. FRUC constructs a new frame based on
other frames, usually two frames that straddle the frame to be
constructed. When erroneous portions of data are at a man-
ageable level, (e.g., portions of a frame, a single frame, or a
number of frames determined to be concealable depending on
the situation), the error control decision element 306 may
instruct the upper layer to use spatial and/or temporal error
concealment, error recovery or FRUC, as well as other error
control schemes. However, 1 the extent of the erroneous data
1s too extensive, the error control element may instruct the
upper layer to skip decoding of the erroneous portions. The
details used by the error control decision element 306 1n
determining how to instruct the upper layer are discussed
below.

The multimedia decoder element 308 performs the func-
tions related to decoding of the multimedia bitstreams that
may include audio, video closed caption and more. The mul-
timedia decoder performs inverse operation corresponding to
the encoding operations used to encode the data. The encoded
data may be inter-coded (e.g., temporally predicted data)
and/or intra-coded data. In reference to FIG. 2, the functions
performed by the multimedia decoder 308 may be performed
at multiple levels such as the transport layer 240, the sync
layer 235 and the application layer 250. Transport layer func-
tions may include the error detection and correction schemes
used to correct error and to 1dentily uncorrectable errors. The
identified uncorrectable errors may be communicated to the
information organizer 304 for inclusion in the descriptive
information as discussed above. The sync layer functions
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may include buffering the received data of the multiple bit-
streams until all synchronized data 1s ready to be decoded. At
which point 1t 1s forwarded to the application layer decoders
for near simultaneous decoding. The application layer func-
tions may include decompression of the audio, video and
closed caption bitstreams. Various decompression functions
may include dequantization, and inverse transformations
used for reconstruction of the video data. In one aspect, the
application layer of the video decoder element 308 receives
video frames one frame at a time 1n decode order after the
information organizer 304 and the error control decision ele-
ment 306 have performed the functions discussed above.

In some aspects, one or more of the elements of the decoder
150 of FIG. 3A may be omitted, rearranged and/or combined.
The elements may be implemented by hardware, software,
firmware, middleware, microcode or any combination
thereof. Details of the actions performed by the elements of

the decoder 150 will be discussed in reference to the methods
illustrated in FIGS. 5A-5C below.

FIG. 3B 1s a block diagram illustrating an example of a
computer processor system of a decoder device that may be
used 1n a system such as illustrated in FIG. 1. The decoder
device 150 of this example includes a pre-processor element
320, a random access memory (RAM) element 322, a digital
signal processor (DSP) element 324, and a video core element
326.

The pre-processor 320 1s used 1n one aspect to perform one
or more of the actions performed by the various elements 1n
FIG. 3A. The pre-processor parses the video bitstream and
writes the data to the RAM 322. In addition, 1n one aspect, the
pre-processor 320 implements the actions of the information
organizer 234, the error control decision element 306 and
pre-processing portions (e.g., error concealment, error recov-
ery, etc.) of the multimedia decoder 308. By performing these
more efficient, less computationally intensive actions in the
pre-processor 320, the more computationally intensive video
decoding can be done, 1n causal order, in the highly efficient
video core 326.

The DSP 324 retrieves the parsed video data stored in the
RAM 322 and reorganizes it to be handled by the video core
326. The video core 326 performs the dequantization (also
known as rescaling or scaling), inverse transforming and
deblocking functions as well as other video decompression
functions. The video core 1s typically implemented 1n a highly
optimized and pipelined fashion. Because of this, the video
data can be decoded 1n the fastest manner when 1t 1s decoded
in causal order. By performing the out-of-order parsing, error
detection, information organization and error control 1n the
pre-processor, the causal order 1s maintained for decoding in
the video core allowing for improved overall decoding per-
formance.

As discussed above, the information organizer element 304
may gather descriptive information, organize it into a table
and forward the table to upper layers for purposes of error
control. One source of descriptive information 1s the various
headers appended to the packets of the various packetization
layers. FIG. 4 shows an 1llustration of an example of a mul-
tiple layer packetization scheme. This example packetization
scheme 1s used to explain certain aspects of the error control
system, but other packetization schemes can also be used. The
transport layer and sync layers are a framing and checksum
protocol. They provide a layered mechanism to detect errors
at various layers including, for example, at a super frame (a
selected number of processed frames) level, at a video access
umt (VAU) level, or at a PLP level. Thus, efiective error
localization can be performed at any or all of these levels. The
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VAU comprising a single video frame, provides an additional
level of integrity check at the application layer above the sync
layer packet.

In this example, application layer packets 405A and 4058
may be fixed and/or variable length packets. The application
layer packets 405A and 405B may each be a complete video
frame or VAU. A synchronization layer appends a synchro-
nization layer header (SH) 410 to each application layer
packet 405A and 4035B, resulting 1n sync layer packets 406 A
and 4068 (the sync layer packets 406A and 4068 1n FIG. 4
include a sync layer header 410 and the application layer
packets 405A and 405B, respectively). The sync layer packets
406A and 406B are then mput to the transport layer. In this
example, the transport layer packets are fixed length. The
transport layer breaks down the sync layer packets into por-
tions corresponding to the transport layer packet size and
appends transport layer headers (TH) 415 to the resulting
transport layer packets. The transport layer may also append
a frame checksum (FCS) to each sync layer packets (not
shown). The FCS may be used to detect errors in the sync
layer packets. In this example, the sync layer packet 406A
comprising the application layer packet 405 A 1s split into two
transport layer packets 420A and 4208, where packet 4208
includes the remaining portion 4258 of the sync layer packet
406A and a first portion 425C of the sync layer packet 406B.
In this example, an additional transport layer header 415 1s
appended to the portion 425C of the transport layer packet
420B, preceding the start of the next sync layer packet 406B.
A third transport layer packet 420D contains the next portion
425D of the sync layer packet 406B.

The sync layer headers 410 and the transport layer headers
415 may contain similar information directed to enable a
decoder to reassemble the synchronization layer packets and
application layer packets. A header may include information
such as a packet size, a packet number, a location of a header
within a packet, a data sequence time, a data sequence dura-
tion, a frame time, a frame number, a random access point
flag, a frame rate and/or a number of associated packets in a
group. In addition, header information may include stream
identification information identifying the associated packet
as belonging to a video bitstream, an audio bitstream, and/or
a closed caption bitstream. A specific example of transport
and sync layer headers will now be discussed.

One function of the transport layer 1s to provide a packet
service over the octet-based service of the stream/MAC layer.

Field Name Field Type
Stream__ 1D UNIT(2)
PTS UINT(14)
Frame 1D

RAP_FLAG BIT(1)
FRAME_RATE UINT(3)
RESERVED UINT(5)

The transport layer also provides mechanisms to determine
boundaries of 1ts payload packets (VAUs 1n the example
shown 1n FIG. 4) 1n the presence of physical layer errors.
Multiple framing protocols may be used 1n association with
the transport layer. The framing protocol associated with the
transport layer specifies rules for combining its payload pack-
ets to create packets to be delivered to the decoder 1n the
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application layer. The framing protocol also specifies rules
for handling PLP errors and the resulting behavior that can be
expected by the decoder.

An example format of certain fields in the transport layer
header 415 1s given 1n Table 1. In this example, the framing
protocol rules provide for a 122 byte fixed length PLP. In
addition to indicating the start and end of the payload (the
VAU 1n this example), the transport header 1s also used to
convey erroneous PLPs to upper layers.

TABLE 1
Field Type Range
LENGTH UNIT(7) 0-121
LAST BIT(1) 0/1

r

T'he transport header in Table 1 1s one-byte long. The seven
b1t LENGTH field indicates the length of the payload in bytes
and has a range from O to 121 bytes (the maximum value 1s
121 since the PLP 1s 122 bytes long and the header 1s one-
byte). The LAST field being set to one indicates that this
transport layer packet contains the last fragment of a VAU. In
this example, if the PLP 1s determined to be erroneous (as
determined by one or more of the checksums and/or error
correction schemes), the transport layer sets the value of the
LENGTH field to 122, marking the whole PLP as unusable to

the upper layers which 1t 1s forwarded to.

An example format of certain fields in the synchronization
layer header 410 1s given 1n Table 2. Sync layer packets form
the payload for the transport layer for video. In one example,
a frame of video forms a sync layer packet. In the example
shown 1n Table 2, the sync layer packet header 410 1s a fixed
4-byte header and the corresponding sync layer packet 1s a
variable length payload corresponding to one video frame.
Information included in the sync header fields of Table 2 may
include information such as video frame type, frame rate,
presentation time stamp, random access flag, frame number
within a Super frame, and whether the data 1s associated with
a base or enhancement layer bitstream, and others.

TABLE 2

Description

00 - Video; 01 - Audio; 10 - Closed Caption

Presentation Time Stamp

Frame_ Number and Enhancement_ Flag

Frame_ Number: Number of the current frame within the SF
Enh. Flag: O - Base;

1 - Enhancement layer

Random Access Point

1 - RAP

000 - 15 ips, 001 - 30 fps, etc.

Reserved bits

The Stream_ID field 1s used to indicate one of a plurality of
multimedia streams that the payload data 1s associated with
(e.g., audio, video, closed caption data, etc.). The PTS field 1s
used to mdicate the presentation time which can be used to
synchronize the audio, video, etc. The Frame ID field
includes a cyclical frame number (e.g., 7 bits representing
frames 0-127) portion and an enhancement bit indicating

whether the data 1s base layer or enhancement layer data. I
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scalable coding 1s not used, the enhancement bit may be
omitted. The RAP FL AG field 1s used to indicate whether a
frame can be used by a decoding device as a random access
point. A random access point can be decoded without refer-
ence to any other previous or future frames or other portions
of video. The FRAME_RATE field indicates one of a plural-
ity ol possible frame rates. Frame rates may range from about
15 frames per second or lower to about 60 frames per second
or higher. The RESERVED field may be used to communicate
other types of information that skilled technologists may find
beneficial.

In addition to the transport header information and sync
header information, another source of descriptive informa-
tion for the information organizing element may be a header
directory, as discussed above. The header directory 1s a table
ol duplicated header information that 1s transmitted as side
information, in one example, separate from the video and/or

audio bitstreams. The header directory information such as
listed 1n Table 3.

10

15
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non-synchronized bitstreams including, but not limited to
audio, video, closed caption and the like. The multimedia data
may comprise multiple packetized layers including applica-
tion layer packets, sync layer packets and transport layer
packets. The multiple layers may each include header infor-
mation as discussed above. The header information may
include information such as listed 1n Tables 1 and 2 above.
The video data may be arranged in portions such as frames,
slices, blocks of pixels, etc. The frames may be grouped 1nto
superirames of multiple frames. The received multimedia
data may also include a header directory as discussed above.
The recerved multimedia data may be encoded in scalable
layers such as a base layer and an enhancement layer. The
header directory may contain information such as listed in
Table 3. The recerver element 302 of the decoder device 150
in FIG. 3A may perform the functions at block 505.

After receiving the multimedia data at the block 505, the
process 500 continues to block 510 where the decoder device
organizes descriptive mformation about the received multi-

TABLE 3
Field Name Field Type Field Value
MESSAGE_ID UINT(®) 5: video Sync directory
MEDIA__TYPE UINT(2) 0: video sync directory message
NUM__VSL_RECORDS  UINT(1) 0:1VSL_ records; 1: 2 VSL_ records

VSL__RECORDs VSL__RECORD_TYPE

1. Frame rate

2. Number of frames

3. 1st Frame PIS
4. Last frame PTS

RAP_FLAG  BITS BIT(60)
B_FRAME FLAG BITS BIT(60)
RESERVED BIT(3) TBD

The header directory can be transmitted as a variable length
payload. Much of the information i1s a duplication of the
information in the various headers of the packetization
scheme (e.g., frame rate, presentation time stamps, random
access points). However, additional information may be

included. Such additional information may include the
B _FRAME FLAG BITS field, which indicates the location

of the B-frames within a superirame. A superirame typically
starts with an independently decodable frame such as an
intra-coded frame. The other frames 1n the superframe typi-
cally comprise uni-directionally predicted portions (referred
to herein as P-Frame portions or simply P-Frames) and bi-
directionally predicted portions (referred to herein as
B-Frame portions or simply B-Frames). In the example of

Table 3, the random access points 1n the superframe are
mapped into the RAP_FLAG_BITS field.

The header directory provides header information and
additional information concerning the position of certain
frames (e.g., B-Frames) within a superirame. This informa-
tion can be used to replace the lost header information (lost
due to errors) as well as enabling the information orgamizer
clement 304 to determine the likely identity of erroneous
portions of data that otherwise could not be identified.

FIG. 5A 1s a flowchart illustrating an example of a method

of processing multimedia data 1n a system such as illustrated
in FIG. 1. Process 500 starts at block 5035 where the decoder

device recerves encoded multimedia data. The encoded mul-
timedia data may be 1n the form of compressed data associ-
ated with a multimedia data bitstream. The decoder device
may recerve the multimedia data over a wireline and/or wire-
less network such as the network 140 shown 1n FIG. 1. The
multimedia data may comprise multiple synchronized and/or

VSL record contains,
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RAP frame location bit map in the SF
B frame location bit map in the ST

media data. As discussed above 1n reference to FIG. 3A, the
information organizer element 304 gathers descriptive infor-
mation about the multimedia data from the bitstream at block
505. The transport headers may be processed to determine
frame and superframe boundaries. Transport headers may
also be processed to determine frame lengths and byte offsets
of frames 1nto the bitstream. The sync layer headers may be
processed to extract frame numbers and interpret base and
enhancement frames (e.g., for scalably coded bitstreams), to
extract frame rates, and/or to mterpolate and derive PTSs for
frames. The sync headers may also be processed to extract
presentation time stamps or to extract random access points.
The information identified, compiled, gathered, maintained,
flagged or generated at the block 510 may also be obtained

from a header directory as discussed above, 1f one 1s recerved
at the block 305.

The descriptive information organized at block 510 may
also include mformation pertaining to erroneous data. The
error data may include an error distribution measure or an
error rate measure. The error data may be organized on any
level from a frame level, to a slice level (a slice 1s a group of

encoded blocks of pixels), pixel block level or even a pixel
level. These types of descriptive information regarding erro-
neous data may be used to localize and establish the extent of
the errors. An example of a table of descriptive information
that may be orgamzed at the block 510 1s now discussed.

Table 4 lists an example of a frame information table that
may be generated at the block 310. Similar tables may also be
organized at other levels such as slices, blocks of pixels, etc.
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TABLE 4
Frame Frame Frame RAP PL.P error PL.P error
No. Layer Length PIS  Type  FLAG distribution ratio Action
1 hase I.1 PTS1 I 1 Error dist 1 15% TBD
2 nase .2 PTS?2 P 0 Error dist 2 10% TBD
3 hase L3 PTS3 P 0 Error dist 3 0% TBD
4 hase L4 PTS4 P 0 Error dist 4 40% TBD
10

The frame no., layer (e.g., base or enhancement), frame
length, PTS, frame type, RAP_FLAG fields may be obtained

from the sync layer headers that are known to be non-errone-
ous. These fields may also be obtained from a header direc-
tory if one 1s recerved at the block 505. It several erroneous
frames are concatenated together (e.g., due to corruption of
the sync header), the frame length field may be set to a value
equal to the total number of bytes of the concatenated frames.
The frame type field may be used to indicate an I-frame, a
P-frame or a B-frame, for example. Some of these fields may
not be able to be filled 1n due to corruption of the data.

The PLP error distribution field 1s used to provide descrip-
tive information related to the position of the erroneous data
within the detected frame. Each frame may be made up of
several PLPs as discussed above in reference to FIG. 4. The
“Error_dist_n” variable contains an indication of which por-
tion of PLPs contain erroneous data. Several method of indi-
cating error distribution may be used. For example, the error
distribution may be rounded up to a Visth portion of a frame
and represented by a two-byte “Error_dist_n” variable. Fach
bin or bit of the two-byte variable indicates the presence of
erroneous PLPs for a Visth portion of the frame. A value of 1
indicates that there are erroneous PLPs for that range, and a O
indicates an error ifree PLP portion. If several frames are
concatenated together, the PLP error distribution captures the
total error distribution of all the PLPs within the concatenated
frames. At this point in the process 500, the final field of the
frame information table listed 1in Table 4, “Action”, 1s not
completed and may be determined at block 515 based on the
other information contained in the frame information table.
The frame information table may be stored into the memory
clement 154 of the decoder device 150 1n FIG. 1. The infor-
mation organizer 304 of the decoder device 150 of FIG. 3A
may perform the functions at the block 510.

After orgamizing the descriptive information at the block
510, the process 300 continues to block 515 where the
decoder device provides 1nstructions related to processing of
the multimedia data 1n a second layer. The second layer may
be an upper layer or a lower layer. The examples discussed
above have related to a lower layer (e.g., the transport and/or
sync layer) providing instructions to an upper layer (e.g., the
application layer). However methods discussed below will
show that upper layers may also provide instructions to lower
layers based on descriptive information obtained in the upper
layers.

In one aspect, the decoder device provides instructions
related to a method of error control to be performed 1n another
layer (e.g., an application layer). Methods of error control
may include various error recovery techmiques. In error
recovery techniques attempts are made to salvage values of
variables contained in the erroneous data. These methods
may include using the header directory discussed above, it
one 1s recerved at the block 505, to identily the size of the
frame payload of the sequence layer packets. The header
directory may contain information identifying the type of
encoding, the number and size of transport layer packets,
timing information, etc.
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Another form of error control that may be performed 1s
error concealment. Error concealment techniques generally
involve estimating pixel values from other already recerved
and/or decoded pixel values. Error concealment techniques
may use temporal and/or spatial concealment. For example, 1T
a portion of a P-frame 1s erroneous, the error concealment
may be chosen to be temporal concealment based on a previ-
ous Irame that 1s already decoded. If a portion of a B-frame 1s
erroneous, temporal prediction from two other recerved and/
or decoded frames may be used.

Another form of error control that may be performed 1s
FRUC. In FRUC techniques, an entire frame 1s constructed
based on one or more other frames. FRUC techniques can use
temporal concealment techniques similar to those used for
portions of a frame, but are simply performed over the entire
frame.

In one aspect, the error control decision element 306 of the
decoder device 150 of FIG. 3A performs the actions at the
block 515. The error control decision element 306 uses the

error distribution characteristics that were organized at the
block 310 to determine which of the various error control
techniques to recommend be performed. Details of methods
for determining which error control technique to recommend
are discussed below. In some cases, the error control decision

clement 306 may determine that no error control technique 1s
teasible and may recommend skipping error control for one
or more frames. In this case, the last frame that was success-
tully decoded may be displayed instead. In one aspect, the
method of error control that 1s determined at the block 5135 1s
stored 1n the “Action” field of the frame information table as
shown 1n Table 3. The frame information table 1s passed to the
layer where the error control methods are performed. The
video decoder takes the corresponding frame’s “Action” item
from the frame information table and uses 1t as a starting point
to guide the decoding process. It should be noted that some of
the blocks of the process 500 may be combined, omitted,
rearranged or any combination thereof.

FIG. 5B 1s a flowchart illustrating another example of a
method 520 of processing multimedia data in a system such as
illustrated in FIG. 1. The method 520 may be performed 1n an
application layer of a decoder device that has a lower layer
that performs the method 500 of FIG. 5A 1n a lower layer.

The method 520 starts at block 525 where multimedia data
1s received at the layer performing the method 520. The
multimedia data may be portions of multimedia data such as
frames, slices or blocks of pixels. In one aspect, the portions
of multimedia data received at the block 525 have been com-
piled at a lower level such as a transport and/or sync layer
combining transport layer packets to form a complete sync
layer packet. The complete sync layer packet may be a com-
plete frame or some other portion of video that can be
decoded. In some aspects, the portions of multimedia data
received at the block 525 are received 1n the order in which
they can be displayed in the multimedia sequence. The mul-
timedia decoder subsystem 308 of the decoder device 150
shown 1n FIG. 1 can perform the acts at the block 525.
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After receving the multimedia data at the block 525, the
decoder layer performing the process 520 recetves descrip-
tive information about the multimedia data from a first layer
at block 530. The first layer may be a lower layer (e.g., the
transport or sync layer). The descriptive information received
at block 530 may be identified, compiled, gathered, main-
tained, flagged or generated at the block 510 of the process
500 discussed above. The descriptive information received at
the block 530 may be 1n the form of a frame 1nformation table
including entries such as those shown 1n Tables 3 or 4 above.
The frame information table may include a recommended
“Action” related to processing the multimedia data. The mul-
timedia decoder subsystem 308 of the decoder device 150
shown 1n FIG. 1 can perform the acts at the block 530.

After recerving the multimedia data at the block 525 and
the descriptive information about the multimedia data at the
block 530, the process 520 continues at block 535 where the
second layer processes the received multimedia data based at
least 1in part on the received descriptive information. I the
descriptive information contains a recommended “Action”,
the decoder subsystem performing the process 520 may or
may notuse the recommended action. As discussed above, the
recommended action may comprise one or more error control
techniques including, but not limited to, error recovery tech-
niques, error concealment techniques or skipping decoding.
The decoder device may or may not follow the recommended
action depending on what data may be recovered during error
recovery. For example, the lower layer process that organized
the descriptive information recerved at the block 530 may not
have been able to identify how many frames were 1n a section
of erroneous data. The upper layer error recovery techniques
may be able to identily the number of frames in the section of
erroneous data and may choose to perform some error recov-

ery or concealment techniques that were not recommended 1n
the “Action” field of the frame information table. The multi-
media decoder subsystem 308 of the decoder device 1350
shown 1n FIG. 1 can perform the acts at the block 535. It
should be noted that some of the blocks of the process 520
may be combined, omitted, rearranged or any combination
thereof.

FIG. 5C 1s a tflowchart illustrating another example of a
method 540 of processing multimedia data 1in a system such as
illustrated 1n FIG. 1. The method 540 starts at block 5435
where the decoder device recerves encoded multimedia data.
The actions performed at the block 545 may be similar to
those performed at the block 505 of the process 500 illustrated
in FIG. SA. The receiver element 302 of the decoder device
150 1n FIG. 3A may perform the functions at block 545.

The remaining actions of the process 540 include actions
550 performed at a lower layer and actions 570 performed at
an upper layer. The lower layer actions 350 include certain
actions that may be similar to some of the actions performed
in the process 500 illustrated 1n FIG. SA. Likewise, the upper
layer actions 570 include certain actions that may be similar

to some actions performed 1n the process 520 illustrated in
FIG. 5B.

The method 540 1llustrated in FIG. 5C may be performed
by a multilayer multimedia decoder subsystem such as the
one shown 1n FI1G. 6. In one aspect, a multimedia decoder 600
comprises a lower layer media module subsystem 603 1n the
transport layer and sync layer. The multimedia decoder 600

also 1ncludes an upper layer subsystem located 1n the appli-
cation layer. The media module subsystem 605 may include
the information organizer 304 and the error control decision
subsystem 306 1llustrated 1n FIG. 3A. The application layer
includes a multimedia decoder including a video decoding
layer (VDL) 610 and an error control subsystem 615. The
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lower layer media module provides descriptive information
and/or instructions to the upper layer as indicated by the
up-arrow 620. The upper layer subsystems 610 and 615 may
provide feedback to the lower layer as indicated by the arrow
625.

In reference to FIG. 5C, after recerving the encoded mul-
timedia data at the block 545, the process 340 continues at
block 555, where the lower layer organizes descriptive infor-
mation about the received multimedia data. The actions per-
formed at the block 555 may be similar to those performed at
the block 510 of the process 500 1llustrated 1n FIG. 5A. The
descriptive information may include any or all of the infor-
mation discussed above such as the information 1llustrated in
Tables 3 and 4.

After organizing the descriptive information at the block
535, the process 540 continues at block 560 where instruc-
tions related to processing of the multimedia data are deter-
mined. The instructions may be determined based on the error
distribution and other descriptive information organized at
the block 5355. In addition, the lower layer receives feedback
from the upper layer in the process 540. The feedback may
include information related to the processing of the multime-
dia data 1n the upper layer. The feedback may include infor-
mation such as processing time of specific portions of multi-
media data, processing actions (e.g., error control actions)
performed 1n the upper layer, and processing status (e.g.,
which frames have been decoded and displayed). The feed-
back may be used to reorganize the descriptive information at
the block 555. Details of methods used to determine the
istructions related to processing of the multimedia data at
the block 560 are discussed below. The error control decision
subsystem 306 of the decoder device 150 1n FIG. 5A may
perform the actions at the block 560.

At block 565, the lower layer subsystem provides the
descriptive information and/or the instructions related to the
processing ol the multimedia data to the upper layer sub-
system. The upper layer subsystem receives the descriptive
information and/or instructions at the block 575. The multi-
media decoder subsystem 308 may perform the actions at the
blocks 565 and 575.

After recerving the descriptive information and/or istruc-
tions at the block 575, the process 540 continues at block 580
where the upper layer subsystem processes the multimedia
data based on the mstructions and/or the descriptive informa-
tion. The actions performed at the block 380 may be similar to
those performed at the block 535 of the method 520 illustrated
in FIG. 5B. If the descriptive information contains a recom-
mended “Action”, the decoder subsystem performing the pro-
cess 540 may or may not use the recommended action. As
discussed above, the recommended action may comprise one
or more error control techniques including, but not limited to,
error recovery techniques, error concealment techniques or
skipping decoding. The decoder device may or may not fol-
low the recommended action depending on what data may be
recovered during error recovery. For example, the lower layer
process that organized the descriptive information at the
block 555 may not have been able to i1dentity how many
frames were 1n a section of erroneous data. The upper layer
error recovery techniques may be able to 1dentily the number
of frames 1n the section of erroneous data and may choose to
perform some error recovery or concealment techniques that
were not recommended 1n the “Action” field of the frame
information table. The multimedia decoder subsystem 308 of
the decoder device 150 shown in FIG. 1 can perform the acts
at the block 380.

The process 5340 continues at block 5835 where the upper
layer multimedia decoder instructs the lower layer with feed-
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back information based on the processing performed 1n the
upper layer actions 570. The feedback may include a process-
ing time needed to decode a certain portion of multimedia
data or a processing time that the portion of data was com-
pletely decoded. By comparing the completed processing
time to a presentation time stamp of new multimedia data
received at the block 545, the lower layer processes may
instruct the upper layer to skip certain frames (e.g., B-frames)
if the upper layer processing time shows indications of falling
behind based on past processing performance. The feedback
information received at the lower layer may be organized into
the descriptive information organized at the block 555.

The feedback may also include details on the processing
actions performed 1n the upper layer. For example the feed-
back may indicate the specific error control techniques and/or
normal decoding actions that took place for specific frames or
other portions of multimedia data. The feedback may also
include the processing status (e.g., successiul decoding of a
frame or not). By including the processing action and pro-
cessing status feedback mformation 1n the data organized at
the block 555, the lower layer may adjust the instructions
determined at block 560 based on the updated descriptive
information. If processing 1s backed-up, the lower layer may
instruct the upper layer to skip decoding of certain frames
such as B-frames or enhancement layer data. The multimedia
decoder subsystem 308 of the decoder device 150 shown 1n
FIG. 1 can perform the actions at the block $85. It should be
noted that some of the blocks of the process 540 may be
combined, omitted, rearranged or any combination thereof.

FI1G. 7 1s a flowchart 1llustrating an example of a method of
organizing descriptive information that may be used to per-
form certain acts 1n the methods 1llustrated 1n FIGS. SA and
5C. The process 700 may be performed to organize the

descriptive mformation at the block 510 of the process 500
illustrated in FIG. SA or at the block 5355 of the process 540

illustrated in FIG. SC. The process 700 starts at block 7035
where a superframe of multimedia data that was recerved at
block 505 1n the process 500, for example, 1s stored 1n a
memory bulifer. A super frame 1s a group of frames that
typically are independently decodable. A superframe may
include frames that cover a fixed time period ranging from
about 0.2 seconds to about 2.0 seconds. Superirames may
also be sized according to a fixed number of constituent
frames, thereby having a varniable time period. Superirame
s1ze may be chosen to allow for a reasonable acquisition time.
After storing the superirame of multimedia data at the block
705, the process 700 continues at block 710 where a determi-
nation 1s made as to whether the data includes multiple layers
(e.g., a base layer and one or more enhancement layers). If
only a single layer of data 1s encoded in the superirame, the
process 700 continues at block 715A. IT two or more layers of
data are encoded 1n the superirame, the process 700 continues
at block 715B. A superirame header may contain a flag that
indicates whether or not there are multiple layers within the
superirame. At the blocks 715A or 715B, the frame informa-
tion table (FIT) 1s mitialized. Inmitializing the FIT may be
performed to set fields to certain default values. After 1nitial-
1zing the FIT, the process 700 proceeds to either block 720A
or block 720B, depending on whether or not the superframe
contains multiple layers. In either case, information con-
tained 1n an optional header directory 1s imported at the block
720A or the block 720B. The header directory may contain
any of the information as discussed above.

After the FIT 1s imitialized at the block 715A or the block
715B, and the optional header directory imported at the block
720A or the block 720B, respectively, the process 700 pro-
ceeds to loop through the superirame at blocks 725-740 or
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blocks 745-760, respectively. At blocks 730 and 7350, the
decoder device 1dentifies complete video access units (VAU)
that 1t can identify through the header information that 1s
available. The header information may include any of the
fields 1n the transport header or the sync header (or any other
header) as shown 1n Tables 1 and 2, for example. The infor-
mation in the optional header directory may also be used. The
VAUSs 1n the process 700 are assumed to be frames, but other
portions such as slices or blocks may also be identified at the
block 730 or the block 750. After identifying a complete VAU,
erroneous portions of video data within the identified VAU are
identified at block 735 or block 755, respectively. The erro-
neous portions may be i1dentified by header checksum fail-
ures, or transport layer checksum failures, etc. Numerous
techniques for detecting erroneous data are known by skilled
technologists 1n the art. The erroneous portions may be used
to compile the error distribution information for the FIT (see
PLP Error Distribution and PLP Error Rate fields in Table 4).

After the erroneous portions of the VAU are 1identified at the
block 7335 or the block 755, the FIT information 1s organized
at the block 740 or the block 760, respectively. The informa-
tion 1n the FIT may include any of the information discussed
above 1n Table 4. The process 700 continues to loop through
the supertrames (blocks 725-740 or blocks 745-760) until the
end of the superirame 1s identified at the decision block 725 or
block 745. When the end of the superframe is 1dentified, the
process 700 continues to block 800 where the error control
action 1s determined. The imnformation organizer component
304 of the decoder device 150 1n FIG. 3A can perform the
actions of the process 700. It should be noted that some of the
blocks of the process 700 may be combined, omitted, rear-
ranged or any combination thereof.

FIGS. 8A and 8B are flowcharts 1llustrating an example of
a method of determining error control actions 1n the method
illustrated 1n FIG. 7. The process 800 may also be performed
to determine error control actions and provide the corre-
sponding instructions at the block 515 of the process 3500
illustrated 1n FIG. SA, or at the blocks 560 and 565 of the
process 540 illustrated 1n FIG. 5C. In one aspect, the process
800 1s used to determine the error control actions to be pro-
vided to the upper layer. The error control actions are deter-
mined, for example, based on the error distribution and/or
error rate of the multimedia frames. In another aspect, the
process 800 1dentifies other portions of multimedia data that
may be used by the upper layer 1n performing the recom-
mended error control actions.

As discussed above, some multimedia data may be
encoded in multiple layers such as a base layer (e.g., the most
significant bits) and one or more enhancement layers (e.g., the
least significant bits). The enhancement layers may also con-
tain all data for B-frames. In these cases, the FIT contains
portions for both the base and the enhancement layers and
either or all of the layers may be erroneous. FIG. 9 depicts a
structure of an example of physical layer packets including a
scalable coded base layer and enhancement layer for use in a
system such as illustrate 1n FIG. 1. A base layer 900 contains
the multiple PLPs 910 containing transport layer headers 915,
sync layer headers 920 and transport layer checksum tails
925. The base layer 905 may contain the most significant bits
of I-frames such as frame 930 (labeled F, ), and P-frames such
as frame 935 (labeled F;). An enhancement layer 950 also
contains PLPs 910, transport headers 915, sync headers 920
and transport layer checksums 925. The enhancement layer in
this example contains the least significant bits of the I-frame
930 (labeled F,.) and the P-frame 935 (labeled F5.). In addi-
tion, the enhancement layer 950 contains sync layer packets
for an entire B-frame 940 (labeled F,) that 1s bi-directionally
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predicted from I-frame 930 and P-frame 935, where the base
and enhancement layer pairs F,, F,, and F,, F,, are combined
and decoded prior to constructing the B-frame F,. The pro-
cess 800 1s designed with this form of scalable coding 1n
mind.

The process 800 starts at block 805 where the decoder
device integrates header information 1nto portions of the FIT
containing erroneous VAUSs, such as those identified at the
blocks 735 and 755 1n the process 700 illustrated 1n FIG. 7.
The header information may be obtained from correctly
received transport and/or sync layer headers or from a header
directory 1f one 1s recerved. If the erroneous data cannot be
1solated to specific PLP’s (e.g., due to loss of synchroniza-
tion), the header directory information may be used to 1den-
tify PLP boundaries and possibly populate the “PLP error
Distribution™ and/or “PLP error ratio” fields of the FIT. If a
header directory 1s not available, the “PLP error ratio” may be
set to 100%. The example method 800 uses the “PLP error
rat10” 1n determining which error control “Action” to recom-
mend. However, skilled technologists will recognize ways of
utilizing the “PLP error distribution” information as well as
other forms error data 1n determining the “Action.”

After the fields of the FIT related to erroneous frames are
populated at the block 805, the process 800 proceeds to loop
through the frames in the superirame starting at block 810. At
decision block 810, the decoder device examines the FIT PLP
error ratio data and determines 1f the number of consecutive
lost (1.e., erroneous) frames 1s greater than a threshold
“lost_th.” If the number of consecutive lost frames exceeds
the threshold, then the process 800 continues at block 815
where the “Action” field of the FIT for the lost frames 1s set to
a value recommending to skip decoding of the lost frames.
The “lost_th” threshold may be set to a number of frames
where the other error control techniques are determined to be
ineffective or sulliciently degraded so as to not be warranted.
The threshold “lost_th” may be 1n a range from about 3
frames to about 6 frames. The performance of temporal con-
cealment techniques typically are degraded when being per-
formed at a temporal distance greater than 3 frames for a
frame rate of 30 frames per second. Faster frame rates may
allow for a greater threshold, such as from about 6 frames to
about 12 frames at a frame rate of 60 frames per second. After
setting the “Action” for the lost frames to skip at the block
815, the process 800 continues to decision block 820. If the
end of the super frame has been reached, then the process
continues on to the remaining portion of the process 1llus-
trated 1n FI1G. 8B. If more frames remain to be processed, the
process 800 continues back to the decision block 810.

At decision block 810, 1f the number of consecutive lost
frames does not exceed the threshold (including the case of a
completely non-erroneous frame), the process 800 continues
at decision block 825 where the “frame type™ field of the FIT
1s used to determine 1f the current frame 1s a B-frame. The
error control actions performed on B-frames are different
than those performed on P-frames and I-frames in this
example. I the current frame 1s not a B-frame, the process
800 continues at decision block 830 where the PLP error ratio
(PLP_ERR) 1s compared to a threshold P_TH. The threshold
P TH sets a limit on the PLP error ratio for which normal
error concealment techniques (e.g., spatial and temporal error
concealment) are effective. The P_TH threshold may be 1n a
range of about 20% to about 40%. If the PLP error ratio
exceeds the P_TH threshold, the “Action” for the current
frame 1s set equal to skip at block 835. If the PLP error ratio
does not exceed the threshold, the “Action” for the current
frame 1s set to a value at block 840 indicating that normal error
concealment (EC) be performed. After setting the “Action”
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for the current {frame at the block 835 or the block 840, the
process 800 continues to decision block 820 and loops back to
block 810 if more frames remain 1n the superframe as dis-
cussed above.

Returning to the decision block 825, the process 800 con-
tinues to decision block 845 if the current frame 1s determined
to be a B-frame. In the example shown, 1t 1s assumed that
B-frames are located between an I-frame and a P-frame, or
between two P-frames. If the “Action” of the previous frame
was determined to be a skip “Action”, the process 800 sets the
“Action” of the current B-frame also to be a skip at block 850.
Since the data from which the current B-frame was predicted
1s not available, the normal construction of the B-frame 1s not
teasible and the other error concealment options may also be
degraded.

Returning to the decision block 845, 11 the “Action™ of the
previous Iframe was not determined to be a skip, then the
process 800 continues to block 855, where the PLP error ratio
1s compared to another threshold B_TH. If the PLP error

ration 1s greater than B_TH, the “Action” for the current
frame 1s set to FRUC at block 860, otherwise the “Action” for
the current frame 1s set to normal error concealment at block
865. The normal error concealment for B-frames 1n this
example 1s temporal prediction from two decoded frames.
The frames usually comprise a frame previous to the B-frame
and a frame subsequent to the B-frame. However, two previ-
ous or two subsequent B-frames may also be used. Spatial
concealment using non-erroneous portions of the current
B-frame may also be used with the normal error concealment
determined at the block 860. The threshold B_TH may be
higher than the threshold P_TH used for P-frames since there
are two reference frames to choose from and 1t 1s not required
to use both in the prediction. However, 1n some cases FRUC
may be more robust and may conceal better than normal error
concealment and therefore the value of B_TH may be setto a
lower value than P_TH. The value of B_TH and P_TH may
depend on conditions such as the type of channel conditions
and how the errors are introduced. The concealment used 1n
FRUC may be similar to the normal B-frame error conceal-
ment, but 1t 1s performed for the whole frame.

After the “Action” decision has been made for all the
frames 1n the superirame, at the decision block 820, the pro-

cess 800 continues to block 870 in FIG. 8B. The loop from
blocks 875 through 895 populates the FIT table with infor-
mation that may be used in the upper layer to perform the
decided “Action.” At the block 870, the process 800 starts
another pass through the FIT, starting at the beginning, and
loops through all the base and enhancement layer frames.

At decision block 875, 1f the current frame 1s not a B-frame
or a frame to be concealed using FRUC, the process continues
at block 880 where the FIT table 1s populated with a variable
skip_num that 1s used for temporal error concealment. The
skip_num variable indicates the number of frames away 1n
time from the current frame that the current frame 1s to be
predicted from using the temporal error concealment.

FIG. 10A graphically 1llustrates the positions of the current
P-frame 1005 and a previously decoded P-frame 1010 posi-
tioned three frames prior to the current frame. In this example,
the skip_num variable would be set equal to three. Thus, the
P-frames 1015 and 1020 which were skipped by the decoder
will not be used. Instead, the motion vectors 1025 of the
current P-frame 1005 can be scaled (see scaled motion vector
1030) to point at the previously decoded P-frame 1010. FIG.
10A 1llustrates the frames as one dimensional, where they are
actually two dimensional and the motion vector 1025 points
to a two dimensional position 1n a previous frame. In the
example of F1G. 10A, an object 1035 1n frame 1010 moves up




US 8,358,704 B2

23

in the frame 1005. If the motion of the object 1s relatively
constant a linear extrapolation of the motion vector 1025 may
accurately point to the correct position in frame 1010, thereby
repositioning object 1035 upwards 1n frame 1005. The dis-
play position of the object 1035 may be held constant in
skipped frames 10135 and 1020.

Returming to FIG. 8B, after determining the skip_num
variable for the current frame, the process 800 continues at
block 885 where a flag MV_FL AG of the frame indicated by
the skip_num variable 1s set to a value indicating to the upper
layer decoder that the decoded values of the frame should be
saved for future error concealment. FIG. 10B graphically
illustrates the flagging of decoded frames used for error con-
cealment for other erroneous frames. In the example of FIG.
10B, the decoded frame 1040 1s flagged to be used to conceal
erroneous Irame 1045 using the normal error concealment.
The decoded frames 1050 and 1055 are both flagged to be
used to perform FRUC for frame 1060. These are only
examples and other combinations of forward and/or back-

ward located frames may be used for normal error conceal-
ment and FRUC.

Returming to FIG. 8B, after setting the Mv_FLAG of the
frame(s) to be used to conceal the current frame, the process
800 continues at block 895. At block 895, the decoder checks
to see 1f the end of the superframe has been reached. The
process 800 ends for the current superirame 11 the end of the
superirame has been detected. If more frames remain 1n the
superirame, the process 800 returns to decision block 875 to
loop through the remaining frames.

At block 875, 1f the current frame 1s a B-frame or a frame
to be concealed using FRUC, the process 800 continues at
block 890 where the variables B_NUM and b_num locating
the position of two frames to perform the bi-directional pre-
diction are determined. FIG. 10C graphically illustrates the
variables used to indicate the positions ol two decoded frames
used to conceal an erroneous frame using FRUC (the same
variables can be used for an erroneous B-frame). A current
erroneous frame 1065 has been determined to be concealed
using FRUC. The variable b_num 1s set to two to indicate that
a previous frame 1070 position two frame away 1s a first
reference frame. In the example shown, the frame 1075 1s
predicted from the frame 1070 using the received motion
vectors 1083. The vaniable B_INUM 1s set equal to 3 to indi-
cate that a frame 1075 located three frames forward of the
frame 1070 1s a second reference frame. In the example
shown, the decoded frame 1075 1s predicted from the frame
1070 using the received motion vectors 1085, The received
motion vectors 1085 can be scaled, resulting in scaled motion
vectors 1090, to point to the erroneous frame 1065. The
decoded portions located by the recerved motion vectors 1083
in frames 1075 and 1070 can then be used to conceal the
portion of the frame 1065 located by the scaled motion vector
1090. In this example, a B-frame 1080 was not used to con-
ceal the frame 1065 (B-frames are typically not used for
prediction). Typically, the closest correctly decoded frames
will be used for performing error concealment. The two
decoded frames may also both be forward or backward of the
erroneous Irame being concealed.

After populating the FIT with the B_NUM and b_num
variables at the block 890, the process continues to loop
through blocks 875-895 until the FIT for the entire super-
frame 1s populated, at which point the process 800 ends. In
one aspect the FIT 1s populated using the processes 700 and
the process 800 for all the frames 1n the superframe before the
individual frames and FIT are forwarded to the upper layer to
be decoded. In this way, the frames can be forwarded 1n the
order 1n which they are to be decoded. In addition, frames that

10

15

20

25

30

35

40

45

50

55

60

65

24

are to be skipped may or may not be forwarded. In another
aspect, the frames and corresponding entries of the FIT may
be forwarded to the upper layer as soon as the processes 700
and 800 are both completed for a frame. The error control
decision subsystem 306 of the decoder device 150 1n FI1G. 3A
can perform the actions of the process 800.

The example processes 700 and 800 used frames as the
VAU. However, the VAUs may also be slices or blocks of
pixels and the FI'T may be populated for these portions imnstead
of frames. It should be noted that some of the blocks of the
processes 700 and 800 may be combined, omitted, rearranged
or any combination thereof.

FIG. 11 1s a functional block diagram illustrating another
example of a decoder device 150 that may be used for pro-
cessing multimedia data 1in a system such as illustrated in FIG.
1. This aspect includes means for recerving the multimedia
data, means for organizing descriptive information about the
multimedia data 1n a first layer, wherein the descriptive infor-
mation 1s related to the processing of the multimedia datain a
second layer, and means for providing instructions related to
the processing ol the multimedia data in the second layer
based at least in part on the descriptive information. Some
examples of this aspect include where the receiving means
comprises a recerver 1102, where the organizing means com-
prises an information organizer subsystem 1104, and where
the providing means comprises an error control decision sub-
system 1106.

FIG. 12 1s a functional block diagram 1llustrating another
example of a decoder device 150 that may be used for pro-
cessing multimedia data in a system such as 1llustrated 1n FI1G.
1. This aspect includes means for receiving the multimedia
data, means for organizing descriptive information about the
multimedia data 1n a first layer, wherein the descriptive infor-
mation 1s related to the processing of the multimedia datain a
second layer, and means for providing instructions related to
the processing ol the multimedia data in the second layer
based at least in part on the descriptive information. Some
examples of this aspect include where the receiving means
comprises a module for receiving 1202, where the organizing
means comprises a module for organizing information 1204,
and where the providing means comprises a module for pro-
viding instructions 1206.

FIG. 13 1s a functional block diagram 1illustrating another
example of a decoder device 150 that may be used for pro-
cessing multimedia data in a system such as 1llustrated 1n FI1G.
1. This aspect includes means for receiving the multimedia
data, means for processing the multimedia data in an upper
layer, means for instructing a lower layer based at least in part
on mformation associated with the processing of the multi-
media data 1n the upper layer, and means for processing the
multimedia data 1n the lower layer based at least in part on the
information associated with the processing of the multimedia
data 1n the upper layer. Some examples of this aspect include
where the recetving means comprises a recerver 1302, where
the upper layer processing means comprises an application
layer multimedia decoder subsystem 1308, where the means
for instructing comprises the application layer multimedia
decoder subsystem 1308, and where the lower layer process-
Ing means comprises a transport/sync layer multimedia
decoder subsystem 1306.

FIG. 14 1s a functional block diagram illustrating another
example of a decoder device 150 that may be used for pro-
cessing multimedia data in a system such as 1llustrated 1n FIG.
1. This aspect includes means for receiving the multimedia
data, means for processing the multimedia data in an upper
layer, means for instructing a lower layer based at least in part
on mformation associated with the processing of the multi-
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media data 1n the upper layer, and means for processing the
multimedia data in the lower layer based at least in part on the
information associated with the processing of the multimedia
data 1n the upper layer. Some examples of this aspect include
where the recerving means comprises a module for recerving
1402, where the upper layer processing means comprises a
module for processing multimedia 1n an upper layer 1408,
where the means for mnstructing comprises the module for
processing multimedia in the lower layer 1408, and where the
lower layer processing means comprises a module for pro-
cessing multimedia data 1n a lower layer 1406.

FIG. 15 15 a functional block diagram illustrating another
example of a decoder device 150 that may be used for pro-
cessing multimedia data 1in a system such as illustrated in FIG.
1. This aspect includes means for recerving the multimedia
data, means for receirving descriptive mnformation about the
multimedia data from a first layer, wherein the descriptive
information 1s related to the processing of the multimedia
data 1n a second layer, and means for processing the multi-
media data 1n the second layer based at least 1n part on the
received descriptive information. Some examples of this
aspect include where the means for recerving the multimedia
data comprises a receiver 1502, where the means for receiv-
ing descriptive mformation comprises a multimedia decoder
1508, and where the processing means comprises the multi-
media decoder 1508.

FIG. 16 1s a functional block diagram illustrating another
example of a decoder device 150 that may be used for pro-
cessing multimedia data 1in a system such as illustrated in FIG.
1. This aspect includes means for receiving the multimedia
data, means for recerving descriptive information about the
multimedia data from a first layer, wherein the descriptive
information 1s related to the processing of the multimedia
data 1n a second layer, and means for processing the multi-
media data 1n the second layer based at least 1n part on the
received descriptive information. Some examples of this
aspect include where the means for recerving the multimedia
data comprises a module for receiving 1602, where the means
for receiving descriptive information comprises a module for
decoding multimedia 1608, and where the processing means
comprises the module for decoding multimedia 1608.

Those of ordinary skill in the art would understand that
information and signals may be represented using any of a
variety ol different technologies and techniques. For
example, data, istructions, commands, information, signals,
bits, symbols, and chips that may be referenced throughout
the above description may be represented by voltages, cur-
rents, electromagnetic waves, magnetic fields or particles,
optical fields or particles, or any combination thereof.

Those of ordinary skill would further appreciate that the
various 1illustrative logical blocks, modules, and algorithm
steps described 1n connection with the examples disclosed
herein may be implemented as electronic hardware, firm-
ware, computer software, middleware, microcode, or combi-
nations thereof. To clearly 1llustrate this interchangeability of
hardware and software, various illustrative components,
blocks, modules, circuits, and steps have been described
above generally 1n terms of their functionality. Whether such
functionality 1s 1mplemented as hardware or software
depends upon the particular application and design con-
straints imposed on the overall system. Skilled artisans may
implement the described functionality 1n varying ways for
cach particular application, but such implementation deci-
sions should not be interpreted as causing a departure from
the scope of the disclosed methods.

The various illustrative logical blocks, components, mod-
ules, and circuits described 1n connection with the examples

10

15

20

25

30

35

40

45

50

55

60

65

26

disclosed herein may be implemented or performed with a
general purpose processor, a digital signal processor (DSP),
an application specific integrated circuit (ASIC), a field pro-
grammable gate array (FPGA) or other programmable logic
device, discrete gate or transistor logic, discrete hardware
components, or any combination thereof designed to perform
the functions described herein. A general purpose processor
may be a microprocessor, but in the alternative, the processor
may be any conventional processor, controller, microcontrol-
ler, or state machine. A processor may also be implemented as
a combination of computing devices, e.g., a combination of a
DSP and a microprocessor, a plurality of microprocessors,
One or more microprocessors in conjunction with a DSP core
or ASIC core, or any other such configuration.

The steps of amethod or algorithm described in connection
with the examples disclosed herein may be embodied directly
in hardware, 1n a software module executed by a processor, or
in a combination of the two. A software module may reside 1n
RAM memory, flash memory, ROM memory, EPROM
memory, EEPROM memory, registers, hard disk, a remov-
able disk, a CD-ROM, an optical storage medium, or any
other form of storage medium known 1n the art. An example
storage medium 1s coupled to the processor such that the
processor can read mformation from, and write information
to, the storage medium. In the alternative, the storage medium
may be integral to the processor. The processor and the stor-
age medium may reside in an Application Specific Integrated
Circuit (ASIC). The ASIC may reside 1n a wireless modem. In
the alternative, the processor and the storage medium may
reside as discrete components in the wireless modem.

The previous description of the disclosed examples 1s pro-
vided to enable any person of ordinary skill 1n the art to make
or use the disclosed methods and apparatus. Various modifi-
cations to these examples will be readily apparent to those
skilled 1n the art, and the principles defined herein may be
applied to other examples and additional elements may be
added.

Thus, methods and apparatus to perform highly etficient
and robust error control of multimedia data have been
described.

What 1s claimed 1s:

1. A method of processing multimedia data comprising:

recerving the multimedia data;

organizing descriptive information about the multimedia

data 1n a first layer, wherein the descriptive information
1s related to the processing of the multimedia data 1n a
second layer; and

providing instructions related to the processing of the mul-

timedia data in the second layer based at least 1n part on
the descriptive information, the providing instructions
including determining a method of error control based at
least 1n part on error distribution information and pro-
viding structions to the second layer related to the
determined method of error control.

2. The method of claim 1, turther comprising passing the
descriptive information to the second layer.

3. The method of claim 1, wherein the descriptive infor-
mation comprises one or more of frame characteristic infor-
mation, base or enhancement data 1dentifying information,
timing information, an encoding type, a frame type, synchro-
nization mformation, and predictive encoding related infor-
mation.

4. The method of claim 1, wherein the multimedia data
comprises some erroneous data, the method further compris-
ing organizing the descriptive information to include infor-
mation representing an error distribution of the erroneous
data within the multimedia data.
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5. The method of claim 4, further comprising determining,
the 1nstructions based at least 1n part on the error distribution
information.

6. The method of claim 1, further comprising changing the
processing of the multimedia data 1n the second layer based at
least 1n part on the mstructions.

7. The method of claim 1, wherein the descriptive infor-
mation comprises metadata.

8. The method of claim 1, wherein the determined method
of error control comprises one or more of error recovery, error
concealment, and interpolation of a frame.

9. An apparatus for processing multimedia data compris-
ng:

a recerver implemented 1n hardware configured to receive

the multimedia data;

an information organizer configured to organize descrip-

tive information about the multimedia data in a first
layer, wherein the descriptive information 1s related to
the processing of the multimedia data 1n a second layer;
and

an error control decision subsystem configured to provide

instructions related to the processing of the multimedia
data 1n the second layer based at least 1n part on the
descriptive information, the error control decision sub-
system configured to determine a method of error con-
trol based at least 1 part on error distribution informa-
tion, the mstructions provided to the second layer being
related to the determined method of error control.

10. The apparatus of claim 9, wherein the information
organizer 1s further configured to pass the descriptive infor-
mation to the second layer.

11. The apparatus of claim 9, wherein the descriptive infor-
mation comprises one or more of frame characteristic infor-
mation, base or enhancement data 1dentifying information,
timing information, an encoding type, a frame type, synchro-
nization mformation, and predictive encoding related infor-
mation.

12. The apparatus of claim 9, wherein the multimedia data
comprises some erroneous data, and the multimedia data
processor 1s further configured to organize the descriptive
information to include information representing an error dis-
tribution of the erroneous data within the multimedia data.

13. The apparatus of claim 12, wherein the error control
decision subsystem 1s further configured to determine the
istructions based at least 1in part on the error distribution
information.

14. The apparatus of claim 9, further comprising a multi-
media decoder configured to change the processing of the
multimedia data 1n the second layer based at least 1n part on
the 1nstructions.

15. The apparatus of claim 9, wherein the descriptive infor-
mation comprises metadata.

16. The apparatus of claim 9, wherein the determined
method of error control comprises one or more of error recov-
ery, error concealment, and interpolation of a frame.

17. An apparatus for processing multimedia data compris-
ng:

means for receiving the multimedia data;

means for organizing descriptive mformation about the

multimedia data in a first layer, wherein the descriptive
information 1s related to the processing of the multime-
dia data 1n a second layer; and

means for providing instructions related to the processing

of the multimedia data 1n the second layer based at least
in part on the descriptive information, the means for
providing instructions including means for determining,
a method of error control based at least in part on error
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distribution information, the instructions provided to the
second layer being related to the determined method of
error control.

18. The apparatus of claim 17, further comprising means
for passing the descriptive information to the second layer.

19. The apparatus of claim 17, wherein the descriptive
information comprises one or more of frame characteristic
information, base or enhancement data identifying informa-
tion, timing information, an encoding type, a iframe type,
synchronization information, and predictive encoding related
information.

20. The apparatus of claim 17, wherein the multimedia data
comprises some erroneous data, wherein the organizing
means organizes the descriptive information to include infor-
mation representing an error distribution of the erroneous
data within the multimedia data.

21. The apparatus of claim 20, further comprising means
for determining the mstructions based at least 1n part on the
error distribution information.

22. The apparatus of claim 17, further comprising means
for changing the processing of the multimedia data 1n the
second layer based at least in part on the instructions.

23. The apparatus of claim 17, wherein the descriptive
information comprises metadata.

24. The apparatus of claim 17, wherein the determined
method of error control comprises one or more of error recov-
ery, error concealment, and interpolation of a frame.

25. A non-transitory machine readable medium compris-
ing program code, which, when executed on one or more
machines, causes the one or more machines to perform pro-
gram operations, the program code comprising:

code for recerving multimedia data;

code for organizing descriptive information about the mul-

timedia data 1n a first layer, wherein the descriptive
information 1s related to the processing of the multime-
dia data 1n a second layer;

code for providing instructions related to the processing of

the multimedia data 1n the second layer based at least in
part on the descriptive information; and

code for determining a method of error control based at

least 1in part on error distribution information, the
instructions provided to the second layer being related to
the determined method of error control.

26. The machine readable medium of claim 25, further
comprising code for passing the descriptive information to
the second layer.

27. The machine readable medium of claim 25, wherein the
descriptive information comprises one or more of frame char-
acteristic information, base or enhancement data identifying
information, timing information, an encoding type, a frame
type, synchronization mformation, and predictive encoding

related information.

28. The machine readable medium of claim 25, wherein the
multimedia data comprises some erroneous data, and further
comprising code for organizing the descriptive information to
include mformation representing an error distribution of the
erroneous data within the multimedia data.

29. The machine readable medium of claim 28, further
comprising code for determining the instructions based at
least 1n part on the error distribution information.

30. The machine readable medium of claim 25, further
comprising code for changing the processing of the multime-
dia data in the second layer based at least in part on the
instructions.

31. The machine readable medium of claim 25, wherein the
descriptive information comprises metadata.
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32. The machine readable medium of claim 25, wherein the
determined method of error control comprises one or more of
error recovery, error concealment, and interpolation of a
frame.

33. A method of processing multimedia data comprising:

receiving the multimedia data;
processing the multimedia data 1n an upper layer, the pro-
cessing 1including determining a method of error control
based at least in part on error distribution information;

istructing a lower layer based at least 1n part on informa-
tion associated with the processing of the multimedia
data 1n the upper layer, the instructing related to the
determined method of error control; and

processing the multimedia data 1n the lower layer based at

least 1n part on the information associated with the pro-
cessing of the multimedia data 1n the upper layer.

34. The method of claim 33, further comprising organizing,
descriptive information in the lower layer about the multime-
dia data based at least in part on the imnformation associated
with the processing of the multimedia data in the upper layer.

35. The method of claim 34, further comprising providing
istructions related to the processing of the multimedia data
in the upper layer based at least 1n part on the descriptive
information.

36. The method of claim 34, wherein the descriptive infor-
mation comprises metadata.

37. The method of claim 34, wherein the descriptive infor-
mation comprises one or more of frame characteristic infor-
mation, base or enhancement data 1dentifying information,
timing information, an encoding type, a frame type, synchro-
nization information, and predictive encoding related infor-
mation.

38. The method of claim 33, wherein 1nstructing the lower
layer comprises passing information comprising one or more
of processing time, processing action and processing status.

39. An apparatus for processing multimedia data compris-
ng:

a recerver implemented 1n hardware configured to receive

the multimedia data;

an upper layer decoder subsystem configured to process

the multimedia data 1n an upper layer, and to 1nstruct a
lower layer based at least 1n part on information associ-
ated with the processing of the multimedia data 1n the
upper layer, the processing including determining a
method of error control based at least 1n part on error
distribution information, the mstructing related to the
determined method of error control; and

a lower layer decoder subsystem configured to process the

multimedia data 1n the lower layer based at least 1n part
on the information associated with the processing of the
multimedia data in the upper layer.

40. The apparatus of claim 39, further comprising an infor-
mation organizer configured to organize descriptive informa-
tion 1n the lower layer about the multimedia data based at least
in part on the information associated with the processing of
the multimedia data 1n the upper layer.

41. The apparatus of claim 40, further comprising an error
control decision subsystem configured to provide instructions
related to the processing of the multimedia data 1n the upper
layer based at least 1n part on the descriptive information.

42. The apparatus of claim 40, wherein the descriptive
information comprises metadata.

43. The apparatus of claim 40, wherein the descriptive
information comprises one or more of frame characteristic
information, base or enhancement data 1dentifying informa-
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tion, timing information, an encoding type, a frame type,
synchronization information, and predictive encoding related
information.
44. The apparatus of claim 39, wherein the upper layer
decoder subsystem 1s further configured to mstruct the lower
layer by passing information comprising one or more of pro-
cessing time, processing action and processing status.
45. An apparatus for processing multimedia data compris-
ng:
means for receiving the multimedia data;
means for processing the multimedia data 1n an upper layer,
the processing including determining a method of error
control based at least 1n part on error distribution;

means for instructing a lower layer based at least 1n part on
information associated with the processing of the mul-
timedia data in the upper layer, the instructing related to
the determined method of error control; and

means for processing the multimedia data in the lower

layer based at least in part on the information associated
with the processing of the multimedia data 1n the upper
layer.

46. The apparatus of claim 45, further comprising means
for organizing descriptive information in the lower layer
about the multimedia data based at least 1n part on the infor-
mation associated with the processing of the multimedia data
in the upper layer.

4'7. The apparatus of claim 46, further comprising means
for providing instructions related to the processing of the
multimedia data in the upper layer based at least in part on the
descriptive information.

48. The apparatus of claim 46, wherein the descriptive
information comprises metadata.

49. The apparatus of claim 46, wherein the descriptive
information comprises one or more of frame characteristic
information, base or enhancement data identifying informa-
tion, timing information, an encoding type, a frame type,
synchronization information, and predictive encoding related
information.

50. The apparatus of claim 45, wherein the means for
instructing the lower layer comprises means for passing infor-
mation comprising one or more of processing time, process-
ing action and processing status.

51. A non-transitory machine readable medium compris-
ing program code, which, when executed on one or more
machines, causes the one or more machines to perform pro-
gram operations, the program code comprising:

code for recerving multimedia data;

code for processing the multimedia data 1n an upper layer;

code for determining a method of error control 1n the upper

layer based at least in part on error distribution informa-
tion;

code for instructing a lower layer based at least in part on

information associated with the processing of the mul-
timedia data in the upper layer, the instructing related to
the determined method of error control; and

code for processing the multimedia data 1n the lower layer

based at least 1n part on the information associated with
the processing of the multimedia data 1n the upper layer.

52. The machine readable medium of claim 51, further
comprising code for organizing descriptive information in the
lower layer about the multimedia data based at least 1n part on
the information associated with the processing of the multi-
media data 1n the upper layer.

53. The machine readable medium of claim 52, further
comprising code for providing instructions related to the pro-
cessing of the multimedia 1n the upper layer based at least 1n
part on the descriptive information.
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54 . The machine readable medium of claim 52, wherein the
descriptive information comprises metadata.

55. The machine readable medium of claim 52, wherein the
descriptive information comprises one or more of frame char-
acteristic information, base or enhancement data 1dentifying
information, timing information, an encoding type, a frame
type, synchronization information, and predictive encoding
related information.

56. The machine readable medium of claim 51, further

comprising code for instructing the lower layer by passing
information comprising one or more ol processing time, pro-

cessing action and processing status.
57. A method of processing multimedia data comprising:

receiving the multimedia data;

receiving descriptive information about the multimedia
data from a first layer, wherein the descriptive informa-
tion 1s related to the processing of the multimedia data in
a second layer;

receiving an instruction in the second layer, the 1nstruction
based on a method of error control determined based at
least in part on error distribution information; and

processing the multimedia data 1n the second layer based at
least 1n part on the received descriptive information and
the recerved 1nstruction.

58. The method of claim 57,

wherein the instruction 1s based at least 1n part on the
descriptive information.

59. The method of claim 58, wherein the recetved 1nstruc-
tion 1s related to a method of error control.

60. The method of claim 59, wherein the method of error
control comprises one or more of error recovery, error con-
cealment, and interpolation of a frame.

61. The method of claim 57, wherein the descriptive infor-
mation comprises metadata.

62. The method of claim 57, wherein the descriptive infor-
mation comprises one or more of frame characteristic infor-
mation, base or enhancement data 1dentitying information,
timing information, an encoding type, a frame type, synchro-
nization mformation, and predictive encoding related infor-
mation.

63. An apparatus for processing multimedia data compris-
ng:
a recerver implemented 1n hardware configured to receive
the multimedia data; and

a decoder configured to receive descriptive mformation
about the multimedia data from a first layer, wherein the
descriptive information 1s related to the processing of the
multimedia data 1 a second layer, the decoder config-
ured to receive an instruction 1n the second layer, the
instruction based on a method of error control deter-
mined based at least in part on error distribution nfor-
mation, and to process the multimedia data in the second
layer based at least 1n part on the received descriptive
information and the received instruction.

64. The apparatus of claim 63, wherein the instruction 1s
based at least in part on the descriptive information.

65. The apparatus of claiam 64, wherein the recerved
instruction 1s related to a method of error control.

66. The apparatus of claim 65, wherein the method of error
control comprises one or more of error recovery, error con-
cealment, and interpolation of a frame.

67. The apparatus of claim 63, wherein the descriptive
information comprises metadata.

10

15

20

25

30

35

40

45

50

55

60

65

32

68. The apparatus of claim 63, wherein the descriptive
information comprises one or more of frame characteristic
information, base or enhancement data identifying informa-
tion, timing information, an encoding type, a frame type,
synchronization information, and predictive encoding related
information.

69. An apparatus for processing multimedia data compris-
ng:

means for receiving the multimedia data;

means for receiving descriptive information about the mul-

timedia data from a first layer, wherein the descriptive
information 1s related to the processing of the multime-
dia data 1n a second layer;

means for recerving an 1nstruction in the second layer, the

instruction based on a method of error control deter-
mined based at least in part on error distribution infor-
mation; and

means for processing the multimedia data in the second

layer based at least in part on the receitved descriptive
information and the received instruction.

70. The apparatus of claim 69,

wherein the instruction 1s based at least 1 part on the

descriptive information.

71. The apparatus of claim 70, wherein the received
instruction 1s related to a method of error control.

72. The apparatus of claim 71, wherein the method of error
control comprises one or more of error recovery, error con-
cealment, and interpolation of a frame.

73. The apparatus of claim 69, wherein the descriptive
information comprises metadata.

74. The apparatus of claam 69, wherein the descriptive
information comprises one or more of frame characteristic
information, base or enhancement data identifying informa-
tion, timing information, an encoding type, a frame type,
synchronization information, and predictive encoding related
information.

75. A non-transitory machine readable medium compris-
ing program code, which, when executed on one or more
machines, causes the one or more machines to perform pro-
gram operations, the program code comprising:

code for recerving multimedia data;

code for receiving descriptive information about the mul-

timedia data from a first layer, wherein the descriptive
information 1s related to the processing of the multime-
dia data 1n a second layer;

code for recerving an 1nstruction in the second layer, the

instruction based on a method of error control deter-
mined based at least in part on error distribution 1nfor-
mation, and

code for processing the multimedia data in the second layer

based at least 1n part on the received descriptive infor-
mation and the received 1nstruction.

76. The machine readable medium of claim 75,

wherein the instruction 1s based at least in part on the

descriptive information.

77. The machine readable medium of claim 76, wherein the
received instruction 1s related to a method of error control.

78. The machine readable medium of claim 77, wherein the
method of error control comprises one or more of error recov-
ery, error concealment, and interpolation of a frame.

79. The machine readable medium of claim 75, wherein the
descriptive information comprises metadata.

80. The machine readable medium of claim 75, wherein the
descriptive information comprises one or more of frame char-
acteristic information, base or enhancement data identifying
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information, timing information, an encoding type, a frame
type, synchronization information, and predictive encoding
related information.

81. The method of claim 1, wherein organizing descriptive
information comprises organizing the descriptive mforma-
tion 1nto a data structure.

34

82. The method of claim 1, wherein organizing descriptive
information comprises organizing the descriptive informa-
tion on at least one of a frame level, a slice level, a pixel block
level or a pixel level.
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