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SPEECH RECOGNITION SYSTEM AND
METHOD FOR SPEECH RECOGNITION

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to a speech recognition sys-
tem capable of recognizing utterances and method for speech
recognition.

2. Description of the Related Art

Recently, for example, cases have become common where,
when inquiries, complaints, consultation requests, and the
like about purchased products from users are accepted by
telephone, a call center to which operators who answer tele-
phone calls from users are assigned 1s established. A suitable
number ol operators are assigned to a call center so as to
quickly answer telephone calls from users.

In general, 1n such a call center, dialogs between operators
and users are recognized using a speech recognition system to
record the dialogs as the result of recognition. Recorded
dialogs may be displayed on the display screen of a personal
computer for an operator. When dialogs between operators
and users are recorded, for example, what information users
like to know can be analyzed. The result of analysis can be
utilized as, for example, hints for future business operation.
Moreover, the result of analysis can be utilized for operators’
smooth operations by mcorporating the result of analysis 1n
manuals held by operators.

In a speech recognition system, when a dialog between an
operator and a user 1s erroncously recognized, the content of
the dialog 1s recorded on the basis of the result of erroneous
recognition. When the content of the dialog 1s recorded on the
basis of the result of erroneous recognition, accurate analysis
cannot be performed. Thus, the erroneous recognition by the
speech recognition system needs to be corrected. For
example, Japanese Unexamined Patent Application Publica-
tion No. 11-149294 and Japanese Unexamined Patent Appli-
cation Publication No. 2005-123869 described below are
known as methods for correcting erroneous recognition by a
speech recognition system.

In Japanese Unexamined Patent Application Publication
No. 11-149294, there 1s disclosed a method for, when a
speech recognition system erroneously recognizes a user’s
utterance, correcting the erroneous recognition by the speech
recognition system by a user’s reutterance (restatement).
Specifically, when a restatement determination unit deter-
mines that a user’s reutterance 1s an utterance for restatement,
a recognition processing unit outputs an adjusted recognition
candidate using both past recognition candidates stored 1n a
recognition candidate registration unit and a recognition can-
didate obtained 1n the current processing. Thus, when the user
can recognize the erroneous recognition, the erroneous rec-
ognition can be corrected by an utterance for restatement.

Moreover, 1n Japanese Unexamined Patent Application
Publication No. 2005-123869, there 1s disclosed a call con-
tent transcription system that facilitates confirmation and cor-
rection of the result of recognition by separating the content
of a call that 1s sent and received via telephone handsets to a
part of a caller and a part of a callee. Specifically, speech from
a channel on a caller’s side i1s recognized by first speech
recognition means, and speech from a channel on a callee’s
side 1s recognized by second speech recognition means.
Speech recognized by the first speech recognition means and
the second speech recognition means 1s converted to charac-
ter strings by character string conversion means to be dis-
played on display means. The character strings displayed by
the display means are edited using input means, for example,
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a keyboard. Thus, since the content of a call by a caller and a
callee 1s displayed in chronological order, an editor can

readily transcript the content of the call.

In a call center, the result of recognizing a dialog between
an operator and a user can be displayed on the display screen
of a personal computer for the operator. Thus, the operator
can check whether the result of recognition 1s correct. In
contrast, the user cannot check the result of recognition. That
1s to say, 1n many cases, a user 1s not conscious that a dialog
between an operator and the user 1s recognized by a speech
recognition system, and the dialog, which 1s the result of
recognition, 1s recorded. Thus, even when a speech recogni-
tion system has erroneously recognized a dialog between an
operator and a user, the user keeps uttering without an utter-
ance for restatement. Accordingly, the method for correcting
erroneous recognition disclosed in Japanese Unexamined
Patent Application Publication No. 11-149294 cannot be
applied to such a case.

On the other hand, when a speech recognition system has
erroneously recognized a dialog between an operator and a
user, the operator needs to correct the result of erroneous
recognition. Specifically, the operator corrects the result of
erroneous recognition displayed on the display screen of a
personal computer by operating a keyboard. However, 1t 1s
difficult to correct the result of erroneous recognition by
operating a keyboard without interrupting the dialog between
the operator and the user. Thus, the result of erroneous rec-
ognition may be corrected by operating a keyboard atter the
dialog between the operator and the user 1s completed. How-
ever, 1n this case, the operator needs to remember a place
where the result of erroneous recognition has occurred, a
result of correct recognition, and the like. Moreover, when the
dialog between the operator and the user i1s recorded, the
operator need not remember a place where the result of erro-
neous recognition has occurred, a result of correct recogni-
tion, and the like. However, 1t takes much time and effort to
hear the recorded dialog again. Thus, the method for correct-
ing erroneous recognition disclosed 1n Japanese Unexamined
Patent Application Publication No. 2005-123869 cannot be
applied to such a case.

SUMMARY

In view of the aforementioned problems, it 1s an object of
the present invention to provide a speech recognition system
and a speech recognition program in which, in a dialog
between at least two speakers, when an utterance of one
speaker 1s erroneously recognized, the result of erroneous
recognition can be corrected without the one speaker being
conscious of the action, without operation of input means
such as a keyboard by the other speaker, and without inter-
rupting the dialog.

To achieve the aforementioned object, a speech recogni-
tion system of the present invention includes an mput 1denti-
fication unit that identifies a speaker who has made an utter-
ance, a recognition result storage unit that, assuming that a
recognition word or vocabulary having the highest recogni-
tion score of recognition scores calculated by comparing the
utterance with a plurality of recognition words or vocabular-
1es 1s the best solution, stores top N (N 1s an integer equal to
or more than one) recognition words or vocabularies having
high recognition scores, starting from the best solution, as N
best solutions, a recognition result extraction umt that,
assuming that the N best solutions extracted from the recog-
nition result storage unit are preceding N best solutions,
extracts, from the recognition result storage unit, N best solu-
tions obtained by an utterance that chronologically follows
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the utterance corresponding to the preceding N best solutions
and has been made by a speaker who 1s different from the
speaker of the utterance corresponding to the preceding N
best solutions as following N best solutions, a degree-oi-
association calculation unit that calculates a degree of asso-
ciation representing a likelihood that the following N best
solutions are N best solutions obtained by a response utter-
ance 1n response to the utterance corresponding to the pre-
ceding N best solutions, a response utterance determination
unit that, when the degree of association 1s equal to or more
than a threshold value, determines that the following N best
solutions are N best solutions obtained by a response utter-
ance 1n response to the utterance corresponding to the pre-
ceding N best solutions, a repeat utterance determination unit
that, when the response utterance determination unit deter-
mines that the following N best solutions are N best solutions
obtained by a response utterance in response to the utterance
corresponding to the preceding N best solutions, determines
whether the following N best solutions are N best solutions
obtained by a repeat utterance 1n response to the utterance
corresponding to the preceding N best solutions, and an
agreement determination unit that, when the repeat utterance
determination unit determines that the following N best solu-
tions are N best solutions obtained by a repeat utterance in
response to the utterance corresponding to the preceding N
best solutions, assuming that the best solution of the preced-
ing N best solutions 1s the preceding best solution and the best
solution of the following N best solutions 1s the following best
solution, determines whether the preceding best solution and
the following best solution agree with each other, and when
the preceding best solution and the following best solution do
not agree with each other, determines that some or all of the
preceding N best solutions can be replaced with some or all of
the following N best solutions.

In the speech recognition system of the present invention,
the degree-ol-association calculation unit calculates a degree
ol association representing a likelihood that the following N
best solutions are N best solutions obtained by a response
utterance 1n response to the utterance corresponding to the
preceding N best solutions. In this case, the following N best
solutions are N best solutions obtained by an utterance that
chronologically follows the utterance corresponding to the
preceding N best solutions and has been made by a speaker
who 1s different from the speaker of the utterance correspond-
ing to the preceding N best solutions. For example, the utter-
ance corresponding to the preceding N best solutions may be
an utterance made by a user, and the utterance corresponding
to the following N best solutions may be an utterance made by
an operator 1n a call center. In this case, when the degree of
association 1s equal to or more than the threshold value, the
response utterance determination umt determines that the
tollowing N best solutions are N best solutions obtained by a
response utterance in response to the utterance corresponding,
to the preceding N best solutions. The repeat utterance deter-
mination unit determines whether the following N best solu-
tions are N best solutions obtained by a repeat utterance in
response to the utterance corresponding to the preceding N
best solutions. When the repeat utterance determination unit
determines that the following N best solutions are N best
solutions obtained by a repeat utterance 1n response to the
utterance corresponding to the preceding N best solutions, the
agreement determination unit determines whether the preced-
ing best solution and the following best solution agree with
cach other. When the preceding best solution and the follow-
ing best solution do not agree with each other, the agreement
determination umt determines that the preceding best solu-
tion 1s mcorrect.
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In the atorementioned case, 1n general, operators are con-
stantly trained so that they speak clearly compared with users.
Moreover, operators can intentionally speak so that a correct
result of recognition can be obtained. Moreover, 1n a case
where the speech recognition system 1s provided in a call
center, utterances made by users are recognized via telephone
lines, and utterances made by operators are recognized not via
telephone lines, information of utterances made by users may
be deteriorated much compared with mformation of utter-
ances made by operators due to the intrusion of noise 1n
telephone lines or the mtervention of various types of filter.
Because of such a reason, the agreement determination unit
according to the present invention determines that some or all
of the preceding N best solutions can be replaced with some
or all of the following N best solutions. Thus, 1n a dialog
between a user and an operator, when the user’s utterance 1s
erroneously recognized, the result of erroneous recognition
can be corrected without the user being conscious of the
action, without operation of input means such as a keyboard
by the operator, and without interrupting the dialog.

In this case, N of the preceding N best solutions may be the
same as or different from N of the following N best solutions.

The speech recognition system 1n the present mvention
preferably further includes a recognition result correction
unit that, when the agreement determination unit determines
that the preceding best solution and the following best solu-
tion do not agree with each other, updates the preceding best
solution in the recognition result storage unit, in which the
preceding N best solutions are stored, to the following best
solution, and a result output umt that outputs the following
best solution updated by the recognition result correction
unit.

In the aforementioned arrangement, the recognition result
correction unit updates the preceding best solution in the
recognition result storage unit, 1n which the preceding N best
solutions are stored, to the following best solution. Thus, the
result output unit can output the updated following best solu-
tion.

The speech recognition system 1n the present mvention
preferably further includes a correction history generating
umt that generates history data representing a history of
updates applied by the recognition result correction unit, and
an output presentation unit that presents the history data gen-
crated by the correction history generating unit.

In the aforementioned arrangement, the correction history
generating unit generates history data representing a history
of updates. The output presentation unit presents the history
data. Thus, for example, an operator can check a history
showing that the result of erroneous recognition has been
corrected.

In the speech recognition system in the present ivention,
in a case where the response utterance determination unit
determines that the following N best solutions are N best
solutions obtained by a response utterance 1n response to the
utterance corresponding to the preceding N best solutions,
when the recognition score of the following best solution of
the following N best solutions 1s equal to or more than a
predetermined recognition score and when both (1) and (2)
described below are satisfied, the repeat utterance determina-
tion unit preferably determines that the following N best
solutions are N best solutions obtained by a repeat utterance
in response to the utterance corresponding to the preceding N
best solutions.

(1) A solution 1n the preceding N best solutions agrees with
the following best solution of the following N best solutions.

(2) The recognition score of the atlorementioned solution 1n
the preceding N best solutions, which agrees with the follow-
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ing best solution, 1s equal to or more than a predetermined
recognition score, or the aforementioned solution 1n the pre-
ceding N best solutions 1s placed 1n a preset rank relative to
the preceding best solution or higher, the aforementioned
solution agreeing with the following best solution.

In the aforementioned arrangement, when the aforemen-
tioned conditions are satisiied, the repeat utterance determi-
nation unit can determine that the following N best solutions
are N best solutions obtained by arepeat utterance inresponse
to the utterance corresponding to the preceding N best solu-
tions.

The speech recognition system 1n the present invention
preferably further includes a co-occurrence information stor-
age unit that stores co-occurrence mformation representing
co-occurrence relationships between recognition vocabular-
1ies and/or a semantic attribute storage unit that stores seman-
tic attributes representing the meanings ol recognition
vocabularies, and a comparison process changing unit that,
when the agreement determination unit determines that the
preceding best solution and the following best solution agree
with each other, changes a method for comparing an utterance
with a plurality of recognition vocabularies on the basis of the
co-occurrence mformation and/or the semantic attributes.

In this case, when the preceding best solution and the
tollowing best solution agree with each other, the reliability
ol the solutions 1s high. Thus, in such a case, the comparison
process changing unit changes the method for comparing an
utterance with recognition vocabularies on the basis of the
co-occurrence mnformation and/or the semantic attributes.

In an example, the comparison process changing umit
changes the comparison method so that the recognition scores
of recognition vocabularies having a co-occurrence relation-
ship with the preceding best solution and the following best
solution or the recognition scores of recognition vocabularies
having meanings related to the preceding best solution and
the following best solution are higher than the recognition
scores ol recognition vocabularies other than these recogni-
tion vocabularies. Specifically, when the preceding best solu-
tion and the following best solution are “PC”, for example, a
predetermined recognition score 1s assigned to recognition
vocabularies related to computer terms so that the recognition
scores of recognition vocabularies regarding computer terms
having meanings related to “PC” are higher than the recog-
nition scores of recognition vocabularies other than computer
terms. That 1s to say, when the preceding best solution
obtained by an utterance made by a user and the following
best solution obtained by an utterance made by an operator
are “PC”, 1t can be determined that the reliability of the result
of recognition 1s very high. Thus, it can be determined that the
content of the dialog 1s also related to computers. Moreover,
the probability that the content of subsequent utterances 1s
related to computers 1s high. Thus, when the comparison
process changing unit changes the comparison method so as
to assign the predetermined recognition score to the recogni-
tion vocabularies related to computer terms, the accuracy rate
of recognition by the speech recognition system can be
improved.

In another example, the comparison process changing unit
changes the comparison method so as to set recognition
vocabularies having a co-occurrence relationship with the
preceding best solution and the following best solution or
recognition vocabularies having meamngs related to the pre-
ceding best solution and the following best solution as rec-
ognition vocabularies that are subjected to comparison and
set the other recognition vocabularies as recognition vocabu-
laries that are not subjected to comparison. Specifically, when
the preceding best solution and the following best solution are
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“PC”, the comparison method 1s changed so as to set recog-
nition vocabularies regarding computer terms having mean-
ings related to “PC” as recognition vocabularies that are sub-
jected to comparison and set the other recognition
vocabularies as recognition vocabularies that are not sub-
jected to comparison. That 1s to say, when the preceding best
solution obtained by an utterance made by a user and the
following best solution obtained by an utterance made by an
operator are “PC”, 1t can be determined that the reliability of
the result of recognition 1s very high. Thus, 1t can be deter-
mined that the content of the dialog 1s also related to comput-
ers. Moreover, the probability that the content of subsequent
utterances 1s related to computers 1s high. Thus, when the
comparison process changing unit changes the comparison
method so as to set recognition vocabularies regarding com-
puter terms as recognition vocabularies that are subjected to
comparison and set the other recognition vocabularies as
recognition vocabularies that are not subjected to compari-
son, the accuracy rate of recognition by the speech recogni-
tion system can be improved.

The speech recognition system according to any one of
Claims 1 to 4, wherein the degree-of-association calculation
unit calculates a degree of association on the basis of at least
one of the following (1) to (4).

(1) The number of solutions in which individual solutions
in the preceding N best solutions agree with individual solu-
tions 1n the following N best solutions

(2) Regarding solutions 1n which individual solutions in the
preceding N best solutions agree with individual solutions in
the following N best solutions, the differences between the
ranks based on the recognition scores 1n the preceding N best
solutions and the ranks based on the recognition scores 1n the
following N best solutions

(3) The time difference between time at which the preced-
ing N best solutions have been output and time at which the
following N best solutions have been output

(4) In a case where a plurality of groups of the preceding N
best solutions are obtained by comparing a first utterance with
a plurality of recognition vocabularies, and a plurality of
groups ol the following N best solutions are obtained by
comparing a second utterance made by a speaker who 1s
different from a speaker of the first utterance with the plural-
ity of recognition vocabularies, the differences between the
positions, on the time series, at which the plurality of groups
of the preceding N best solutions appear and the positions, on
the time series, at which the plurality of groups of the follow-
ing N best solutions appear

In the aforementioned arrangement, the degree-of-associa-
tion calculation unit can calculate a degree of association on
the basis of at least one of (1) to (4) described above.

In the speech recognition system 1n the present invention, it
1s preferable that, the larger the number of solutions, in which
the individual solutions in the preceding N best solutions
agree with the individual solutions in the following N best
solutions, and the smaller the differences between, regarding,
the solutions, 1n which the individual solutions 1n the preced-
ing N best solutions agree with the individual solutions 1n the
following N best solutions, the ranks based on the recognition
scores 1n the preceding N best solutions and the ranks based
on the recognition scores 1n the following N best solutions,
the higher the degree of association calculated by the degree-
of-association calculation unit.

In this case, the larger the number of solutions and the
smaller the differences between the ranks, the higher the
probability that the following N best solutions are N best
solutions obtained by a response utterance in response to the
utterance corresponding to the preceding N best solutions.
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Thus, 1n such a case, the degree-of-association calculation
unit calculates a high degree of association. On the other
hand, conversely, the smaller the number of solutions and the
larger the differences between the ranks, the lower the prob-
ability that the following N best solutions are N best solutions
obtained by a response utterance in response to the utterance
corresponding to the preceding N best solutions. Thus, 1n
such a case, the degree-of-association calculation unit calcu-
lates a low degree of association. Thus, when the degree of
association 1s equal to or more than the threshold value, the
response utterance determination unit can determine that the
following N best solutions are N best solutions obtained by a
response utterance in response to the utterance corresponding,
to the preceding N best solutions.

The speech recognition system in the present invention
preferably further includes a time information control unit
that assigns time information representing the current time to
the N best solutions, and writes the N best solutions, to which
the time mnformation has been assigned, to the recognition
result storage unit. It 1s preferable that, the smaller the time
difference between the current time represented by time
information assigned to the preceding N best solutions and
the current time represented by time information assigned to
the following N best solutions, the higher the degree of asso-
ciation calculated by the degree-of-association calculation
unit.

In this case, the smaller the time difference, the higher the
probability that the following N best solutions are N best
solutions obtained by a response utterance 1n response to the
utterance corresponding to the preceding N best solutions.
Thus, 1n such a case, the degree-of-association calculation
unit calculates a high degree of association. On the other
hand, conversely, the larger the time difference, the lower the
probability that the following N best solutions are N best
solutions obtained by a response utterance in response to the
utterance corresponding to the preceding N best solutions.
Thus, 1n such a case, the degree-of-association calculation
unit calculates a low degree of association. Thus, when the
degree of association 1s equal to or more than the threshold
value, the response utterance determination unit can deter-
mine that the following N best solutions are N best solutions
obtained by a response utterance in response to the utterance
corresponding to the preceding N best solutions.

In the speech recognition system 1n the present invention, it
1s preferable that, 1n a case where a plurality of groups of the
preceding N best solutions are obtained by comparing a first
utterance with a plurality of recognition vocabularies, and a
plurality of groups of the following N best solutions are
obtained by comparing a second utterance made by a speaker
who 1s different from a speaker of the first utterance with the
plurality of recognition vocabularies, the smaller the differ-
ences between the positions, on the time series, at which the
plurality of groups of the preceding N best solutions appear
and the positions, on the time series, at which the plurality of
groups of the following N best solutions appear, the higher the
degree of association calculated by the degree-of-association
calculation unait.

In this case, the smaller the differences between the posi-
tions, the higher the probability that the following N best
solutions are N best solutions obtained by a response utter-
ance 1n response to the utterance corresponding to the pre-
ceding N best solutions. Thus, in such a case, the degree-oi-
association calculation umt calculates a high degree of
association. On the other hand, conversely, the larger the
differences between the positions, the lower the probability
that the following N best solutions are N best solutions
obtained by a response utterance in response to the utterance
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corresponding to the preceding N best solutions. Thus, 1n
such a case, the degree-of-association calculation unit calcu-
lates a low degree of association. Thus, when the degree of
association 1s equal to or more than the threshold value, the
response utterance determination unit can determine that the
following N best solutions are N best solutions obtained by a
response utterance in response to the utterance corresponding,
to the preceding N best solutions.

The speech recognition system 1n the present mvention
preferably further includes a function word dictionary that
stores function words representing the positions at which
utterances appear 1n association with the positions. When the
following best solution 1n any one group of the following N
best solutions out of the plurality of groups of the following N
best solutions agrees with a function word, the degree-oi-
association calculation unit preferably sets the position rep-
resented by the function word as the position at which a group
of the following N best solutions appear, the group of the
following N best solutions being chronologically next to the
one group of the following N best solutions including the
tollowing best solution, which agrees with the function word.

In the aforementioned arrangement, when the following
best solution 1n any one group of the following N best solu-
tions out of the plurality of groups of the following N best
solutions agrees with a function word, the degree-of-associa-
tion calculation unit sets the position represented by the func-
tion word as the position at which a group of the following N
best solutions appear, the group of the following N best solu-
tions being chronologically next to the one group of the
following N best solutions including the following best solu-
tion, which agrees with the function word. In this case, a
function word represents the position at which an utterance
appears. For example, a function word “Mazu” (a Japanese
word meaning “first”) represents the position of 1. Moreover,
a function word “T'sug1” (a Japanese word meaning “next”)
represents the position of 2. Thus, a degree of association can
be calculated more accurately than in a mode i which a
degree of association 1s calculated simply on the basis of the
difference between the positions on the time series.

The speech recognition system 1n the present invention
preferably further includes a function word extraction unit
that extracts, from the function word dictionary, function
words corresponding to the positions, on the time series, at
which the plurality of groups of the preceding N best solu-
tions appear. The output presentation unit preferably presents
the function words extracted by the function word extraction
unit 1 association with the individual preceding best solu-
tions of the plurality of groups of the preceding N best solu-
tions.

In the aforementioned arrangement, the function word
extraction unit extracts, from the function word dictionary,
function words corresponding to the positions, on the time
series, at which the plurality of groups of the preceding N best
solutions appear. The output presentation unit presents the
extracted function words 1n association with the individual
preceding best solutions of the plurality of groups of the
preceding N best solutions. In this case, for example, when
the preceding best solution presented on the output presenta-
tion unit 1s incorrect, an operator can make a repeat utterance
immediately after speaking a function word presented 1n
association with the preceding best solution so as to correct
the preceding best solution, which has been erroneously rec-
ognized. Thus, for example, even 1n a case where, before the
operator repeatedly speaks the correct preceding best solu-
tion, the operator has made another utterance, when the
operator repeatedly speaks the correct preceding best solution
immediately after speaking the function word, the position,
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on the time series, at which the preceding N best solutions
including the incorrect preceding best solution appear and the
position at which the following N best solutions obtained by
the repeat utterance made by the operator are the same. Thus,
the degree-of-association calculation unit can calculate the
maximum degree ol association. As a result, the response
utterance determination unit can reliably determine that the
following N best solutions are N best solutions obtained by a
response utterance i response to the utterance corresponding,
to the preceding N best solutions.

To achieve the aforementioned object, a speech recogni-
tion program of the present invention causes a computer that
includes a recognition result storage unit that, assuming that
a recognition vocabulary having the highest recognition score
of recognition scores calculated by comparing an utterance
with a plurality of recognition vocabularies 1s the best solu-
tion, stores top N (N 1s an integer equal to or more than one)
recognition vocabularies having high recognition scores,
starting from the best solution, as N best solutions to perform
an input identification step of identifying a speaker who has
made the utterance, a recognition result extraction step of,
assuming that the N best solutions extracted from the recog-
nition result storage unit are preceding N best solutions,
extracting, from the recognition result storage unit, N best
solutions obtained by an utterance that chronologically fol-
lows the utterance corresponding to the preceding N best
solutions and has been made by a speaker who 1s different
from the speaker of the utterance corresponding to the pre-
ceding N best solutions as following N best solutions, a
degree-of-association calculation step of calculating a degree
ol association representing a likelihood that the following N
best solutions are N best solutions obtained by a response
utterance 1n response to the utterance corresponding to the
preceding N best solutions, a response utterance determina-
tion step of, when the degree of association 1s equal to or more
than a threshold value, determining that the following N best
solutions are N best solutions obtained by a response utter-
ance 1n response to the utterance corresponding to the pre-
ceding N best solutions, a repeat utterance determination step
of, when the response utterance determination step deter-
mines that the following N best solutions are N best solutions
obtained by a response utterance in response to the utterance
corresponding to the preceding N best solutions, determining
whether the following N best solutions are N best solutions
obtained by a repeat utterance 1n response to the utterance
corresponding to the preceding N best solutions, and an
agreement determination step of, when the repeat utterance
determination step determines that the following N best solu-
tions are N best solutions obtained by a repeat utterance in
response to the utterance corresponding to the preceding N
best solutions, assuming that the best solution of the preced-
ing N best solutions 1s the preceding best solution and the best
solution of the following N best solutions 1s the following best
solution, determining whether the preceding best solution
and the following best solution agree with each other, and
when the preceding best solution and the following best solu-
tion do not agree with each other, determining that some or all
of the preceding N best solutions can be replaced with some
or all of the following N best solutions.

In the speech recognition program of the present invention,
advantages similar to those 1n the alorementioned speech
recognition system can be achieved.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a schematic block diagram showing the outline
structure of a speech recognition system according to an
embodiment of the present invention;
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FIG. 2 shows an example of the structure of data 1n a
recognition result storage unit in the speech recognition sys-
tem;

FIG. 3 shows an example of the structure of data in the
recognition result storage umt after the data 1s updated by a
recognition result correction unit 1n the speech recognition
system;

FIG. 4 1s a schematic diagram showing an example of a
display screen presented on an output presentation unit in the
speech recognition system;

FIG. 5 15 a flowchart showing an example of the operation
of the speech recognition system;

FIG. 6 1s a block diagram showing the outline structure of
a speech recognition system according to a third modification
of the present invention;

FIG. 7 shows an example of the structure of data 1n a
function word dictionary in the speech recognition system:;

FIG. 8 shows an example of the structure of data 1n the
recognition result storage unit in the speech recognition sys-
tem;

FIG. 9 shows an example of the structure of data 1n the
recognition result storage unmt before a speaker b makes an
utterance B and after a speaker a makes an utterance A; and

FIG. 10 1s a schematic diagram showing an example of a
display screen presented on the output presentation unit in the

speech recognition system before the speaker b makes the
utterance B and after the speaker a makes the utterance A.

DESCRIPTION OF THE PREFERRED
EMBODIMENTS

A more specific embodiment according to the present
invention will now be described 1n detail with reference to the
drawings.

FIG. 1 1s a block diagram showing the outline structure of
a speech recognition system 1 according to this embodiment.
In this embodiment, a case where the speech recognition
system 1 1s provided 1n a call center, and a speaker a who 1s a
user and a speaker b who 1s an operator have a conversation
(call) by telephone will be described as an example. Specifi-
cally, a case where, after the speaker a makes an utterance A
“PC Nitsuite Oshiete. Ato Internet Mo.” (a Japanese phrase
meaning “Teach me about a PC, as well as the Internet.”), the
speaker b makes an utterance B “Mazu PC Nitsuite Desuga.”
(a Japanese phrase meaning “First, allow me to start with a
PC.”), will be described.

In the following description, 1n a case where N best solu-
tions and the best solution are described, only when distinc-
tion needs to be made particularly, the description 1s made
with a lower case number being added to identity each of
them, for example, N best solutions A ; and when distinction
need not be made particularly or when they are collectively
called, the description 1s made without a lower case number
being added, for example, N best solutions A.

[Structure of Speech Recognition System]

The speech recognition system 1 according to this embodi-
ment includes a speech input umt 11, an mnput 1dentification
unmit 12, an acoustic processing umt 13, an acoustic model
storage unit 14, a language model storage unit 15, a compari-
son unit 16, a time information control unit 17, a recognition
result storage unit 18, a recognition result extraction unit 19,
a synonym information storage unit 20, a degree-of-associa-
tion calculation unit 21, a response utterance determination
unit 22, a repeat utterance determination unit 23, an agree-
ment determination unit 24, a recognition result correction
unit 25, an output generating unit 26, an output presentation
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unit 27, a comparison process changing unit 28, a co-occur-
rence information storage unit 29, and a semantic attribute
storage unit 30.

The speech mput unit 11 accepts a dialog between two
speakers, 1.¢., the utterance A made by the speaker a and the
utterance B made by the speaker b. The speech mput unit 11
turther converts the utterance A made by the speaker a to
utterance data A and the utterance B made by the speaker b to
utterance data B. The speech input umit 11 outputs the utter-
ance data A and the utterance data B obtained by the conver-
s10n to the input identification unit 12. The speech input unit
11 may accept, for example, a dialog between a single user
and a plurality of operators other than a dialog between the
alorementioned two speakers. Alternatively, the speech input
unit 11 may accept a dialog between a plurality of users and
a single operator. Alternatively yet, the speech input unit 11
may accept a dialog between a plurality of users and a plu-
rality of operators. The speech mput unit 11 may accept a
dialog log that 1s recorded in advance instead of a real-time
dialog.

The inputidentification unmit 12 identifies a speaker who has
made an utterance. Specifically, the iput identification unit
12 1dentifies the utterance data A and the utterance data B
output from the speech mput unit 11, and assigns, to the
utterance data A, an utterance number unique to the utterance
A and, to the utterance data B, an utterance number unique to
the utterance B. In this case, the mput identification unit 12
can identify the utterance data A and the utterance data B
output from the speech mput unit 11, using, for example, a
known techmque for separately recording telephone receive
signals and transmit signals, a process of determining the sex,
or a process of identifying a speaker. In this embodiment, the
input identification unit 12 assigns Utterance Number A01 to
the utterance data A representing “PC Nitsuite Oshiete. Ato
Internet Mo.” output from the speech input unit 11. The mnput
identification unit 12 further assigns Utterance Number B01
to the utterance data B representing “Mazu PC Nitsuite Des-
uga.”. In this case, when the dialog between the speaker a and
the speaker b conftinues, Utterance Numbers A02, A03,
A04, . . . and Utterance Numbers B02, B03, B04, . . . are
sequentially assigned to the utterance data of the speaker a
and the utterance data of the speaker b, respectively. The input
identification unit 12 outputs, to the acoustic processing unit
13, the utterance data A, to which the utterance numbers have
been assigned, and the utterance data B, to which the utter-
ance numbers have been assigned.

The acoustic processing unit 13 converts the utterance data
A output from the input 1dentification unit 12 to features A

and converts the utterance data B output from the input 1den-
tification unit 12 to features B. Multi-dimensional vectors that
include MFCC (Mel-Frequency Cepstral Coellicients), LPC
cepstrum, power (the integral of spectrum), or the linear or
quadratic regression coelficient may be used as features.
Moreover, multi-dimensional vectors that are obtained by
reducing the dimensions of MFCC, LPC cepstrum, power, or
the linear or quadratic regression coefficient by, for example,
principal component analysis or discriminant analysis may be
used as features. In this case, the features are not limited to a
specific type. The acoustic processing unit 13 outputs the
teatures A and the features B obtained by the conversion to the
comparison unit 16. The acoustic processing unit 13 may
include a memory for storing the features A and the features
B obtained by the conversion.

The acoustic model storage unit 14 stores data obtained by
statistically modeling information on what phoneme tends to
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have what feature. Examples of the acoustic model storage
unit 14 include Hidden Markov Model (HMM) and Dynamic
Programming (DP).

The language model storage unit 15 stores a plurality of
recognition vocabularies and information on the plurality of
recognition vocabularies. The information on the recognition
vocabularies includes, for example, I1Ds, expressions, and
pronunciations (for example, defined 1 a sequence of pho-
nemes) uniquely assigned to the recognition vocabularies.
The information on the recognition vocabularies may further
include predetermined information, for example, information
ol a weight for each vocabulary that 1s added at the time of
calculating a recognition score and rules (grammatical infor-
mation) for connection between the recognition vocabularies.

The comparison umt 16 calculates recognition scores on
the basis of the utterance A and the plurality of recognition
vocabularies stored 1n the language model storage unit 15,
using the features A obtained by the conversion by the acous-
tic processing unit 13. A recognition score may be referred to
as a degree of agreement, a likelihood, or a degree of contfi-
dence. As the result of calculation of recognition scores,
assuming that a recognition vocabulary having the highest
recognition score 1s the best solution A, the comparison unit
16 outputs top N (N 1s an mteger equal to or more than one)
recognition vocabularies having high recognition scores,
starting from the best solution A, as N best solutions A.
Moreover, the comparison unit 16 calculates recognition
scores on the basis of the utterance B and the plurality of
recognition vocabularies stored 1n the language model stor-
age unit 135, using the features B obtained by the conversion
by the acoustic processing unit 13. As the result of calculation
of recognition scores, assuming that a recognition vocabulary
having the highest recognition score 1s the best solution B, the
comparison unit 16 outputs top N (N 1s an integer equal to or
more than one) recognition vocabularies having high recog-
nition scores, starting from the best solution B, as N best
solutions B.

Specifically, the comparison unit 16 extracts P (P 1s an
integer equal to or more than one) utterance sections from the
features A obtained by the conversion by the acoustic pro-
cessing unit 13. The comparison unit 16 extracts a sequence
of phonemes (a sequence of symbols) for each of the P utter-
ance sections by comparing the extracted utterance sections
with the data stored 1n the acoustic model storage unit 14. The
comparison unit 16 outputs the N best solutions A corre-
sponding to each of the P utterance sections by comparing the
extracted sequence of phonemes with the plurality of recog-
nition vocabularies stored in the language model storage unit
15. Moreover, the comparison unit 16 extracts Q (QQ 1s an
integer equal to or more than one) utterance sections from the
features B obtained by the conversion by the acoustic pro-
cessing unit 13. The comparison unit 16 extracts a sequence
of phonemes (a sequence of symbols) for each of the Q
utterance sections by comparing the extracted utterance sec-
tions with the data stored in the acoustic model storage unit
14. The comparison umt 16 outputs the N best solutions B
corresponding to each of the Q utterance sections by compar-
ing the extracted sequence of phonemes with the plurality of
recognition vocabularies stored in the language model stor-
age unit 15.

In this case, actually, the comparison unit 16 extracts all
utterance sections 1n the utterance A, for example, “PC”,
“Nitsuite”, “Oshiete”, “Ato”, “Internet”, and “Mo”, from the
features A representing “PC Nitsuite Oshiete. Ato Internet
Mo.”. However, 1n this embodiment, the description 1s made
assuming that the comparison unit 16 extracts two utterance
sections for “PC” and “Internet” from the features A, for the
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sake of simplitying the description. Specifically, the compari-
son unit 16 extracts sequences of phonemes for “PC” and
“Internet” by comparing the extracted utterance sections for
“PC” and “Internet” with the data stored 1n the acoustic model
storage unit 14. The comparison unit 16 outputs the N best
solutions A corresponding to each of the two utterance sec-
tions for “PC” and “Internet” by comparing the extracted
sequences ol phonemes for “PC” and “Internet” with the
plurality of recognition vocabularies stored in the language
model storage unit 15.

Moreover, actually, the comparison unit 16 extracts all
utterance sections 1n the utterance B, for example, “Mazu”,
“PC”, “Nitsuite”, and “Desuga”, from the features B repre-
senting “Mazu PC Nitsuite Desuga.”. However, in this
embodiment, the description 1s made assuming that the com-
parison unit 16 extracts only a single utterance section for
“PC” from the features B, for the sake of simplifying the
description. Specifically, the comparison unit 16 extracts a
sequence of phonemes for “PC” by comparing the extracted
utterance section for “PC” with the data stored 1n the acoustic
model storage unit 14. The comparison unit 16 outputs the N
best solutions B corresponding to the utterance section for
“PC” by comparing the extracted sequence of phonemes for
“PC” with the plurality of recognition vocabularies stored 1n
the language model storage umit 15.

In the case shown i FIG. 1, an example 1n which the
speech mput unit 11, the input identification unit 12, the
acoustic processing unit 13, and the comparison unit 16,
described above, each include a single module, 1s described.
However, the present invention 1s not limited to this case. That
1s to say, the speech mput unmit 11, the input identification unit
12, the acoustic processing unit 13, and the comparison unit
16, described above, each may 1nclude, for example, a plu-
rality of modules for individual speakers.

The time information control umit 17 assigns time informa-
tion representing the current time to the N best solutions A
output from the comparison unit 16. Moreover, the time 1nfor-
mation control unit 17 assigns time information representing,
the current time to the N best solutions B output from the
comparison unit 16. The time information control unit 17
writes the N best solutions A, to which the time information
has been assigned, to the recognition result storage unit 18.
Moreover, the time information control unit 17 writes the N
best solutions B, to which the time information has been
assigned, to the recognition result storage umit 18.

The recogmition result storage umt 18 stores the N best
solutions A and the N best solutions B written by the time
information control umt 17. FIG. 2 shows an example of the
structure of data in the recognition result storage unit 18.
Specifically, the recognition result storage unit 18 stores the N
best solutions A and the N best solutions B as a recognition
result storage table 18a. In an example shown 1 FIG. 2,
utterance numbers, times, and N best solutions are stored 1n
the recognition result storage table 18a. Specifically, A01
representing “PC Nitsuite Oshiete. Ato Internet Mo.” and B01
representing “Mazu PC Nitsuite Desuga.” are stored in the
recognition result storage table 18a as utterance numbers.

N best solutions A, corresponding to the utterance section
for “PC” and N best solutions A, corresponding to the utter-
ance section for “Internet” are associated with Utterance
Number A01. Recognition scores of 0.95, 0.93, 0.82, 0.81,
and 0.78 are associated with the N best solutions A, “CD?”,
“PC”, “GC”, “OC”, and “GCC”, respectively. Recognition
scores of 0.86, 0.84, . . . are associated with the N best

solutions A, “Internet”, “intranet”, . . ., respectively. That 1s

to say, 1n each of the N best solutions A; and the N best
solutions A, five (IN=5) recognition vocabularies are listed 1n
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descending order of recognition scores. In the example shown
in FIG. 2, the best solution A, (a recognition vocabulary
having the highest recognition score) of the N best solutions
A, 15 “CD” (the recognition score 01 0.95). That 1s to say, even
though the speaker a has spoken “PC”, the best solution A 1s
“CD”, and the recognition result 1s incorrect. Moreover, the
best solution A, (a recognition vocabulary having the highest
recognition score) of the N best solutions A, 1s “Internet” (the
recognition score of 0.86). Moreover, time “10:00:00” (ten
hours, zero minutes, and zero seconds) assigned by the time
information control unit 17 1s associated with the N best
solutions A . Time “10:00:01” (ten hours, zero minutes, and
one second) assigned by the time information control unit 17
1s associated with the N best solutions A,.

N best solutions B, corresponding to the utterance section
for “PC” are associated with Utterance Number B01. Recog-
nition scores 01 0.96, 0.91, 0.82, 0.78, and 0.71 are associated
with the N best solutions B, “PC”, “CD”, “GCC”, “K(C”, and
“KD?”, respectively. That 1s to say, in the N best solutions B,
five (N=5) recognition vocabularies are listed 1n descending
order of recognition scores. In the example shown 1n FIG. 2,
the best solution B, (a recognition vocabulary having the
highest recognition score) of the N best solutions B, 15 “PC”
(the recognition score of 0.96). Moreover, time “10:00:05”
(ten hours, zero minutes, and five seconds) assigned by the
time information control unit 17 1s associated with the N best
solutions B; .

The recognition result extraction unit 19 extracts, from the
recognition result storage unit 18, the N best solutions A
(preceding N best solutions) and the N best solutions B (1ol-
lowing N best solutions) obtained by the utterance B. The
utterance B chronologically follows the utterance A corre-
sponding to the N best solutions A and has been made by the
speaker b who 1s different from the speaker of the utterance A
corresponding to the N best solutions A. In this embodiment,
it 1s assumed that the recognition result extraction unit 19
extracts, from the recognition result storage umt 18, the N
best solutions A, corresponding to the utterance section for
“PC” and the N best solutions B, corresponding to the utter-
ance section for “PC”. The recognition result extraction unit
19 outputs the extracted N best solutions A, and N best solu-
tions B, to the degree-ot-association calculation unit 21.

The synonym information storage unit 20 stores informa-
tion on synonyms for recognition vocabularies. A synonym 1s
a word that has the same meaning as a recognition vocabulary
but 1s different 1n pronunciation from the recognition vocabu-
lary. For example, synonyms “Pasokon” (a Japanese word
meaning “a personal computer”) and “personal computer” for
a recognition vocabulary “PC” are stored in the synonym
information storage unit 20. Moreover, for example, a syn-
onym “Net” for a recognition vocabulary “Internet” 1s stored
in the synonym information storage unit 20.

The degree-of-association calculation unit 21 calculates a
degree of association representing a likelihood that the N best
solutions B, are N best solutions obtained by a response
utterance B 1n response to the utterance A corresponding to
the N best solutions A,. Specifically, the degree-of-associa-
tion calculation unit 21 calculates a degree of association on
the basis of the number of solutions in which i1ndividual
solutions 1n the N best solutions A, agree with 1ndividual
solutions 1n the N best solutions B,, and, regarding the solu-
tions, 1n which the individual solutions 1n the N best solutions
A, agree with the individual solutions 1n the N best solutions
B,, the differences between the ranks based on the recogni-
tion scores 1n the N best solutions A, and the ranks based on
the recognition scores in the N best solutions B, . In this case,
the degree-of-association calculation umit 21 preferably
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refers to the synonym information storage unit 20 when deter-
mimng whether the individual solutions in the N best solu-
tions A, agree with the imndividual solutions 1n the N best
solutions B, . In this arrangement, even 1n a case where cor-
responding solutions are different from each other, when one
of the corresponding solutions agrees with a synonym for the
other solution or when synonyms for the corresponding solu-
tions agree with each other, the degree-of-association calcu-
lation unit 21 can determine that the corresponding solutions
agree with each other.

In this embodiment, the solutions, in which the individual
solutions 1n the N best solutions A, agree with the individual

solutions 1n the N best solutions B, are three solutions “CD”,
“PC”, and “GCC”. Moreover, 1n the N best solutions A,,

“CD” ranks first, “PC” ranks second, and “GCC” ranks fifth.
Moreover, 1in the N best solutions B,, “PC” ranks first, “CD”
ranks second, and “GCC” ranks third. In such a case, 1n this
embodiment, the degree-of-association calculation unit 21
calculates the degree of association using Equation 1
described below. In Equation 1 described below, X, Y, and Z
represent predetermined positive constants. In this case, in
Equation 1 described below, an arrangement 1n which a rela-
tionship such as X>Y>Z7 1s established may be adopted.
Moreover, | | represents an absolute value. If the rank of “CD”
in the N best solutions A, and the rank of “CD” in the N best
solutions B, were the same, X would be divided by zero 1n
Equation 1 described below, so that the degree of association
would be infinite. Thus, 1n such a case, 1n this embodiment,
X/01s replaced with 1.5X. Similarly, when there 1s no ditfer-
ence between the ranks of “PC” or “GCC”, correspondingly,

Y/0 1s replaced with 1.3Y, or Z/0 1s replaced with 1.57.

Degree of Association=X/(|Difference between Ranks of “CD”[)+
Y/(IDifference between Ranks of “PC” )+

Z/(|Difference between Ranks of “GCC™|) [Equation 1]

In this embodiment, the degree of association 1s X+Y +7/2
according to Equation 1 described above. That 1s to say,
Equation 1 described above 1s an equation in which, the larger
the number of solutions, described above, and the smaller the
differences between the ranks, described above, the higher
the degree of association. On the other hand, conversely,
Equation 1 described above 1s an equation in which, the
smaller the number of solutions, described above, and the
larger the differences between the ranks, described above, the
lower the degree of association. In this case, 1n Equation 1
described above, when the number of solutions in which the
individual solutions 1n the N best solutions A, agree with the
individual solutions in the N best solutions B, 1s zero, the
degree of association 1s zero. The degree-of-association cal-
culation unit 21 outputs the calculated degree of association
to the response utterance determination unit 22.

In the aforementioned description, a case 1s described
where the degree-of-association calculation unit 21 calcu-
lates a degree of association on the basis of the number of
solutions 1 which the individual solutions 1n the N best
solutions A, agree with the individual solutions in the N best
solutions B, and, regarding the solutions, 1n which the 1ndi-
vidual solutions i1n the N best solutions A, agree with the
individual solutions in the N best solutions B, the differences
between the ranks based on the recognition scores 1n the N
best solutions A, and the ranks based on the recognition
scores in the N best solutions B, . However, the present inven-
tion 1s not limited to this case. That is to say, the degree-oi-
association calculation unit 21 may calculate a degree of
association on the basis of the number of solutions 1n which
the mdividual solutions in the N best solutions A, agree with
the individual solutions 1n the N best solutions B,. Alterna-
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tively, the degree-of-association calculation unit 21 may cal-
culate a degree of association on the basis of, regarding the
solutions, in which the individual solutions 1in the N best
solutions A, agree with the individual solutions 1n the N best
solutions B, the differences between the ranks based on the
recognition scores in the N best solutions A, and the ranks
based on the recognition scores in the N best solutions B, .
In the aforementioned description, a case 1s described
where the degree-of-association calculation unit 21 calcu-
lates a degree of association using Equation 1 described
above. However, the present invention 1s not limited to this
case. For example, the degree-of-association calculation unit
21 may calculate a degree of association using Equation 1-a1n
which an exponential function 1s used, described below. In
this case, 1n Equation 1-a described below, A represents a
predetermined positive constant. That 1s to say, the degree-
of-association calculation unit 21 can use any equation as
long as the degree-of-association calculation umit 21 can cal-
culate a degree of association using an equation in which, the
larger the number of solutions, described above, and the

smaller the differences between the ranks, described above,
the higher the degree of association; and the smaller the
number of solutions, described above, and the larger the dit-
ferences between the ranks, described above, the lower the
degree of association.

Degree of Association=(X/4LWerence between Ranks of "CD ™

(Y/Aﬂﬁerence between Ranks of “PC )+

(Z/Aﬂij‘erence between Ranks of “GCC ) [EQUHtiDH 1_3]

X.,Y, and Z: Arbitrary positive constants.

When the degree of association calculated by the degree-
of-association calculation unit 21 1s equal to or more than a
threshold value, the response utterance determination unit 22
determines that the N best solutions B, are N best solutions
obtained by the response utterance B in response to the utter-
ance A corresponding to the N best solutions A . In this case,
the threshold value i1s recorded, 1n advance, 1n a memory
provided 1n the response utterance determination unit 22. The
threshold value 1s set by a system administrator of the speech
recognition system 1. In this embodiment, it 1s assumed that
the degree of association calculated by the degree-of-associa-
tion calculation unit 21 1s equal to or more than the threshold
value. Thus, the response utterance determination unit 22
determines that the N best solutions B, are N best solutions
obtained by the response utterance B 1n response to the utter-
ance A corresponding to the N best solutions A, .

When the response utterance determination unit 22 deter-
mines that the N best solutions B, are N best solutions
obtained by the response utterance B in response to the utter-
ance A corresponding to the N best solutions A, the repeat
utterance determination unit 23 determines whether the N
best solutions B, are N best solutions obtained by a repeat
utterance B 1n response to the utterance A corresponding to
the N best solutions A,. Specifically, when the recognition
score of the best solution B, of the N best solutions B, 1s equal
to or more than a predetermined recognition score and when
both (1) and (2) described below are satisfied, the repeat
utterance determination unit 23 determines that the N best
solutions B, are N best solutions obtained by a repeat utter-
ance B 1n response to the utterance A corresponding to the N
best solutions A, . In this case, the predetermined recognition
score and the preset rank are recorded, in advance, in a
memory provided in the repeat utterance determination unit
23. The predetermined recognition score and the preset rank
are set by the system administrator of the speech recognition
system 1.
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(1) A solutioninthe N best solutions A, agrees with the best
solution B, of the N best solutions B, .

(2) The recognition score of the aforementioned solution 1n
the N best solutions A, which agrees with the best solution
B,, 1s equal to or more than a predetermined recognition
score, or the atforementioned solution 1n the N best solutions
A, 1s placed 1n a preset rank relative to the best solution A, or
higher, the aforementioned solution agreeing with the best
solution B, .

In this embodiment, the recognition score of the best solu-
tion B, “PC” 15 0.96. In this embodiment, it 1s assumed that
the recognition score of 0.96 for the best solution B, “PC” 1s
equal to or more than the predetermined recognition score.
Moreover, in this embodiment, the best solution B, “PC”
agrees with a solution “PC” (which ranks second) in the N
best solutions A,. That 1s to say, the atorementioned (1) 1s
satisfied. Moreover, in this embodiment, the recognition
score of the solution “PC” 1n the N best solutions A, 1s 0.93,
and the solution “PC” in the N best solutions A, ranks second.
In this embodiment, it 1s assumed that the recognition score of
0.93 for the solution “PC” 1n the N best solutions A, 1s equal
to or more than the predetermined recognition score and the
second rank 1s equal to or higher than the preset rank. That 1s
to say, the alorementioned (2) 1s satisfied. Thus, the repeat
utterance determination unit 23 determines that the N best
solutions B, are N best solutions obtained by the repeat utter-
ance B 1n response to the utterance A corresponding to the N
best solutions A, .

In this case, the repeat utterance determination unit 23
preferably refers to the synonym information storage unit 20
when determining whether the N best solutions B, are N best
solutions obtained by the repeat utterance B 1in response to the
utterance A corresponding to the N best solutions A, . In this
arrangement, even 1n a case where corresponding solutions
are different from each other, when one of the corresponding
solutions agrees with a synonym for the other solution or
when synonyms for the corresponding solutions agree with
cach other, the repeat utterance determination unit 23 can
determine that the corresponding solutions agree with each
other.

When the repeat utterance determination unit 23 deter-
mines that the N best solutions B, are N best solutions
obtained by the repeat utterance B 1n response to the utterance
A corresponding to the N best solutions A, the agreement
determination unit 24 determines whether the best solution
A, and the best solution B, agree with each other. When the
best solution A, and the best solution B, do not agree with
cach other, the agreement determination unit 24 determines
that the best solution A, 1s incorrect. Specifically, the agree-
ment determination unit 24 determines that some or all of the
N best solutions A, can be replaced with some or all of the N
best solutions B, . In this embodiment, since the best solution
A, “CD” and the best solution B, “PC”” do not agree with each
other, the agreement determination unit 24 determines that
some or all of the N best solutions A, can be replaced with
some or all of the N best solutions B,. The agreement deter-
mination unit 24 outputs the result of determination to the
recognition result correction unit 235 and the comparison pro-
cess changing unit 28.

When the agreement determination unit 24 determines that
the best solution A, and the best solution B, do not agree with
cach other, the recogmition result correction unit 25 updates
the best solution A, 1n the recognition result storage unit 18,
in which the N best solutions A, are stored, to the best solution
B,.

In this embodiment, the recognition result correction unit
25 updates the best solution A, “CD” 1n the recognition result
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storage unit 18, in which the N best solutions A, are stored, to
the best solution B, “PC”. Specifically, the recognition result
correction unit 25 assigns a weight to the recognition score of
0.93 for the solution “PC” in the N best solutions A, so that the
recognition score of 0.93 for the solution “PC” in the N best
solutions A, becomes larger than the recognition score 01 0.935
for the best solution A, “CD”. For example, the recognition
result correction unit 25 adds a weight of 0.05 to the recog-
nition score of 0.93 for the solution “PC” in the N best

solutions A, . As a result, the recognition score of the solution
“PC” 1n the N best solutions A, becomes 0.98. The recogni-
tion result correction unit 25 updates the best solution A,
“CD” and the recognition score 01 0.95 to the best solution A
“PC” and the recognition score 01 0.98. The recognition result
correction unit 25 further reduces “CD”’, which has been the
best solution A, and the recognition score of 0.95 to the
second rank. FIG. 3 shows an example of the structure of data
in the recogmition result storage unit 18 after the data is
updated by the recognition result correction unit 25. The best
solution A, 1s updated trom “CD” to “PC” by the recognition
result correction unit 25, as shown 1n FIG. 3.

In the aforementioned description, a case 1s described
where the recognition result correction umt 25 assigns a
weight to the recognmition score of 0.93 for the solution “PC”
in the N best solutions A so that the recognition score o1 0.93
for the solution “PC” 1n the N best solutions A, becomes
larger than the recognition score of 0.95 for the best solution
A, “CD”. However, the present invention 1s not limited to this
case. For example, the recognition result correction unit 25
may simply replace the best solution A, “CD” with the best
solution B, “PC”. In this arrangement, the computational cost
of the speech recogmition system 1 can be reduced much
compared with that 1n a case where weighting 1s performed.

Moreover, even when the best solution A | has been updated
from “CD” to “PC”, the recognition result correction unit 25
may record, in a memory, the solution “PC” and the recogni-
tion score of 0.93 as they were before weighting has been
performed. This 1s because the solution and the recognition
score as they were before weighting has been performed may
be used by the administrator of the speech recognition system
1.

Moreover, the recognition result correction unit 25 may not
update the best solution A, “CD” in the recognition result
storage unit 18, 1n which the N best solutions A, are stored, to
the best solution B, “PC” and may output the corrected best
solution A, “PC” and the best solution B, “PC” to the output
presentation unit 27.

The output generating unit 26 includes a result output unit
26a and a correction history generating unit 265.

The result output unmit 264 extracts the best solution A, the
best solution A, and the best solution B, stored 1n the recog-
nition result storage unit 18. In this embodiment, the result
output unit 26a extracts the best solution A, “PC”, which has
been updated by the recognition result correction unit 25, the
best solution A, “Internet”, and the best solution B, “PC”.
The result output unit 26a outputs, to the output presentation
umt 27, the best solution A, “PC”, the best solution A, “Inter-
net”, and the best solution B, “PC”, which have been
extracted.

The correction history generating unit 265 generates his-
tory data representing a history of updates applied by the
recognition result correction unit 25. In this embodiment, the
best solution A, 1s updated from “CD” to “PC” by the recog-
nition result correction unit 25. Thus, the correction history
generating unit 265 generates history data representing a
history showing that the best solution A, has been updated
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from “CD” to “PC”. The correction history generating unit
26 outputs the generated history data to the output presen-
tation unit 27.

The output presentation unit 27 presents, to the speaker b
(the operator), the best solution A, “PC”, the best solution A,
“Internet”, the best solution B, “PC”, and the history data
output from the output generating unit 26. FIG. 4 15 a sche-
matic diagram showing an example of a display screen pre-
sented (displayed) on the output presentation unit 27. Utter-
ance Number A01 unique to the utterance A, the best solution
A, “PC”, the best solution A, “Internet”, Utterance Number
B01 unique to the utterance B, and the best solution B, “PC”
are displayed on the output presentation unit 27, as shown 1n
FIG. 4. Moreover, “CD—PC” representing the history show-
ing that the best solution A, has been corrected from “CD” to
“PC” 1s displayed on the output presentation unit 27. Thus,
the speaker b can check a history of corrections of the results
of erroneous recognition. In this case, the output presentation
unit 27 may make 1t easy for the speaker b to see the history by
flashing or highlighting the display of “CD—=PC” represent-
ing the history. The output presentation unit 27 includes, for
example, a liquid crystal display, an organic EL display, a
plasma display, a CRT display, a speaker, or a speech synthe-
S1Zer.

In this case, a function (an undo function) of restoring the
best solution A, which has been updated by the recognition
result correction unit 25 from “CD” to “PC”, to its original
state by operation of mnput means (not shown) by the speaker
b may be provided. Specifically, the best solution A, 1s
restored from “PC” after the update to “CD” before the update
by operation of the input means (not shown) by the speaker b
alter the speaker b 1ssues an instruction to perform the undo
tunction. The display of “CD—=PC” 1s changed to the display
of “CD” on the output presentation unit 27 by this operation.

When the agreement determination unit 24 determines that
the best solution A, and the best solution B, agree with each
other, the comparison process changing unit 28 changes the
comparison method used by the comparison unit 16 on the
basis of the co-occurrence information and/or the semantic
attribute. When the best solution A, and the best solution B,
agree with each other, the reliability of the solutions 1s high.
In this case, co-occurrence information 1s information repre-
senting co-occurrence relationships between recognition
vocabularies. Co-occurrence relationships represent groups
of recognition vocabularies that are likely to concurrently
occur 1n sentences and relationships between the recognition
vocabularies. A semantic attribute 1s an attribute representing,
the meaning of a recognition vocabulary. Co-occurrence
information 1s stored in the co-occurrence information stor-
age unit 29 1n advance. Semantic attributes are stored in the
semantic attribute storage unit 30 in advance.

In this embodiment, the best solution A, “CD” and the best
solution B, “PC” do not agree with each other (see FIG. 2).
Thus, 1n this embodiment, the comparison process changing
unit 28 does not perform the aforementioned process. In this
embodiment, 1t the best solution A, were “PC”, the best
solution A, “PC” and the best solution B, “PC” would agree
with each other. In such a case, the comparison process
changing unit 28 changes the comparison method used by the
comparison unit 16 on the basis of the co-occurrence inifor-
mation and/or the semantic attribute.

In an example, the comparison process changing unit 28
changes the comparison method used by the comparison unit
16 on the basis of the semantic attribute so that the recognition
scores of recognition vocabularies having meanings related to
“PC” that 1s the best solution A, and the best solution B, are
higher than the recognition scores of recognition vocabularies
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other than these recognition vocabularies. In this case, 1t 1s
assumed that the recognition vocabularies having meanings
related to “PC” are recognition vocabularies related to com-
puter terms. Specifically, the comparison process changing
unit 28 sends the comparison umt 16 an instruction to, for
example, assign a predetermined recognition score to recog-
nition vocabularies related to computer terms so that the
recognition scores of the recognition vocabularies related to
computer terms are higher than the recognition scores of
recognition vocabularies other than computer terms. That 1s
to say, 1 a dialog between the speaker a and the speaker b,
when the best solution A, and the best solution B, are “PC”,
it can be determined that the reliability of the result of recog-
nition 1s very high. Thus, 1t can be determined that the content
of the dialog 1s also related to computers. Moreover, the
probability that the content of subsequent utterances 1s related
to computers 1s high. Thus, when the comparison process
changing umt 28 sends the comparison unit 16 an instruction
to assign the predetermined recognition score to the recogni-
tion vocabularies related to computer terms, the accuracy rate
of recognition by the comparison unit 16 can be improved.

Moreover, in another example, the comparison process
changing unit 28 changes the comparison method used by the
comparison unit 16 on the basis of the semantic attribute so
that recognition vocabularies having meanings related to
“PC” that 1s the best solution A, and the best solution B, are
set as recognition vocabularies that are subjected to compari-
son and the other recognition vocabularies are set as recog-
nition vocabularies that are not subjected to comparison. Spe-
cifically, the comparison process changing unit 28 sends the
comparison unit 16 an instruction to set recognition vocabu-
laries related to computer terms as recognition vocabularies
that are subjected to comparison and set the other recognition
vocabularies as recognition vocabularies that are not sub-
jected to comparison. That 1s to say, 1n a dialog between the
speaker a and the speaker b, when the best solution A, and the
best solution B, are “PC”, it can be determined that the reli-
ability of the result of recognition 1s very high. Thus, 1t can be
determined that the content of the dialog 1s also related to
computers. Moreover, the probability that the content of sub-
sequent utterances 1s related to computers 1s high. Thus, when
the comparison process changing unit 28 sends the compari-
son unit 16 an mstruction to set the recognition vocabularies
related to computer terms as recognition vocabularies that are
subjected to comparison and set the other recognition vocabu-
laries as recognition vocabularies that are not subjected to
comparison, the accuracy rate of recognition by the compari-
son unit 16 can be improved.

In this case, the speaker b may undo the change, made by
the comparison process changing unit 28, of the comparison
method used by the comparison unit 16 by operating the input
means (not shown) after 1ssuing an 1nstruction to perform the
undo function.

The atorementioned speech recognition system 1 may be
also implemented by installing a program in any computer,
for example, a personal computer. That 1s to say, the speech
input unit 11, the mput identification unit 12, the acoustic
processing unit 13, the comparison unit 16, the time 1nforma-
tion control unit 17, the recognition result extraction unit 19,
the degree-of-association calculation unit 21, the response
utterance determination unit 22, the repeat utterance determai-
nation unit 23, the agreement determination unit 24, the rec-
ognition result correction unit 235, the output generating unit
26, the output presentation umt 27, and the comparison pro-
cess changing unit 28, described above, are implemented by
operation of a CPU in a computer according to a program that
performs functions of these components. Thus, an embodi-
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ment of the present invention includes the program or a
recording medium in which the program i1s recorded. The
program performs the functions of the speech input unit 11,
the 1input 1dentification unit 12, the acoustic processing unit
13, the comparison unit 16, the time information control unit
17, the recognition result extraction unit 19, the degree-oi-
association calculation unit 21, the response utterance deter-
mination unit 22, the repeat utterance determination unit 23,
the agreement determination unit 24, the recognition result
correction unit 23, the output generating unit 26, the output
presentation unit 27, and the comparison process changing,
unit 28. Moreover, the acoustic model storage unit 14, the
language model storage unit 15, the recognition result storage
unit 18, the synonym information storage unit 20, the co-
occurrence information storage unit 29, and the semantic
attribute storage unit 30 are implemented via a storage unit
included 1n a computer or a storage unit accessible from the
computer.

In the aforementioned speech recognition system 1, an
arrangement 1n which the speaker b can 1ssue an instruction to
enable or disable the functions of the recognition result cor-
rection unit 25 and the comparison process changing unit 28
by operating the input means (not shown) may be adopted.
|Operation of Speech Recognition System]

A process 1n the speech recognition system 1 related to the
alorementioned structure will now be described with refer-
ence to FIG. 5.

FIG. § 1s a flowchart showing the outline of the process in
the speech recognition system 1. When the speech mnput unit
11 has accepted a dialog between the two speakers, 1.e., the
speaker a and the speaker b, the speech input unit 11 converts
the utterance A made by the speaker a to the utterance data A
and the utterance B made by the speaker b to the utterance
data B, as shown 1n FIG. 5 (operation Opl). The input 1den-
tification unit 12 assigns Utterance Number A01 to the utter-
ance data A obtained by the conversion 1n operation Opl and
Utterance Number B01 to the utterance data B obtained by the
conversion 1n operation Opl (operation Op2). The acoustic
processing unit 13 converts the utterance data A output from
the input 1dentification unit 12 to the features A and converts
the utterance data B output from the mput identification unait
12 to the features B (operation Op3).

Then, the comparison unit 16 performs the aforementioned
comparison process (operation Opd). Specifically, the com-
parison unit 16 calculates recognition scores on the basis of
the utterance A and the plurality of recognition vocabularies
stored 1n the language model storage unit 15, using the fea-
tures A obtained by the conversion in operation Op3. As the
result of calculation of recognition scores, assuming that a
recognition vocabulary having the highest recognition score
1s the best solution A, the comparison unit 16 outputs top N (N
1s an 1teger equal to or more than one) recognition vocabu-
laries having high recognition scores, starting from the best
solution A, as the N best solutions A. Moreover, the compari-
son unit 16 calculates recognition scores on the basis of the
utterance B and the plurality of recognition vocabularies
stored 1n the language model storage unit 15, using the fea-
tures B obtained by the conversion i operation Op3. As the
result of calculation of recognition scores, assuming that a
recognition vocabulary having the highest recognition score
1s the best solution B, the comparison unit 16 outputs top N (N
1s an 1nteger equal to or more than one) recognition vocabu-
laries having high recognition scores, starting from the best
solution B, as the N best solutions B.

The time information control umit 17 assigns time informa-
tion representing the current time to the N best solutions A
output in operation Op4 and assigns time iformation repre-
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senting the current time to the N best solutions B output 1n
operation Op4 (operation Op3). The N best solutions A and
the N best solutions B, to which the time information has been
assigned 1n operation Op3, are stored 1n the recognition result
storage unit 18, as shown in FIG. 2.

Then, the recognition result extraction unit 19 extracts,
from the recognition result storage unit 18, the N best solu-
tions A and the N best solutions B obtained by the utterance B.
The utterance B chronologically follows the utterance A cor-
responding to the N best solutions A and has been made by the
speaker b who 1s different from the speaker of the utterance A
corresponding to the N best solutions A. In this case, 1t 1s
assumed that the recognition result extraction unit 19
extracts, from the recognition result storage unit 18 (see FIG.
2), the N best solutions A, corresponding to the utterance
section for “PC”” and the N best solutions B, corresponding to
the utterance section for “PC”.

The degree-of-association calculation unit 21 calculates a
degree of association representing a likelihood that the N best
solutions B, extracted 1n operation Op6 are N best solutions
obtained by the response utterance B in response to the utter-
ance A corresponding to the N best solutions A, (operation
Op7). In this case, the degree-of-association calculation unit
21 calculates the degree of association using the aforemen-
tioned method. When the degree of association calculated in
operatlon Op7 1s equal to or more than the threshold value
(YES 1n operation Op8), the response utterance determina-
tion unit 22 determines that the N best solutions B, extracted
in operation Op6é are N best solutions obtained by the
response utterance B 1n response to the utterance A corre-
sponding to the N best solutions A,. Then, the process pro-
ceeds to operation Op9. On the other hand, when the degree of
association calculated 1 operation Op7 1s less than the
threshold value (NO 1n operation Op8), the response utter-
ance determination unit 22 determines that the N best solu-
tions B, extracted in operation Op6 are not N best solutions
obtained by the response utterance B in response to the utter-
ance A corresponding to the N best solutions A, . Then, the
process 1 FIG. 5 1s completed.

When the repeat utterance determination unit 23 deter-
mines that the N best solutions B, are N best solutions
obtained by the repeat utterance B 1n response to the utterance
A corresponding to the N best solutions A, (YES 1n operation
Op9), the process proceeds to operation Opl0. On the other
hand, when the repeat utterance determination unit 23 deter-
mines that the N best solutions B, are not N best solutions
obtained by the repeat utterance B 1n response to the utterance
A corresponding to the N best solutions A; (NO 1n operation
Op9), the process 1n FIG. 5 1s completed.

The agreement determination unit 24 determines whether
the best solution A, in the N best solutions A, and the best
solution B, in the N best solutions B, agree with each other.
When the agreement determination unit 24 determines that
the best solution A, and the best solution B, do not agree with
cach other (NO 1n operation Op10), the agreement determi-
nation unit 24 determines that some or all of the N best
solutions A, can be replaced with some or all of the N best
solutions B, . Then, the process proceeds to operation Opl1.

The recognition result correction unit 23 updates the best
solution A, 1n the recognition result storage unit 18, 1n which
the N best solutions A, are stored, to the best solution B,
(operation Op11). The result output unit 264 extracts the best
solution A,, the best solution A,, and the best solution B,
stored 1n the recognition result storage unit 18 (operation
Op12). The correction history generating unit 265 generates
history data representing a history of updates applied in
operation Opl1 (operation Opl3). The output presentation
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unit 27 presents the best solution A |, the best solution A, and
the best solution B, extracted in operation Opl2 and the
history data generated 1n operation Opl3 (operation Opl4).

On the other hand, when the agreement determination unit
24 determines that the best solution A, and the best solution
B, agree with each other (YES 1n operation Op10), the com-
parison process changing unit 28 changes the comparison

method used by the comparison unit 16 on the basis of the

co-occurrence information and/or the semantic attribute (op-
eration Opl3).

As described above, 1n the speech recognition system 1
according to this embodiment, when the repeat utterance
determination unit 23 determines that the N best solutions B,
are N best solutions obtained by the repeat utterance B 1n
response to the utterance A corresponding to the N best solu-
tions A,, the agreement determination umt 24 determines
whether the best solution A, and the best solution B, agree
with each other. When the best solution A, and the best solu-
tion B, do not agree with each other, the agreement determi-
nation unit 24 determines that the best solution A | 1s incorrect.
In general, operators are constantly trained so that they speak
clearly compared with users. Moreover, operators can inten-
tionally speak so that a correct result of recognition can be
obtained. Moreover, 1n a case where the speech recognition
system 1 1s provided 1n a call center, utterances made by users
are recognized via telephone lines, and utterances made by
operators are recognized not via telephone lines, information
of utterances made by users may be deteriorated much com-
pared with information of utterances made by operators due
to the intrusion of noise 1n telephone lines or the intervention
of various types of filter. Because of such a reason, the agree-
ment determination unit 24 according to the present invention
determines that some or all of the N best solutions A can be
replaced with some or all of the N best solutions B. Thus, in
a dialog between a user and an operator, when the user’s
utterance 1s erroneously recognized, the result of erroneous
recognition can be corrected without the user being conscious
of the action, without operation of mput means such as a
keyboard by the operator, and without interrupting the dialog.

The aforementioned specific examples are merely pre-
ferred embodiments of the speech recognition system 1
according to the present invention. Various changes can be
made for, for example, the process of calculation of a degree
ol association by the degree-of-association calculation unit
and the content presented on the output presentation unit.
|First Modification of Process of Calculation of Degree of
Association by Degree-of-Association Calculation Unit]

A first modification of the process of calculation of a
degree of association by the degree-of-association calcula-
tion unit 21 1n operation Op7 shown in FIG. 5 will now be
described as an example. Specifically, the degree-of-associa-
tion calculation unit 21 calculates a degree of association on
the basis of the time difference between the N best solutions
A and the N best solutions B. In the first modification, the
degree-of-association calculation unit 21 calculates a degree
of association on the basis of the time difference “35” between
the current time “10:00:00” represented by the time informa-
tion assigned to the N best solutions A, and the current time
“10:00:05” represented by the time information assigned to
the N best solutions B, . Specifically, in the first modification,
the degree-of-association calculation umt 21 calculates a
degree of association using Equation 2 described below. In
Equation 2 described below, X represents a predetermined
positive constant. Moreover, | | represents an absolute value.

Degree of Association=X/|Time Difference between
Current Time Represented by Time Information
Assigned to N Best Solutions 4, and Current
Time Represented by Time Information Assigned

to N Best Solutions 5| [Equation 2]
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In the first modification, the degree of association 1s X/35
according to Equation 2 described above. That 1s to say,
Equation 2 described above 1s an equation in which, the
smaller the aforementioned time difference, the higher the
degree of association. On the other hand, conversely, Equa-
tion 2 described above 1s an equation 1n which, the larger the
alorementioned time difference, the lower the degree of asso-
ciation.

[Second Modification of Process of Calculation of Degree of
Association by Degree-of-Association Calculation Unait]

A second modification of the process of calculation of a
degree of association by the degree-of-association calcula-
tion unit 21 1n operation Op7 shown 1n FIG. 5§ will now be
described as another example. Specifically, the degree-oi-
association calculation unit 21 sets, as the first N best solu-
tions A, a chronologically first group of the N best solutions A
out of groups of the N best solutions A 1ndividually corre-
sponding to the P utterance sections. The degree-of-associa-
tion calculation unit 21 further sets, as the first N best solu-
tions B, a chronologically first group of the N best solutions B
out of groups of the N best solutions B individually corre-
sponding to the QQ utterance sections. In this case, the first N
best solutions A are the N best solutions A,. Moreover, the
first N best solutions B are the N best solutions B,. The
degree-of-association calculation unit 21 calculates a degree
ol association on the basis of the difference between the
position at which one group of the N best solutions B out of
the groups of the N best solutions B individually correspond-
ing to the Q utterance sections appear relative to the first N
best solutions B and the position at which one group of the N
best solutions A corresponding to the one group of the N best
solutions B appear relative to the first N best solutions A. In
this case, the degree-of-association calculation unit 21 deter-
mines using Equation 1 or Equation 2 described above
whether a group of the N best solutions A corresponds to a
group ol the N best solutions B. In the second modification,
the degree-of-association calculation umt 21 calculates a
degree of association on the basis of the difference of zero
between the position at which the first N best solutions B,
appear and the position at which the first N best solutions A,
corresponding to the first N best solutions B, appear. Specifi-
cally, in the second modification, the degree-of-association
calculation unit 21 calculates a degree of association using
Equation 3 described below. In Equation 3 described below, X
and Y represent predetermined positive constants. Moreover,
| | represents an absolute value.

Degree of Association=X-Yx(|Diflerence between
Position at which & Best Solutions 5; Appear
and Position at which & Best Solutions A4,

Appear|) [Equation 3]

In the second modification, the degree of association 1s X
according to Equation 3 described above. That 1s to say,
Equation 3 described above 1s an equation in which, the
smaller the difference between the alorementioned positions,
the higher the degree of association. On the other hand, con-
versely, Equation 3 described above 1s an equation in which,
the larger the difference between the aforementioned posi-
tions, the lower the degree of association.

[ Third Modification of Process of Calculation of Degree of
Association by Degree-of-Association Calculation Unait]

A third modification of the process of calculation of a
degree of association by the degree-of-association calcula-
tion unit 21 in operation Op7 shown in FIG. 5 will now be
described as yet another example. FIG. 6 1s a block diagram
showing the outline structure of a speech recognition system
l1a according to the third modification. That 1s to say, the
speech recognition system la according to the third modifi-
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cation includes a function word dictionary 51 1n addition to
the speech recognition system 1 shown 1n FIG. 1. The speech
recognition system la according to the third modification
turther includes a function word extraction unit 52 1n the
output generating unit 26 shown in FI1G. 1. In FIG. 6, the same
reference numerals as 1n FIG. 1 are assigned to components
having the same functions as those 1n FIG. 1, and the detailed
description 1s omitted here.

The function word dictionary 51 stores function words
representing the positions at which utterances appear in asso-
ciation with the positions. FIG. 7 shows an example of the
structure of data 1n the function word dictionary 51. Specifi-
cally, the function word dictionary 51 stores function words
representing the positions at which utterances appear and the
positions as a function word table S1a. In the example shown
in FIG. 7, the function word table S1a stores the following
function words representing the positions at which utterances
appear: “Ichi-banme™ (a Japanese word meaning “first”),
“Ni-banme” (a Japanese word meaning “second”), . . .,
“N-banme™ (a Japanese word meaning “N-th™), “Mazu” (a
Japanese word meaning “first”), “I'sugi” (a Japanese word
meaning “next”), . . ., “Owarin1” (a Japanese word meaning,
“finally”), “Hajimen1” (a Japanese word meamng “first”), . . .,
and “Saigon1” (a Japanese word meaning “finally”). More-
over, 1n the function word table 514, the positions represented
by these function words are stored 1n association with these
function words. In this case, the function words and the posi-
tions stored in the function word dictionary 51 are set by an
administrator of the speech recognition system 1a 1n advance.

Moreover, 1t 1s assumed that the comparison unit 16 in the
third modification extracts two utterance sections for “Mazu”™
and “PC” from the features B representing “Mazu PC Nitsuite
Desuga.”. Specifically, the comparison unit 16 extracts
sequences of phonemes (sequences of symbols) for “Mazu”
and “PC” by comparing the extracted utterance sections for
“Mazu” and “PC” with the data stored in the acoustic model
storage unit 14. The comparison unit 16 outputs the N best
solutions B corresponding to each of the two utterance sec-
tions for “Mazu” and “PC” by comparing the extracted
sequences of phonemes for “Mazu’ and “PC” with the plu-
rality of recognition vocabularies stored in the language
model storage unit 15.

Thus, instead of the recognition result storage table 18a
shown 1n FIG. 2, a recognition result storage table 185 1s
stored 1n the recognition result storage unit 18 in the third
modification, as shown in FIG. 8. Specifically, 1n the recog-
nition result storage table 185, 1n addition to the recognition
result storage table 18a, the N best solutions B, correspond-
ing to the utterance section for “Mazu” 1s associated with
Utterance Number BO01. Recognition scores of 0.90,
0.63, ... are associated with the N best solutions B, “Mazu”,
“map”, . . ., respectively. Moreover, time “10:00:05” (ten
hours, zero minutes, and five seconds) assigned by the time
information control unit 17 1s associated with the N best
solutions B, .

When the best solution B 1n any one group of the N best
solutions B out of the groups of the N best solutions B 1ndi-
vidually corresponding to the (Q utterance sections agrees
with a function word stored in the function word dictionary
51, the degree-of-association calculation unit 21 sets the posi-
tionrepresented by this function word as the position at which
a group of the N best solutions B appear, the group of the N
best solutions B being chronologically next to the one group
of the N best solutions B including the best solution B, which
agrees with this function word. In the third modification, the
degree-of-association calculation unit 21 determines whether
the best solution B, “Mazu” and the best solution B, “PC”
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agree with function words. In this case, the best solution B,
“Mazu” agrees with the function word “Mazu”. Thus, the
degree-of-association calculation unit 21 sets the position of
1 represented by the function word “Mazu” as the position at
which the N best solutions B, appear, the N best solutions B,
being chronologically next to the N best solutions B, includ-
ing the best solution B, “Mazu”. That 1s to say, the N best
solutions B, becomes the first N best solutions B, mstead of
the second N best solutions B,.

The degree-of-association calculation unit 21 calculates a
degree of association on the basis of the difference between
the position at which one group of the N best solutions B out
of the groups of the N best solutions B individually corre-
sponding to the Q utterance sections appear relative to the first
N best solutions B and the position at which one group of the
N best solutions A corresponding to the one group of the N
best solutions B appear relative to the first N best solutions A,
as 1n the second modification. In the third modification, the
degree-of-association calculation unit 21 calculates a degree
ol association on the basis of the difference of zero between
the position at which the first N best solutions B, appear and
the position at which the first N best solutions A, correspond-
ing to the first N best solutions B, appear. In thjs case, an
equation for calculating a degree of association 1s similar to
Equation 3 described above. In this arrangement, for
example, even 1n a case where, before the speaker b speaks
“PC”, the speaker b has made another utterance, when the
speaker b speaks “PC” immediately after speaking the func-
tion word “Mazu’, the position at which the N best solutions
B, corresponding to the utterance section for “PC” appear and
the position at which the N best solutions A, corresponding to
the utterance section for “PC” appear are the same (first).
Thus, the degree of-association calculation unit 21 can cal-
culate the maximum degree of association using Equation 3
described above. As a result, a degree of association can be
calculated more accurately than 1n the second modification, 1n
which a degree of association 1s calculated simply on the basis
of the difference between the positions on the time series.

The function word extraction unit 52 extracts, from the
function word dictionary 51, function words corresponding to
the positions, on the time series, at which the groups of the N
best solutions A individually corresponding to the P utterance
sections appear. After the speaker a makes the utterance A
“PC Nitsuite Oshiete. Ato Internet Mo.”, the N best solutions
A, and the N best solutions A, are stored in the recognition
result storage unit 18 as a recognition result storage table 18c¢,
as shown 1n FIG. 9. In this case, the function word extraction
unit 52 extracts, from the function word dictionary 51, func-
tion words corresponding to the positions of 1 and 2, on the
time series, at which groups of the N best solutions A 1ndi-
vidually corresponding to the two utterance sections appear.
Specifically, the function word extraction unit 32 extracts,
from the function word dictionary 51, the function words
“Ichi-banme”, “Mazu”, and “Hajimeni” corresponding to the
position of 1. The function word extraction unit 52 further
extracts, from the function word dictionary 51, the function
words “Ni-banme” and “T'sugi” corresponding to the position
of 2. The function word extraction unit 52 outputs the
extracted function words to the output presentation unit 27.

The output presentation unit 27 presents the function
words extracted by the function word extraction unit 52 in
association with the individual best solutions A of the groups
of the N best solutions A individually corresponding to the P
utterance sections. In the third modification, the output pre-
sentation unit 27 presents the function words extracted by the
function word extraction unit 52 1n association with the best

solution A, “CD” and the best solution A, “Internet”. FIG. 10
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1s a schematic diagram showing an example of a display
screen presented (displayed) on the output presentation unit
27. The function words “Ichi-banme/Mazu/Hajimen1™ are
displayed in association with the best solution A “CD” on the
output presentation umt 27, as shown 1n FIG. 10. Moreover,
the function words “Ni-banme/Tsug1” are displayed 1n asso-
ciation with the best solution A, “Internet” on the output
presentation unit 27. Thus, the speaker b finds that, although
the speaker a has spoken “PC”, the result (the best solution
A,) of recognition 1s “CD”, which is incorrect. Then, for
example, the speaker b repeatedly speaks a result of correct
recognition, 1.¢., “PC”, immediately after speaking any one of
the function words “Ichi-banme/Mazu/Hajimeni” displayed
in association with the best solution A, “CD” so as to correct
the result of erroneous recognition. Specifically, in the third
modification, the speaker b makes the utterance B “Mazu PC
Nitsuite Desuga.”. Thus, as described above, the degree-oi-
association calculation unit 21 can calculate the maximum
degree of association using Equation 3 described above. As a
result, the response utterance determination unit 22 can reli-
ably determine that the N best solutions B are N best solutions
obtained by the response utterance B in response to the utter-
ance A corresponding to the N best solutions A.
| Fourth Modification of Process of Calculation of Degree of
Association by Degree-of-Association Calculation Unit]
Moreover, a fourth modification of the process of calcula-
tion of a degree of association by the degree-of-association
calculation unit 21 1n operation Op7 shown i FIG. S will now
be described as yet another example. It 1s first assumed that a
degree of association calculated by the degree-of-association
calculation unit 21 described 1n the present embodiment 1s a
first degree of association, a degree of association calculated
by the degree-of-association calculation unit 21 described in
the first modification 1s a second degree of association, a
degree of association calculated by the degree-of-association
calculation unit 21 described in the second modification 1s a
third degree of association, and a degree of association cal-
culated by the degree-of-association calculation unit 21
described 1n the third modification 1s a fourth degree of asso-
ciation. In this case, the degree-otf-association calculation
unit 21 calculates a degree of association on the basis of all of
the first to fourth degrees of association or a combination of
ones of the first to fourth degrees of association. For example,
the degree-of-association calculation unit 21 calculates a
degree of association by calculating the sum or product of the
first to Tourth degrees of association. Since a degree of asso-
ciation 1s calculated on the basis of a combination of a plu-

rality of degrees of association, a degree of association that 1s
more accurate than in the atorementioned embodiment and
the first to third modifications can be calculated.

In the aforementioned description, a case 1s described
where the degree-of-association calculation unit 21 calcu-
lates a degree of association on the basis of all of the first to
fourth degrees of association or a combination of ones of the
first to fourth degrees of association. However, the present
invention 1s not limited to this case. For example, the degree-
of-association calculation unit 21 may calculate a degree of
association after assigning different weights or applying dii-
ferent correction values to the first to fourth degrees of asso-
ciation.

Moreover, a degree-of-association calculation method
changing unit that changes the method for calculating a
degree of association may be provided. For example, the
degree-of-association calculation method changing unit per-
forms switching between a method in which the degree-oi-
association calculation unit 21 calculates a degree of associa-
tion on the basis of the first and second degrees of association
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and another method 1n which the degree-of-association cal-
culation unit 21 calculates a degree of association on the basis
of the third and fourth degrees of association. Thus, the
degree-of-association calculation method changing unit can
change the method for calculating a degree of association
according to the convenience of the speech recognition sys-
tem.

Moreover, the degree-of-association calculation unit 21
may calculate the similarity between the speech waveform of
the utterance A accepted by the speech mnput umt 11 and the
speech wavelorm of the utterance B accepted by the speech
input unit 11, using, for example, DP matching, and calculate
a degree of association on the basis of the similarity. More-
over, the degree-of-association calculation unit 21 may cal-
culate the similarity between the features A obtained by con-
version by the acoustic processing unit 13 and the features B
obtained by conversion by the acoustic processing unit 13;
using, for example, DP matching, and calculate a degree of
association on the basis of the similarity. That 1s to say, the
degree-of-association calculation unit 21 can use any method
as long as a degree of association representing a likelihood
that the N best solutions B are N best solutions obtained by the
response utterance B 1n response to the utterance A corre-
sponding to the N best solutions A can be calculated.

Moreover, in the aforementioned description, a case 1s
described where the repeat utterance determination unit 23
determines whether the N best solutions B, are N best solu-
tions obtained by the repeat utterance B 1n response to the
utterance A corresponding to the N best solutions A ;. How-
ever, the present invention 1s not limited to this case. That 1s to
say, when the N best solutions B are N best solutions obtained
by an utterance that chronologically follows the utterance A
corresponding to the N best solutions A and has been made by
a speaker who 1s different from a speaker of the utterance A
corresponding to the N best solutions A, the repeat utterance
determination unit 23 can perform the determination process.

That 1s to say, the present invention 1s not limited to the
alforementioned embodiment and the first to fourth modifica-
tions, and various changes can be made within the scope
described 1n the claims. Thus, an embodiment obtained by
combining technical means that are appropriately changed
within the scope described 1n the claims 1s also covered by the
technical scope of the present invention.

Moreover, the following appendices are disclosed regard-
ing the atorementioned embodiment.

As described above, 1n the speech recognition system and
the speech recognition program of the present invention, an
advantage can be achieved 1n that, 1n a dialog between at least
two speakers, when an utterance ol one speaker 1s errone-
ously recognized, the result of erroneous recognition can be
corrected without the one speaker being conscious of the
action, without operation of input means such as a keyboard
by the other speaker, and without interrupting the dialog.

What 1s claimed 1s:

1. A speech recognition system comprising:

an 1dentifier for adding an 1dentifying code to utterance
data corresponding to signals generated by utterances of
cach of a plurality of users, the identifying code being
available for identitying each of the users,

a calculator for rating the utterance data by a value for each
of the identifying code, the value being determined on
the basis ol comparison of characteristics of the utter-
ance data with characteristics of word information
selected from a plurality of sets of word information
stored:

storage for storing N pieces of vocabulary information
corresponding to N sets of the utterance data, the utter-
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ance data having a same 1dentifying code, the N sets of
utterance data having the value within top N, N being an
integer equal to one or more;

a selector for selecting posterior N pieces of word infor-

[

plurality of users of received signals of utterance;
recognition result storage for storing top N recognition

vocabularies having high recognition scores starting

from the best solution as N best solutions, N being an

30

a response utterance determination means for determining
that the following N best solutions are N best solutions
obtained by a response utterance in response to the utter-
ance corresponding to the preceding N best solutions 1n

mation posterior 1n time to prior N pieces of word infor- 5 the case of the degree of association being equal to or
mation, the identitying codes of the utterance data rela- more than a threshold value;
tive to the posterior and prior N pieces of word a repeat utterance determination means for determining
information being spoken by the users that are different whether the following N best solutions are N best solu-
from each other; tions obtained by a repeat utterance in response to the
a relational calculator for calculating a degree of relation- 10 utterance corresponding to the preceding N best solu-
ship between the prior and posterior N pieces of word tion, 1n the case that the following N best solutions are N
information, the degree of relationship being capable of best solutions obtained by a response utterance in
rating a fact of the utterance relative to the posterior N response to the utterance corresponding to the preceding
pieces of word information being performed later than N best solutions; and
the utterance relative to the prior N pieces of word infor- 15 an agreement determination means for: determining
mation; whether a preceding best solution and a following best
a first determiner for determining the posterior N pieces of solution agree with each other 1n the case of the follow-
word information corresponding to an utterance per- ing N best solutions being best solutions obtained by a
formed later than the utterance relative to the prior N repeat utterance in response to the utterance correspond-
pieces of word information; and 20 ing to the preceding N best solutions, the preceding best
a second determiner for determining the posterior N pieces solution being a best solution of the preceding N best
of word relative to an utterance as a response to the solutions, the following best solution being a best solu-
utterance relating to the prior N pieces of word informa- tion of the following N best solutions 1s the following
tion on the basis of a predetermined condition. best solution; and determining that some or all of the
2. A speech recognition system according to claim 1, fur- 25 preceding N best solutions can be replaced with some or
ther comprising;: all of the following N best solutions 1n the case that the
a third determiner for determining whether a first prior preceding best solution and the following best solution
word 1information of the prior N pieces of word infor- do not agree with each other.
mation agrees with a first posterior word of the posterior 5. The speech recognition system according to claim 4,
N pieces of word information, the first prior word infor- 30 further comprising:
mation corresponding to the utterance data having a a recognition result correction means for updating the pre-
highest value within data relative to the prior N pieces of ceding best solution in the recognition result storage to
word 1iformation, the first posterior word information the following best solution, the recognition storage stor-
corresponding to the utterance data having a highest ing the preceding N best solutions, 1n the case that the
value within data relative to the posterior N pieces of 35 agreement determination means determines that the pre-
word information. ceding best solution and the following best solution do
3. A speech recognition system according to claim 2, fur- not agree with each other; and
ther comprising: a result output means for outputting the following best
a replacer for replacing the first prior word information of solution updated by the recognition result correction
the prior N pieces of word information with the first 40 means.
posterior word of the posterior N pieces of word infor- 6. The speech recognition system according to claim 5,
mation in the case that the first prior and posterior further comprising:
vocabularies information disagree. a correction history generating means for generating his-
4. A speech recognition system comprising: tory data representing a history of updates applied by the
an input identification means for identifying each of a 45 recognition result correction means; and

an output presentation means for presenting the history
data generated by the correction history generating
means.

7. The speech recognition system according to claim 4,

wherein, 1n the case where the response utterance determina-
tion means determines that the following N best solutions are
N best solutions obtained by a response utterance in response
to the utterance corresponding to the preceding N best solu-
tions, when the recognition score of the following best solu-
tion of the following N best solutions 1s equal to or more than
a predetermined recognition score and when both a first and
second conditions are satisfied, the repeat utterance determai-
nation means determines that the following N best solutions
are N best solutions obtained by arepeat utterance inresponse
to the utterance corresponding to the preceding N best solu-
tions, the first condition being that a solution 1n the preceding
N best solutions agrees with the following best solution of the
following N best solutions, the second condition being that
the recognition score of the atorementioned solution 1n the
preceding N best solutions, which agrees with the following
best solution, 1s equal to or more than a predetermined rec-
ognition score, or the atorementioned solution 1n the preced-

integer equal to one or more, the recognition scores 50
being calculated by comparing data corresponding to the
utterance with a plurality of recognition vocabularies, a
recognition word having the highest recognition score
being the best solution;

a recognition result extraction means for extracting N best 55
solutions extracted as following N best solutions from
the recognition result storage, the following N best solu-
tions following chronologically the utterance corre-
sponding to a preceding N best solutions, the following
N best solutions having been made by one of the users 60
different from the user of the utterance corresponding to
the preceding N best solutions;

a degree of association calculation means for calculating a
degree of association representing a likelithood that the
following N best solutions are N best solutions obtained 65
by a response utterance in response to the utterance
corresponding to the preceding N best solutions;
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ing N best solutions 1s placed 1n a preset rank relative to the
preceding best solution or higher, the aforementioned solu-
tion agreeing with the following best solution.

8. The speech recognition system according to claim 4, the
system further comprising:

a co-occurrence information storage that stores co-occur-
rence mformation representing co-occurrence relation-
ships between recognition vocabularies and/or a seman-
tic attribute storage that stores semantic attributes
representing the meanings of recognition vocabularies,
and

a comparison process changing means for changing a
method for comparing an utterance with a plurality of
recognition vocabularies on the basis of the co-occur-
rence information and/or the semantic attributes in the
case of the preceding best solution and the following
best solution being coincident with each other.

9. The speech recognition system according to claim 4,
wherein the degree of association calculation means calcu-
lates a degree of association on the basis of at least one of: the
number of solutions 1n which individual solutions in the pre-
ceding N best solutions agree with individual solutions in the
following N best solutions; differences between the ranks
based on the recognition scores 1n the preceding N best solu-
tions and the ranks based on the recognition scores in the
following N best solutions, individual solutions 1n the pre-
ceding N best solutions being coincident with individual
solutions 1n the following N best solutions; a time difference
between time at which the preceding N best solutions have
been output and time at which the following N best solutions
have been output; differences between positions on the time
series at which the plurality of groups of the preceding N best
solutions appear and the positions on the time series at which
the plurality of groups of the following N best solutions
appear, 1n a case that a plurality of groups of the preceding N
best solutions are obtained by comparing a first utterance with
a plurality of recognition vocabularies, and a plurality of
groups of the following N best solutions are obtained by
comparing a second utterance made by a user who 1s different
from a user of the first utterance with the plurality of recog-
nition vocabularies.

10. The speech recognition system according to claim 9,
wherein, the larger the number of solutions, in which the
individual solutions 1n the preceding N best solutions agree
with the individual solutions 1n the following N best solu-
tions, and the smaller the differences between, regarding the
solutions, 1n which the individual solutions in the preceding N
best solutions agree with the individual solutions 1n the fol-
lowing N best solutions, the ranks based on the recognition
scores 1n the preceding N best solutions and the ranks based
on the recognition scores 1n the following N best solutions,
the higher the degree of association calculated by the degree
ol association calculation means.

11. The speech recognition system according to claim 9,
turther comprising:

a time imformation control means for assigning time infor-
mation representing a current time to the N best solu-
tions, and for writing the N best solutions 1including the
time information assigned to the recognition result stor-
age,

wherein, the smaller the time difference between the cur-
rent time represented by time information assigned to
the preceding N best solutions and the current time rep-
resented by time information assigned to the following
N best solutions, the higher the degree of association
calculated by the degree-of-association calculation
means.
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12. The speech recognition system according to claim 9,
wherein, 1n a case where a plurality of groups of the preceding,
N best solutions are obtained by comparing a first utterance
with a plurality of recognition vocabularies, and a plurality of
groups ol the following N best solutions are obtained by
comparing a second utterance made by a user who 1s different

from a user of the first utterance with the plurality of recog-
nition vocabularies, the smaller the differences between the
positions, on the time series, at which the plurality of groups
of the preceding N best solutions appear and the positions, on
the time series, at which the plurality of groups of the follow-
ing N best solutions appear, the higher the degree of associa-
tion calculated by the degree of association calculation
means.

13. The speech recognition system according to claim 12,

further comprising:

a Tunction word dictionary for storing function words rep-
resenting the positions at which utterances appear in
association with the positions,

wherein, when the following best solution 1n any one group
of the following N best solutions out of the plurality of
groups of the following N best solutions agrees with a
function word, the degree of association calculation
means sets the position represented by the function word
as the position at which a group of the following N best
solutions appear, the group of the following N best solu-
tions being chronologically next to the one group of the
following N best solutions including the following best
solution, which agrees with the function word.

14. The speech recognition system according to claim 13,

further comprising:

a function word extraction means that extracts, from the
function word dictionary, function words corresponding
to the positions, on the time series, at which the plurality
of groups of the preceding N best solutions appear,

wherein the output presentation means presents the func-
tion words extracted by the function word extraction
means 1n association with the individual preceding best
solutions of the plurality of groups of the preceding N
best solutions.

15. A speech recognition method comprising;:

adding an 1dentifying code to utterance data corresponding,
to signals generated by utterances of each of a plurality
of users, the 1dentitying code being available for ident-
tying each of the users;

rating the utterance data by a value for each of the identi-
tying codes, the value being determined on the basis of
comparison ol a characteristics of the utterance data
with characteristics of word information selected from a
plurality of sets of word information stored;

storing N pieces of word information corresponding to N
sets of the utterance data, the utterance data having a
same 1dentifying code, the N sets of utterance data hav-
ing the value within top N, N being an integer equal to
One or more;

selecting posterior N pieces of word information posterior
in time to prior N pieces of word information, the 1den-
tifying codes of the utterance data relative to the poste-
rior and prior N pieces of word information being spo-
ken by the users that are different from each other;

calculating a degree of relationship between the prior and
posterior N pieces of word information, the degree of
relationship being capable of rating a fact of the utter-
ance relative to the posterior N pieces of word informa-
tion being performed later than the utterance relative to
the prior N pieces of word information;
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determining the posterior N pieces of word information
corresponding to an utterance performed later than the

utterance relative to the prior N pieces of word informa-
tion; and

determining the posterior N pieces of word relative to an
utterance as a response to the utterance relating to the
prior N pieces of word information on the basis of a
predetermined condition.

16. A speech recognition method according to claim 15,
turther comprising:

determining whether a first prior word information of the

prior N pieces of word information agrees with a first
posterior word of the posterior N pieces of word infor-
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mation, the first prior word information corresponding
to the utterance data having a highest value within data
relative to the prior N pieces of word information, the
first posterior word information corresponding to the
utterance data having a highest value within data relative
to the posterior N pieces of word information.

17. A speech recogmition method according to claim 16,

further comprising:

replacing the first prior word information of the prior N
pieces of word mformation with the first posterior word
of the posterior N pieces of word information 1n the case
that the first prior and posterior vocabularies information

disagree.
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