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(57) ABSTRACT

An 1mage processing apparatus includes an image converting
section, a scanning controlling section, an 1mage memory,
and an object detection processing section. The 1mage con-
verting section converts a size of input image data. The scan-
ning controlling section stores the size-converted image data,
performs a scanning process of moving a square region hav-
ing a predetermined size 1n the size-converted image data, and
successively extracts square region image data. The image

memory stores the square region image data which have been
extracted by the scanning controlling section. The object
detection processing section which detects an object region
from the extracted square region image data. The image
memory stores a plurality of entries of object candidate image
data containing object regions of a plurality of object candi-
dates. The object detection processing section performs an
object determining process of determining whether or not the
square region 1mage data contain an object region.
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Fig. 5
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Fig. 6
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Fig. 8
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Fig. 12
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IMAGE PROCESSING APPARATUS, IMAGE
PROCESSING METHOD, IMAGE
PROCESSING PROGRAM, IMAGE

CAPTURING APPARATUS, AND
CONTROLLING METHOD THEREOF

CROSS REFERENCES TO RELATED
APPLICATIONS

The present application claims priority from Japanese

Patent Application No. JP 2007-285022, filed in the Japanese
Patent Office on Nov. 1, 2007, the entire content of which 1s
incorporated herein by reference.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to an 1image processing appa-
ratus, an 1image processing method, an 1image processing pro-
gram, an image capturing apparatus and a controlling method
thereot that detect a face region from an image.

2. Description of the Related Art

Recent digital still cameras that mainly capture still images
and digital video cameras that mainly capture moving images
are equipped with functions for detecting the face of a person
to be captured, using the detected result for auto focus (AF),
auto exposure (AE), and auto white balance (AWB) controls,
and adjusting the skin color of the captured image.

To accurately use such functions, 1t 1s necessary to accu-
rately detect the position and size of the face i addition to
provide high detection rate of the face. If the position and size
of the face are diflicult to be accurately detected, a non-face
image such as a part of the background may appear at the
detected portion. As a result, the non-face 1image adversely
alfects calculation results of parameters of the AF, AE, AWB,
and color adjustment controls.

For example, the patent document disclosed as Japanese
Patent Application Laid-Open No. 2005-157679 (referred to
as Patent Document 1) describes a method of determining
whether or not the object to be captured 1s a face based on a
likelihood value that represents likelihood of a face.

On the other hand, the patent document disclosed as Japa-
nese Patent Application Laid-Open No. 2004-30629 (referred
to as Patent Document 2) describes a method of scanning an
image while gradually reducing its size and detecting the
position and size of the face from the image.

In Patent Documents 1 and 2, by moving a square region
having a predetermined size by Ax 1n the horizontal direction
and by Ay 1n the vertical direction from the upper left end to
the lower right end of the captured 1image, 1t 1s scanned as
shown 1n FIG. 4 such that the position of a face 1s obtained. In
addition, as shown in FIG. 3, by scanning images that are
gradually reduced by predetermined reduction rate Ar, the
s1ze of the face 1s obtained.

Thereafter, by calculating all differences of luminance val-
ues of pixels of pre-learnt two points of all pixels of the square
region having the predetermined size, likelihood values that
represent likelihood of a face are obtained based on the cal-
culated results. A threshold value based on which 1t 1s deter-
mined whether or not the object 1s a face 1s preset for likeli-
hood wvalues of square region images. If a calculated
likelihood value 1s equal to or larger than the threshold value,
it 1s determined that the object be a face. In contrast, 1f the
likelihood value 1s smaller than the threshold value, 1t 1s
determined that the object be not a face.

Asshownin FIG. §, 1f an 1mage 1s scanned 1n the horizontal
direction, the closer the square region image 1s to the X
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2

coordinate of the face, the larger the likelihood value of the
real face 1s, the farther the square region 1image 1s from the X

coordinate, the smaller the likelihood value of the real face 1s.
In this example, since the likelihood values of square regions
F2, F3, and F4 are equal to or larger than the preset threshold
value, they are determined to be faces. On the other hand,
since the likelihood values of square regions F1 and FS are
smaller than the threshold value, they are determined not to be
faces.

In addition, as shown 1in FIG. 6, 1f an image 1s scanned in the
vertical direction, the closer the square region face 1s tothe Y
coordinate of the face, the larger the likelihood value of the
real face 1s, the farther the square region 1image 1s from the Y
coordinate, the smaller the likelihood value of the real image
1s. In this example, since the likelithood values of square
regions F12, F13, and F14 are equal to or larger than the
threshold value, they are determined to be faces. In contrast,
since the likelithood values of square regions F11 and F15 are
smaller than the threshold value, they are determined notto be
faces.

In addition, as shown 1n FIG. 7, if an 1image 1s reduced, the
closer the reduced size of the image 1s to the real face size, the
larger the likelihood value of the real face 1s, the more differ-
ent the reduced size of the image 1s from the real face size, the
smaller the likelihood value of the real face 1s. In this
example, since the likelihood values of square regions F22,
F23, F24, and F25 are equal to or larger than the threshold
value, they are determined to be faces. On the other hand,
since the likelihood value of square region F21 1s smaller than
the threshold value, 1t 1s determined not to be a face.

Thus, 1n the method of detecting an object from an 1mage
and determining whether or not the object 1s a face, by scan-
ning an image, a plurality of faces having different likelithood
values are detected for one face from the image. Conse-
quently, i1t 1s necessary to extract a correct face from the
detected faces. To extract a correct face, a method of selecting
a Tace having the largest likelithood value from the detected
faces may be used.

SUMMARY OF THE INVENTION

However, 1n the methods of Patent Documents 1 and 2
above, since an 1mage 1s discretely scanned by a square
region, a face having the largest likelihood value 1n detected
faces may not represent the position and size of the real face.

For example, if a face having the largest likelihood value 1n
detected faces 1s a detected result, 1n the example shown 1n
FIG. 5, aface of square region F3 1s extracted. In the example
shown 1n FIG. 6, a face of square region F13 1s extracted. In
the example shown 1n FIG. 7, a face of square region F23 1s
extracted. Since the faces extracted in these examples are
those having the largest likelihood values 1n 1mages, namely
they are not at the apexes of graphs that represent likelthood
values, they differ from the position and size of the real face.
Thus, there arises an error between the position and size of the
real face and those of a face as a detected result.

It seems that such a problem can be solved by setting
moving amounts Ax and Ay, by which an 1image 1s scanned, to
as close to 0 as possible, setting image reduction rate Ar to as
close to 1 as possible, and nearly successively scanning the
image. However, iI an 1mage 1s successively scanned, the
number of times of a process of detecting a face remarkably
increases. As a result, the process time increases.

As another method, 1t seems that such a problem can be
solved by calculating averages of the positions and sizes of
detected faces. However, since the likelihood value of a
detected face close to the threshold value 1s low, the reliability
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of the position and size of the face 1s low. Thus, if 1mages
having low likelihood values close to the threshold value are
used for averages, an error between the position and size of
the detected result and those of the real face becomes large.

Moreover, 1n the methods described 1n Patent Documents 1
and 2, 1t 1s determined whether or not the object1s aface based
on likelihood values. Thus, if the faces of a plurality of per-
sons are close, for example, they are close together and
approach their faces to each other, the faces of the detected
plurality of persons may be determined to be the face of one
person and thereby the face of a different person may be
determined to be a detected result.

As shown 1n FIG. 13, 1t 1s considered that two people,
person a and person b, are close together and they approach
their faces to each other. If a face 1s detected from such an
image, a plurality of faces are detected from the faces of
person a and person b and likelihood values of the faces that
have been detected are compared and a face having the largest
likelihood value i1s extracted as a detected result. In this
example, square region F61 that represents a detected result
of the face of person a and square region F62 that represents
a detected result of the face of person b are compared and the
image of square region F62 having the larger likelihood value
than the other 1s extracted as a detected result of the face of
person a. In other words, the face of person b adjacent to
person a 1s detected as the face of person a.

Thus, 1n the related art, 1f the faces of a plurality of persons
are close to each other, the face of an adjacent person may be
erroneously detected.

In view of the foregoing, it would be desirable to provide an
Image processing apparatus, an image processing method,
and 1mage processing program, an image capturing apparatus
and a controlling method thereof that can more accurately
detect a face region from a captured image than those of the
related art.

According to an embodiment of the present invention,
there 1s provided an 1image processing apparatus including an
image converting section, a scanning controlling section, an
image memory, and a face detection processing section. The
image converting section converts a size of input image data.
The scanning controlling section stores the size-converted
image data, performs a scanning process ol moving a square
region having a predetermined size in the size-converted
image data, and successively extracts square region image
data. The 1mage memory stores the square region image data
which have been extracted by the scanning controlling sec-
tion. The face detection processing section detects a face
region from the extracted square region image data. The
image memory stores a plurality of entries of face candidate
image data containing face regions ol a plurality of face
candidates. The face detection processing section performs a
face determining process of determining whether or not the
square region 1mage data contain a face region. If a deter-
mined result of the face determining process denotes that the
square region 1mage data contain the face region, the face
detection processing section performs an i1dentity determin-
ing process of setting an i1dentity determination frame of
which a predetermined width 1n a horizontal direction and a
predetermined width 1n a vertical direction are added to face
candidate 1image data for a predetermined face candidate
stored 1n the 1mage memory and determining whether or not
the square region 1mage data are contained in the i1dentity
determination frame.

According to an embodiment of the present invention,
there 1s provided an 1image processing method. A size of input
image data 1s converted. The size-converted 1image data are
stored to an 1mage memory. A scanning process ol moving a
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4

square region having a predetermined size in the size-con-
verted 1mage data 1s performed. Square region image data are
successively extracted. A face region 1s detected from the
extracted square region image data. The image memory stores
a plurality of entries of face candidate image data containing
face regions of a plurality of face candidates. The face detec-
tion processing section imncludes a face determining process of
determining whether or not the square region image data
contain a face region, and i1f a determined result of the face
determining process denotes that the square region image
data contain the face region, an 1dentity determining process
ol setting an i1dentity determination frame of which a prede-
termined width 1n a horizontal direction and a predetermined
width 1n a vertical direction are added to face candidate image
data for a predetermined face candidate stored 1n the 1mage
memory and determining whether or not the square region
image data are contained in the identity determination frame.

According to an embodiment of the present 1vention,
there 1s provided an image processing program which causes
a computer to execute an 1image processing method. A size of
input image data 1s converted. The size-converted image data
are stored to an image memory. A scanning process of moving
a square region having a predetermined size in the size-
converted 1image data 1s performed. Square region image data
are successively extracted. A face region 1s detected from the
extracted square region image data. The image memory stores
a plurality of entries of face candidate image data containing
face regions of a plurality of face candidates. The face detec-
tion processing section includes a face determining process of
determining whether or not the square region image data
contain a face region, and if a determined result of the face
determining process denotes that the square region image
data contain the face region, an 1dentity determining process
of setting an identity determination frame of which a prede-
termined width 1 a horizontal direction and a predetermined
width 1n a vertical direction are added to face candidate image
data for a predetermined face candidate stored 1n the image
memory and determining whether or not the square region
image data are contained in the identity determination frame.

According to an embodiment of the present invention,
there 1s provided an 1mage capturing apparatus including an
image capturing section, a camera signal processing section,
and a face detecting section. The 1mage capturing section
captures light from an object and outputs a captured 1image
signal. The camera signal processing section performs a sig-
nal process for the captured image signal which 1s output from
the image capturing section and outputs image data. The face
detecting section performs a face detecting process for the
image data. The face detecting section includes an image
converting section which converts a size of the image data, a
scanning controlling section which stores the size-converted
image data, performs a scanning process of moving a square
region having a predetermined size in the size-converted
image data, and successively extracts square region image
data, an image memory which stores the square region 1mage
data which have been extracted by the scanning controlling
section, and a face detection processing section which detects
a face region from the extracted square region image data. The
image memory stores a plurality of entries of face candidate
image data containing face regions ol a plurality of face
candidates. The face detection processing section performs a
face determining process of determining whether or not the
square region 1mage data contain a face region. If a deter-
mined result of the face determining process denotes that the
square region image data contain the face region, the face
detection processing section performs an i1dentity determin-
ing process ol setting an identity determination frame of
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which a predetermined width 1n a horizontal direction and a
predetermined width 1n a vertical direction are added to face
candidate 1image data for a predetermined face candidate
stored 1n the 1mage memory and determining whether or not
the square region 1mage data are contained in the i1dentity
determination frame.

According to an embodiment of the present nvention,
there 1s provided a controlling method of an 1image capturing,
apparatus. Light is captured from an object. A captured image
signal 1s output. A signal process for the captured image
signal which 1s output at the 1mage capturing step 1s per-
formed. Image data are output. A face detecting process for
the image data 1s performed. In the face detecting step, a size
of the image data 1s converted, the size-converted 1image data
are stored to an 1mage memory, a scanning process ol moving
a square region having a predetermined size in the size-
converted image data 1s performed, square region 1mage data
are successively extracted, and a face region 1s detected from
the extracted square region 1mage data. The image memory
stores a plurality of entries of face candidate 1mage data
containing face regions of a plurality of face candidates. The
face detection processing step includes a face determining
process ol determining whether or not the square region
image data contain a face region, and if a determined result of
the face determining process denotes that the square region
image data contain the face region, an i1dentity determining
process of setting an 1dentity determination frame of which a
predetermined width 1n a horizontal direction and a predeter-
mined width 1n a vertical direction are added to face candidate
image data for a predetermined face candidate stored in the
image memory and determining whether or not the square
region 1mage data are contained 1n the identity determination
frame.

According to embodiments of the present invention, a size
of mput image data 1s converted. The size-converted image
data are stored to an 1mage memory. A scanning process of
moving a square region having a predetermined size in the
s1ze-converted image data 1s performed. Square region 1mage
data are successively extracted. A face region 1s detected from
the extracted square region 1image data. The 1mage memory
stores a plurality of entries of face candidate image data
containing face regions of a plurality of face candidates. The
face detection processing section includes a face determining
process of determining whether or not the square region
image data contain a face region, and if a determined result of
the face determining process denotes that the square region
image data contain the face region, an identity determining
process of setting an 1dentity determination frame of which a
predetermined width 1n a horizontal direction and a predeter-
mined width in a vertical direction are added to face candidate
image data for a predetermined face candidate stored in the
image memory and determining whether or not the square
region 1mage data are contained 1n the identity determination
frame. Thus, a face to be determined can be distinguished
from a face adjacent thereto.

According to embodiments of the present invention, light 1s
captured from an object. A captured image signal 1s output. A
signal process for the captured image signal which 1s output at
the image capturing step 1s performed. Image data are output.
A Tace detecting process for the image data 1s performed. In
the face detecting step, a size of the image data 1s converted,
the s1ze-converted image data are stored to an 1mage memory,
a scanning process of moving a square region having a pre-
determined size in the size-converted image data 1s per-
formed, square region 1mage data are successively extracted,
and a face region 1s detected from the extracted square region
image data. The image memory stores a plurality of entries of
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face candidate 1mage data containing face regions of a plu-
rality of face candidates. The face detection processing step
includes a face determining process of determining whether
or not the square region 1mage data contain a face region, and
i a determined result of the face determiming process denotes
that the square region 1image data contain the face region, an
identity determining process of setting an 1dentity determi-
nation frame of which a predetermined width 1n a horizontal
direction and a predetermined width 1n a vertical direction are
added to face candidate image data for a predetermined face
candidate stored in the image memory and determining
whether or not the square region 1mage data are contained in
the identity determination frame. Thus, a face to be deter-
mined can be distinguished from a face adjacent thereto.

According to embodiments of the present invention, since
the 1dentity determining process 1s performed for square
region image data determined to contain a face region in the
face determining process with face candidate image data
stored 1n the 1image memory, by distinguishing a face to be
determined from a face adjacent thereto, 1t can be prevented
from being erroneously detected. Thus, as an eflect of the
embodiments of the present invention, the face to be deter-
mined can be more accurately detected.

These and other objects, features and advantages of the
present invention will become more apparent in light of the
following detailed description of a best mode embodiment
thereol, as 1llustrated 1n the accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a block diagram showing an exemplary structure
of an 1mage capturing apparatus according to an embodiment
of the present invention;

FIG. 2 15 a block diagram showing an exemplary structure
of a face detecting section;

FIG. 3 1s a schematic diagram describing a scaling process;

FIG. 4 1s a schematic diagram describing a scanning pro-
CEesS;

FIG. 5 1s a schematic diagram describing likelihood values
of square region 1mage data in the case that image data are
scanned 1n the horizontal direction;

FIG. 6 1s a schematic diagram describing likelihood values
ol square region 1mage data in the case that image data are
scanned 1n the vertical direction;

FIG. 7 1s a schematic diagram describing likelihood values
of square region 1mage data in the case that image data are
gradually reduced by a predetermined reduction rate;

FIG. 8 1s a schematic diagram showing an exemplary face
candidate database:

FIG. 9A, FIG. 9B, and FIG. 9C are schematic diagrams
describing an i1dentity determining process;

FIG. 10 1s a schematic diagram describing a method of
detecting a face from those that are close to each other;

FIG. 11 A and FIG. 11B are schematic diagrams describing
a detected result correcting process;

FI1G. 12 1s a flow chart describing a flow of a face detecting
process of a face detecting section; and

FIG. 13 1s a schematic diagram describing a method of
detecting a face from those that are close to each other.

DETAILED DESCRIPTION OF THE PREFERRED
EMBODIMENTS

Next, with reference to the accompanying drawings,
embodiments of the present invention will be described. FIG.
1 shows an exemplary structure of an 1mage capturing appa-
ratus 1 according to an embodiment of the present invention.
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The mmage capturing apparatus 1 has an image bus 10, an
optical block 11, a signal converting section 12, a camera
signal processing section 13, a face detecting section 14, a
display processing section 135, an 1mage signal processing
section 16, a storing section 17, a display section 18, an image
random access memory (RAM) 19, a central processing unit

(CPU) 21, a read only memory (ROM) 22, and a RAM 23.
The optical block 11 includes a lens group, an aperture
adjusting mechanmism, a focus adjusting mechanism, a zoom
mechanism, a shutter mechanism, a flash mechanism, and so
forth that capture an object. The optical block 11 performs,
for example, zoom, shutter, and exposure controls according
to control signals supplied from the CPU 21 that will be

described later.

The signal converting section 12 1s composed of an image
capturing device such as a charge coupled device (CCD) or a
complementary metal oxide semiconductor (CMOS) image
sensor. An 1image that passes through the optical block 11 1s
focused on a focusing plane of the signal converting section
12. The signal converting section 12 receives an image cap-
turing timing signal from the CPU 21, for example, according,
to a shutter operation, converts an object image focused on the
focusing plane 1nto a captured 1image signal, and supplies the
converted signal to the camera signal processing section 13.

The camera signal processing section 13 performs a vari-
ous types ol signal processes for the captured image signal
that 1s output from the signal converting section 12 based on
the control signals supplied from the CPU 21. Specifically,
the camera signal processing section 13 performs, for
example, gamma correction and auto gain control (AGC) for
the captured 1image signal supplied from the signal converting
section 12 and performs a process of converting the captured
image signal 1nto a video signal as a digital signal. In addition,
the camera signal processing section 13 also performs white
balance control, exposure correcting control, and so forth for
the video signal based on the control signals supplied from the
CPU 21.

The face detecting section 14 recerves image data from the
camera signal processing section 13 through the image RAM
19, detects a region for the face of a person from the received
image data, and supplies the detected result to the CPU 21.
The structure of the face detecting section 14 and the face
detecting process of the face detecting section 14 will be
described later.

The display processing section 135 receives image data
from the camera signal processing section 13 and the image
signal processing section 16, which will be described later,
through the 1image RAM 19, converts the image data into an
image having a resolution suitable to be displayed, and sup-
plies the converted image to the display section 18. The dis-
play section 18 1s used as a view finder of the image capturing,
apparatus 1 and also as a monitor for an 1image reproduced
from the storing section 17. The display section 18 1s, for
example, a liquid crystal display (LCD).

The 1mage signal processing section 16 receitves image
data from the camera signal processing section 13 through the
image RAM 19, compression-encodes the image data, and
outputs the encoded data as a moving image data file or a still
image data file to the storing section 17. In addition, the image
signal processing section 16 decodes an image data file that 1s
read from the storing section 17, which will be described
later, and supplies the decoded file to the display processing
section 15 through the image RAM 19. As a moving image
encoding system, Moving Picture Experts Group (MPEG)
system can be used and as a still image encoding system, Joint
Photographic Experts Group (JPEG) system can be used.
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The storing section 17 stores an 1image file that has been
encoded and generated by the 1image signal processing sec-
tion 16. Examples of the storing section 17 include a drive
device for a portable record medium (eg, a magnetic tape, an
optical disc) and a hard disk drive (HDD). A image file 1s read
from the storing section 17 to the image signal processing
section 16. In addition, the storing section 17 supplies infor-
mation associated with the image data file to the CPU 21.

The image RAM 19 1s connected to the camera signal
processing section 13, the face detecting section 14, the dis-
play processing section 15, and the image signal processing
section 16 through the image bus 10. The image RAM 19 1s
shared by these connected processing blocks. Image data are
exchanged among these blocks through the image RAM 19.
In this example, 1t 1s assumed that these processing blocks
exchange 1image data to each other through the 1image RAM
19. Instead, the face detecting section 14 and the display
processing section 15 may receive image data from the cam-
era signal processing section 13 and the image signal process-
ing section 16 directly, not through the image bus 10.

The CPU 21 controls the entire image capturing apparatus
1 according to a program stored 1n the ROM 22 with the RAM
23 as a work memory. For example, the CPU 21 exchanges
commands and data with individual sections of the image
capturing apparatus 1 and controls them according to the
commands. In addition, the CPU 21 generates control signals
for focus, aperture, and zoom controls of the optical block 11
based on control signals according to operations of an oper-
ating section (not shown), a captured 1mage signal, and so
forth and supplies the control signals to the optical block 11.

FIG. 2 shows an exemplary structure of the face detecting
section 14. The face detecting section 14 has a scaling section
31 and an 1mage memory 32 as an 1mage converting section;
and a face detecting core 33 and a controller 34 as a face
detection processing section. The scaling section 31 performs
a scaling process that enlarges or reduces the size (numbers of
pixels 1n the horizontal and vertical directions) of 1mage data
that are read from the image RAM 19 through the 1image bus
10 such that the image data are suitable for the face detecting
process of the face detecting core 33 and supplies the enlarged
or reduced 1mage data to the 1image memory 32.

The image memory 32 temporarly stores the 1image data
that have been size-converted by the scaling section 31. The
image memory 32 performs a scanning process ol extracting
square region image data having a predetermined size from a
designated position of the size-converted 1image data under
the control of the controller 34 and supplies the extracted
image data to the face detecting core 33.

The face detecting core 33 performs a face detecting pro-
cess for the square region 1image data supplied from the image
memory 32. The face detecting process that the face detecting
core 33 performs includes a face determining process, an
overlap determining process, an identity determining pro-
cess, a detection likelihood determining process, and a
detected result correcting process. Details of these processes
that the face detecting core 33 performs as the face detecting
process will be described later. The controller 34 controls
individual sections of the face detecting section 14 under the
control of the CPU 21, for example, to designate an image
datareductionrate (or enlargement rate) of the scaling section
31 and designate write and read memory addresses of the
image memory 32.

Next, an exemplary operation of the image capturing appa-
ratus 1 having such a structure will be brietly described. When
an 1mage 1s recorded, light emitted from an object enters the
image capturing device through the optical block 11. The
image capturing device photoelectrically converts the light
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into an electric signal and successively supplies the electric
signal as a captured 1image signal to the camera signal pro-
cessing section 13. The camera signal processing section 13
performs a digital converting process, an 1mage correcting,
process, and so forth for the captured image signal. The image
data for which various types of processes have been per-
tormed are temporarily stored 1n the image RAM 19 through
the 1mage bus 10.

The display processing section 15 receives the image data
from the camera signal processing section 13 through the
image RAM 19, generates a display image signal, and sup-
plies the image signal to the display section 18. Thus, an
image that 1s being captured 1s displayed on the display sec-
tion 18 and the user can check the angle of view with the
image on the display section 18.

In addition, the image signal processing section 16 succes-
stvely recerves image data from the camera signal processing
section 13 through the image RAM 19, performs compres-
sion-encoding process, for example, according to the MPEG
system, generates a moving image file, and stores the moving
image file to the storing section 17.

Instead, the 1image signal processing section 16 may com-
pression-encode 1image data for one frame supplied from the
camera signal processing section 13, for example, according
to the JPEG system based on an operation of the shutter
button on the operating section (not shown) and record the
encoded 1mage data to the storing section 17.

In contrast, when an 1image 1s reproduced, an 1mage file 1s
read from the storing section 17 by the image signal process-
ing section 16. The image signal processing section 16
decodes the image file and supplies the decoded 1image file to
the display processing section 15. The display processing
section 135 converts the decoded image file into a display
signal. As a result, a moving image or a still 1image can be
reproduced and displayed on the display section 18.

When such an image 1s recorded, the face detecting section
14 recerves 1mage data from the camera signal processing
section 13 through the image RAM 19 and executes a face
detecting process for the image data. The detected result of a
face by the face detecting section 14 1s supplied to the CPU
21.

The CPU 21 performs controls including AE, AF, and
white balance based on the detected result. The CPU 21
adjusts, for example, aperture value and white balance gain
such that the brightness and color of the detected face become
optimum. Instead, the CPU 21 can perform a control of focus-
ing on the detected face.

When an image file 1s reproduced from the storing section
17, the face detecting section 14 may receive image data that
has been decoded by the image signal processing section 16
through the image RAM 19 and execute the face detecting
process for the image data. In this case, the individual pro-
cessing blocks can perform the face detecting process 1n the
same manner as they do when an 1image 1s recorded.

Next, a face detecting method according to an embodiment
of the present mmvention will be described. The face detecting
section 14 performs the face detecting process of more accu-
rately detecting a face from 1image data. The face detecting
process includes a scaling process of changing the size of
image data that are input to the face detecting section 14 to
generate reduced or enlarged image data; a scanning process
of scanning 1image data to extract image data having a prede-
termined size; a face determining process of determining,
whether or not the extracted image data contain a face region;
an overlap determining process of determining whether or not
the 1mage data determined to contain a face region overlap
with face candidate image data; an 1dentity determining pro-
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cess of determining whether or not the image data determined
to overlap with the face candidate 1image data 1s i1dentical
thereto; a detection likelihood determining process of select-
ing a plurality of entries of image data determined to be closer
to a face region from a plurality of entries of face candidate
image data and image data determined to be 1dentical with the
face candidate 1mage data; and a detected result correcting
process of calculating the positions and sizes of the selected
entries ol 1mage data.

Next, processes performed to detect a face will be
described in details 1n the following order.

(1) Scaling process

(2) Scanning process

(3) Face determining process

(4) Overlap determining process

(5) Identity determining process

(6) Detection likelihood determining process

(7) Detected result correcting process
(1) Scaling Process

In the scaling process, captured 1mage data are reduced
(enlarged) by a predetermined reduction rate (enlargement
rate). In the following, the case of which 1mage data are
reduced in the scaling process will be described.

For example, when image data are input to the face detect-
ing section 14 through the image RAM 19, the scaling section
31 generates reduced 1image data of which the image data are
reduced by reduction rate Ar as shown 1n FIG. 3. The reduced
image data are stored 1n the image memory 32. Instead, the
scaling section 31 can reduce 1image data that are input from
the face detecting section 14 through the image RAM 19 by
another reduction rate. Instead, the scaling section 31 can also
reduce the foregoing reduced image data by the predeter-
mined reduction rate Ar.

(2) Scanming Process

In the scanning process, reduced image data are scanned by
moving a square region having a predetermined size by a
predetermined amount in the horizontal direction and by a
predetermined amount in the vertical direction to extract
square region image data.

In the 1mage memory 32, a square region having a prede-
termined size 1s moved from the upper leit end of the reduced
image data obtained 1n the scaling process by moving amount
AX 1n the horizontal direction as shown in FIG. 4 under the
control of the controller 34. When the square region 1s moved
to the right end of the reduced image data, the square region
1s returned to the left end and moved 1n the vertical direction
by moving amount Ay. Thereatter, the reduced 1image data are
scanned in the horizontal direction. By successively scanning
the reduced 1image data to the lower right end, square region
image data are successively extracted. The extracted square
region 1mage data are supplied to the face detecting core 33.

It 1s assumed that the size of the square region by which the
scanning process 1s performed 1s constant regardless of the
s1ze of image data. By changing the size of image data that are
input to the face detecting section 14 and scanning the size-
changed 1mage data by the square region having the prede-
termined size, the size of a face detected 1n the square region
1s changed and thereby the real size of the face can be
detected.

(3) Face Determining Process

In the face determining process, a predetermined calculat-
ing process 1s performed for predetermined pixels of the
square region image data extracted by the scanning process to
determine whether or not the square region 1image data con-
tain a face region.

When square region image data are extracted from the
reduced 1mage data by the scanming process, the face detect-
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ing core 33 calculates the difference of luminance values of
pre-learnt two pixels of those of the square region 1mage data
supplied from the image memory 32. In addition, the face
detecting core 33 calculates the difference of luminance val-
ues of other pre-learnt two pixels. The face detecting core 33
decides a likelihood value that represents likelihood of a face
of the square region 1image data based on the calculated dii-
terences of the luminance values. The face detecting core 33
sets a predetermined threshold value for likelithood values. It
the likelihood value of square region 1image data 1s equal to or
larger than the threshold value, the face detecting core 33
determines that the square region image data contain a face
region. IT the likelithood value 1s smaller than the threshold
value, the face detecting core 33 determines that the square
region 1image data do not contain a face region.

In the face determining process for the square region image
obtained by scanning the reduced 1image data, the position of
a face can be obtained from the reduced image data based on
the likelihood value.

FIG. 5 1s a graph showing likelihood values of square
region 1mage data in the case that the reduced 1image data are
scanned in the horizontal direction. FIG. 6 1s a graph showing
likelihood values of square region image data 1n the case that
image data are scanned in the vertical direction. As shown 1n
FIG. § and FIG. 6, the closer the square region is to the
position of the face of a person, the larger the likelihood value
of square region 1image data 1s. If the likelithood value 1s equal
to or larger than the threshold value, square region image data
are determined to contain a face region. If the likelihood value
1s smaller than the threshold value, square region image data
are determined not to contain a face region.

For example, when the reduced image data are scanned in
the horizontal direction, since the likelithood values of square
region image data F2, F3, and F4 are equal to or larger than the
threshold value as shown 1n FIG. 5, the square region image
data are determined to contain face regions as shown in FIG.
5. In contrast, since the likelthood values of square region
image data F1 and F5 are smaller than the threshold value, the
square region 1mage data are determined not to contain face
regions. In this example, since the likelihood value of square
region 1mage data F3 1s the largest in the square region image
data obtained in the scanning process, square region 1mage
data F3 are determined to be the closest to the position of the
face.

On the other hand, when the reduced image data are
scanned 1n the vertical direction, since the likelihood values
of square region image data F12, F13, and F14 are equal to or
larger than the threshold value as shown 1n FIG. 6, the square
region 1mage data are determined to contain face regions. In
contrast, since the likelithood values of square region 1image
data F11 and F15 are smaller than the threshold value, the
square region 1mage data are determined not to contain face
regions. In this example, since the likelithood value of square
region image data F13 1s the largest in the square region image
data obtained in the scanning process, square region 1mage
data F13 are determined to be the closest to the position of the
real face.

By successively performing the face determining process
for an reduced 1mage that has been reduced by reduction rate
Ar 1n the scaling process, the size of a face of the 1image data
can be obtained.

FIG. 7 1s a graph showing likelihood values of square
region 1mage data 1n the case that image data are gradually
reduced at a predetermined reduction rate. As shown in FIG.
7, the closer the size of the square region 1s to the size of the
face of a person, the larger the likelithood value of square
region 1mage data 1s. If the likelihood value 1s equal to or
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larger than the threshold value, the square region 1mage data
are determined to contain a face region. In contrast, if the
likelihood value 1s smaller than the threshold value, the image
data are determined not to contain a face region.

When 1mage data are gradually reduced in the scaling
process, since the likelithood values of square region 1image
data F22, F23, F24, and F25 are equal to or larger than the
threshold value as shown 1n FIG. 7, the square region image
data are determined to contain face regions. In contrast, since
the likelihood value of square region image data F21 1s
smaller than the threshold value, the square region image data
are determined not to contain a face region. In this example,
since the likelihood value of square region 1image data F23 1s
the largest 1n the reduced 1mage data obtained 1n the scaling
process, square region 1mage data F23 1s determined to be the
closest to the size of the face.

The peak value of a graph that represents likelihood values
depends on conditions of the face of a human. For example,
the peak value depends on the hair style of the person, pres-
ence/absence of glasses, the intensity of light emitted to the
face, and so forth.

As described 1n the section “Description of the Related
Art”, by setting moving amount Ax 1n the horizontal direction
and moving amount Ay 1n the vertical direction of the square
regions to as close to 0 as possible, setting reduction rate Ar to
as close to 1 as possible, and nearly successively scanning
image data, the detection accuracies of the position and size
of the face can be improved. However, 1if 1image data are
successively scanned, the number of times of the face deter-
mining process remarkably increases and the process time
therefore becomes huge. To solve such a problem, 1mage data
are discretely scanned such that the number of times of the
face determining process corresponds to the process time and
accuracy thereol necessary for one entry of image data.

Thus, 1n this embodiment of the present invention, the
scanning process 1s performed for a predetermined reduced
image generated 1n the scaling process and the face determin-
ing process 1s successively performed for extracted square
region 1mage data. Whenever square region image data are
determined to contain a face region, the next process, the
overlap determining process, 1s performed for the square
region 1mage data. If the square region 1mage data are deter-
mined not to contain a face region, the next square region
image data are extracted in the scanning process and the face
determining process 1s performed for the extracted square
region 1mage data.

After the face determining process has been performed for
all square region 1image data of the predetermined reduced
image, the next reduced image data are generated in the
scaling process and the scanning process 1s performed for the
generated reduced image data. Thereafter, the face determin-
ing process 1s successively performed for the extracted square
region 1mage data. By repeating the scaling process and the
scanning process a predetermined number of times 1n such a
manner, the face determining process 1s performed for the
newly extracted square region 1mage data.

(4) Overlap Determining Process

In the overlap determining process, with a face candidate
database that stores square region 1image data as face candi-
dates of image data that are input to the face detecting section
14 (these 1image data are referred to as face candidate image
data), 1t 1s determined whether or not square region image
data determined to contain a face region overlap with face
candidate image data stored in the face candidate database.

Next, the face candidate database will be described. The
face candidate database 1s stored in the image memory 32. As
shown 1in FI1G. 8, the face candidate database stores a plurality
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ol face candidates determined to contain face regions in the
face determining process, in this example, face candidate
image data that are square region image data for n face can-
didates (where n 1s any integer).

In addition, the face candidate database stores a plurality of
entries of face candidate 1mage data determined to be data
having larger likelihood values in the face determining pro-
cess for one face candidate. In this example, the face candi-
date database stores three entries of face candidate image data
having larger likelithood values for each candidate.

In each entry of face candidate image data, its likelthood
value 1s correlated with and position information and size
information of 1mage data. As position information, for
example, coordinates 1n the horizontal and vertical directions
(X and Y coordinates) of a pixel at the upper left end of the
square region are converted into those of image data captured
by reduction rate Ar. As size mformation, for example, the
numbers of pixels in the horizontal and vertical directions of
the square region are converted into those of 1image data
captured by reduction rate Ar.

For example, for face candidate 1, face candidate image
data P,, having X coordinate X, ,,Y coordinate Y, ,, s1ze S, ;.
and likelihood value 11, face candidate image data P, , having
X coordinate X,,, Y coordinate Y, size S,,, and likelithood
value 12, and face candidate image data P, , having X coor-
dinate X, ;, Y coordinateY , 5, size S, 5, and likelihood value 13
are stored. In this example, 1t 1s assumed that face candidate
image data P, ,, P,,, and P, have likelihood values 11, 12,
and 13, respectively.

If the determined result 1n the face determining process
denotes that square region image data extracted from reduced
image data contain a face region, face candidate 1mage data
having the largest likelihood value, 1n this example, face
candidate image data P, , for face candidate 1, are read from
face candidate image data for a predetermined face stored 1in
the face candidate database. Thereafter, 1t 1s determined
whether or not square region 1image data determined to be a
tace overlap with face candidate image data P, , read from the
face candidate database.

For example, a threshold value 1s set for an area of which
square region image data determined to contain a face region
overlap with face candidate image data that are read from the
face candidate database. If the overlap area 1s equal to or
larger than the threshold value, for example by 33% or larger,
it 1s determined that the square region image data determined
to contain a face region overlap with face candidate image
data that are read from the face candidate database. In con-
trast, if the overlap area 1s smaller than the threshold value, for
example by 33% or smaller, 1t 1s determined they do not
overlap.

If 1t has been determined that the square region image data
determined to contain a face region do not overlap with the
face candidate 1image data read from the face candidate data-
base, face candidate image data having the largest likelihood
value 1n face candidate 1mage data for the next face, i this
example face candidate image data P, for face candidate 2,
are read from the face candidate database. Likewise, the over-
lap determining process 1s performed for the overlap area.

Thereafter, 11 the determined result in the overlap deter-
mimng process denotes that square region 1image data deter-
mined to contain a face region do not overlap with any entry
of face candidate image data stored in the face candidate
database, the square region 1mage data determined to contain
a face region are stored as face candidate image data for a new
face candidate to the face candidate database.

If the face of a person 1s detected by scanning 1image data
while changing 1ts size, many entries of square region image
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data having different likelihood values are detected from the
face. In other words, 1n the face determining process, a thresh-
old value 1s set for likelihood values of square region 1image
data such that they have a margin. Thus, if the likelihood value
of square region 1mage data exceeds the threshold value, 1t 1s
determined that the square region 1image data be a face.

As a result, it 1s necessary to detect a correct face from
many entries of square region 1mage data that have been
detected 1n such a manner. The overlap determining process
aims to detect square region 1mage data most similar to the
face of a person 1n many entries of square region image data
detected for the face of the person.

(5) Identity Determining Process

In the identity determining process, it 1s determined
whether or not square region 1image data determined to over-
lap with face candidate 1mage data stored 1n the face candi-
date database are the same 1image data as face candidate image
data stored in the face candidate database.

I1 the determined result in the 1dentity determining process
denotes that square region 1image data determined to contain
a face region overlap with a predetermined entry of face
candidate image data stored in the face candidate database 1n
the overlap determining process, the face candidate image
data determined to overlap 1n the overlap determining process
are read from the face candidate database. As shown 1n FIG.
9A, 1denfity determination frame F30 that 1s larger than
square region F31 as face candidate image data that have been
read by M 1n the horizontal and vertical directions 1s set. It 1s
determined whether or not the square region 1mage data deter-
mined to overlap are contained in 1dentity determination
frame F30.

For example, as shown 1n FIG. 9B, if square region image
data F32 determined to overlap are contained in identity
determination frame F30, it 1s determined that square region
image data F32 determined to overlap be square region image
data for the same face as face candidate image data of square
region 1mage data F31.

For example, as shown 1n FIG. 9C, if square region image
data F33 determined to overlap are not contained 1n the 1den-
tity determination frame F30, 1t 1s determined that square
region 1mage data F33 be not square region image data for the
same face as face candidate image data of square region
image data F31 or square region image data having a low
likelihood value.

Width M of identity determination frame F30 may be
changed depending on the sensitivity of the face detecting
section 14. If the face detection accuracy of the face detecting
section 14 1s high, for example, width M 1s set to a large value.
In contrast, if the detection accuracy 1s low, for example,
width M 1s set to a small value. In other words, 1t the face
detection accuracy 1n the face determining process of the face
detecting section 14 1s high, the ability of distinguishing a
face to be determined from adjacent faces 1s high. If the face

il

detection accuracy 1n the face determining process of the face
detecting section 14 1s low, the ability of distinguishing a face
to be determined from adjacent faces 1s low. Thus, width m 1s
set to a small value to narrow the distinguishing range and
prevent an erroneous detection.

The peak value of a graph that represents likelihood values
of the face of a person represents the position and size of the
real face. For example, as shown 1n FIG. 10, 11 two persons a
and b are close together and approach their faces to each
other, the positions and sizes of persons a and b differ from
cach other. Thus, the peaks of graphs that represent likelihood
values of the faces of the persons do not overlap.

Thus, 1n the identity determinming process, by narrowing the

detected result near to the peak of a graph with the identity
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determination frame, the face of an adjacent person can be
prevented from being erroneously detected instead of the face
of a person to be determined, for example the face of person
b 1s erroneously detected 1nstead of the face of person a.

(6) Detection Likelihood Determining Process

In the detection likelihood determining process, image
data having a larger likelihood value, namely square region
image data more similar to a real face, are selected from face
candidate 1image data for a predetermined face candidate
stored 1n the face candidate database and square region 1mage
data determined to be the same as these 1image data.

All three entries of face candidate image data having larger
likelihood values for a predetermined face stored 1n the face
candidate database and three entries of square region 1mage
data having larger likelihood values are selected from four
entries of square region 1mage data of these three entries of
face candidate image data having larger likelthood values and
one entry of square region 1mage data determined to be the
same face in the identity determining process. The selected
three entries of square region image data are returned as new
face candidate 1mage data for the predetermined face to the
face candidate database. The remaining one entry of square
region 1mage data that has not been selected 1s discarded.
(7) Detected Result Correcting Process

In the detected result correcting process, a region close to a
real face region 1s detected based on three entries of face
candidate 1mage data having larger likelihood values for a
predetermined face stored 1n the face candidate database.

By setting moving amount Ax 1n the horizontal direction
and moving amount Ay in the vertical direction of a square
region by which image data that are input to the face detecting
section 14 1s scanned to as close to 0 as possible and reduction
rate Ar of 1mage data to as close to 1 as possible, detected
results of the horizontal direction, vertical direction, and
reduction rate are axially symmetrical with respect to the
peaks of graphs of likelihood values as shown in FIG. 5, FIG.
6, and FI1G. 7. In other words, 1t 1s thought that the position and
s1ze of apeak of a graph of likelihood values that represent the
position and size of a real face are obtained by calculating the
averages of all the detected results.

Thus, by calculating the averages of the positions and sizes
of three entries of square region 1mage data having larger
likelihood values, even i1f the detected results are discrete, the
position and size of a more real face can be obtained.

For example, as shown 1n FIG. 11A, 1f square region image
data F51, F52, and F53 have been stored as three entries of
face candidate image data having larger likelihood values for
a predetermined face 1n the face candidate database, these
face candidate image data are read from the face candidate
database and the averages of horizontal positions, vertical
positions, and sizes are calculated based on position informa-
tion and size information correlated with their face candidate
image data. As shown in FIG. 11B, square region F54 is
detected as a region close to a real face region based on the
calculated averages of the horizontal directions, vertical
directions, and sizes.

When the horizontal positions of square regions F51, F52,
and F53 are denoted by X .- ,, X~<,, and X .., respectively,
horizontal position X -, of square region F54 as the detected
result 1s calculated based on formula (1).

Xps4=(Xps ) +Xps 5+ Xps3)/3 (1)

When the vertical positions of square regions F51, F52, and
F53 are denoted by Y <, Y o<, and Y -5, respectively, verti-
cal positionY ..., of square region F54 as the detected result 1s
calculated based on formula (2).

(2)

Yisa=(Yes +Ypso+Yps3)/3
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When the sizes of square regions F51, F52, and F53 are
denoted by S,..,, S<,, and S ... ;, respectively, size S .., of the

square region F54 as the detected result is calculated based on
formula (3).

(3)

In the detected result correcting process, by calculating the
averages ol horizontal positions, vertical positions, and sizes

of square regions of a predetermined face based on position
information and size information correlated with three entries
ol face candidate image data having larger likelithood values
for the predetermined face stored 1n the face candidate data-
base, a region closer to the real face can be detected.

The process of calculating averages of positions and sizes
of three entries of face candidate image data for a real face 1s
performed for all face candidates stored 1n the face candidate
database. Thus, regions closer to a plurality of real faces
detected from image data that have been input can be
detected.

Next, with reference to a flow chart shown in FIG. 12, a
flow of the face detecting process of the face detecting section
14 will be described. At step S1, captured image data are input
to the face detecting section 14 through the image RAM 19.
Atstep S2, the scaling process 1s performed for the image data
that are mput to the face detecting section 14. As a result,
reduced image data of which the image data have been
reduced by predetermined reduction rate Ar are generated.
The generated reduced 1image data are stored in the image
memory 32.

At step S3, the scanning process 1s performed for the
reduced image data stored 1n the 1image memory 32. By mov-
Ing a square region having a predetermined size from the
upper left end to the lower right end of the reduced image data

by Ax 1n the horizontal direction and Ay 1n the vertical direc-
tion, square region 1mage data are extracted.

At step S4, the face determining process 1s performed for
the square region 1image data that have been extracted 1n the
scanning process. The predetermined calculating process 1s
performed for the square region image data to determine
whether or not the square region image data contain a face
region. If the determined result at step S5 denotes that the
square region image data contain a face region, the tlow
advances to step S6.

At step S6, 1t 1s determined whether or not the overlap
determining process has been performed for the square region
image data determined to contain a face region in the face
determining process and face candidate image data for all
face candidates stored 1n the face candidate database. If the
determined result denotes that the overlap determining pro-
cess has not been performed for face candidate image data for
all the face candidates, the tlow advances to step S7.

At step S7, the overlap determining process 1s performed
for square region 1mage data determined to contain a face
region 1n the face determining process to determine whether
or not square region 1mage data determined to be a face
overlap with face candidate 1mage data stored in the face
candidate database. If the determined result at step S8 denotes
that square region 1mage data determined to be a face overlap
with face candidate image data stored in the face candidate
database, the flow advances to step S9.

In contrast, 1f the determined result at step S8 denotes that
square region image data determined to contain a face region
do not overlap with face candidate image data stored 1n the
face candidate database, the flow returns to step S7 through
step S6. At step S7, the overlap determining process 1s per-

Ssa=(Sps 1+ pso+SEs3)/3
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formed for square region 1mage data determined to be a face
and the next entry of face candidate image data stored in the
tace candidate database.

At step S9, the identity determining process 1s performed
for square region 1mage data determined to overlap with face
candidate image data stored 1n the face candidate database to
determine whether or not the square region image data deter-
mined to overlap with the face candidate image data are
image data identical to face candidate image data stored 1n the
face candidate database. If the determined result at step S10
denotes that square region 1image data determined to overlap
with face candidate 1image data stored in the face candidate
database are identical to face candidate image data stored
therein 1n the identity determining process, the flow advances
to step S11.

At step S11, the detection likelihood determining process
1s performed for square region 1mage data determined to be
identical to face candidate image data stored 1n the face can-
didate database to select a predetermined number of entries of
image data having larger likelthood values from all entries of
face candidate image data for a predetermined number of face
candidates stored 1n the face candidate database and square
region image data determined to be 1dentical to face candidate
image data for the predetermined number of face candidates
stored in the face candidate database. At step S12, the selected
ones of the predetermined number of entries of image data are
overwritten as new entries of face candidate image data to the
face candidate database.

In contrast, 11 the determined result at step S6 denotes that
the overlap determining process has been performed for
square region image data determined to contain a face region
in the face determining process and all entries of face candi-
date image data stored 1n the face candidate database, the flow
advances to step S17. At step S17, the square region image
data determined to contain a face region are stored as face
candidate 1mage data for a new face candidate to the face
candidate database.

If the determined result at step SS denotes that square
region 1image data extracted 1n the scanning process do not
contain a face region or 1if the determined result at step S10
denotes that image data determined to overlap with face can-
didate 1image data stored 1n the face candidate database are not
identical to face candidate image data stored in the face can-
didate database, the flow advances to step S13.

At step S13, 1t 1s determined whether or not all regions of
reduced 1mage data generated in the scaling process have
been scanned by a square region. If the determined result at
step S13 denotes that all the regions of reduced 1mage data
have been scanned, the flow advances to step S14.

In contrast, 1f the determined result at step S13 denotes that
all the regions of an enlarged 1image or reduced 1mage gener-
ated 1n the scaling process have not been scanned, the flow
returns to step S3. At step S3, the scanning process 1s per-
tformed. Thereafter, the foregoing processes are performed
for the next square region 1mage data that have been obtained
in the scanning process.

At step S14, it 1s determined whether or not all entries
having different sizes of 1image data that have been set have
been processed. If the determined result denotes that all the
entries having different sizes of image data have been pro-
cessed, the flow advances to step S15. In contrast, 1f the
determined result denotes that all the entries having different
s1zes of 1mage data have not been processed, the tflow returns
to step S2. At step S2, the foregoing processes are performed
for enlarged or reduced 1image data.

At step S15, the detected result correcting process 1s per-
tormed for a plurality of entries of face candidate image data
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that have larger likelihood values and that are stored in the
face candidate database. The averages of positions and sizes
of faces are calculated based on formulas (1), (2), and (3). At
step S16, information about the positions and sizes of faces
obtained as detected results 1s output to the CPU 21 and the
face detecting process 1s completed.

Thus, according to this embodiment of the present inven-
tion, only a plurality of entries of square region 1mage data
having larger likelihood values for a predetermined face of
square region image data detected for the predetermined face
are stored. The averages of positions and sizes of these entries
ol square region image data are calculated and a face region 1s
detected based on the calculated results. Thus, a region closer
to a real face region can be detected as a face.

In addition, according to this embodiment of the present
invention, since 1image data detected nearly at the peak of a
graph representing likelthood values, namely nearly at the
position and with the size of the real face, 1s treated as face
candidate 1image data, another face adjacent to the face to be
determined can be prevented from being erroneously
detected. Thus, a face detection error can be decreased.

It should be understood by those skilled 1n the art that
various modifications, combinations, sub-combinations and
alternations may occur depending on design requirements
and other factors msofar as they are within the scope of the
appended claims or the equivalents thereof. For example, the
number of entries of face candidate image data for each face
candidate 1s not limited to three. In other words, the number of
entries of face candidate 1mage data can be increased or
decreased depending on the storage capacity of the image
memory 32.

Furthermore, the embodiments of the present invention are
also applicable to the cases where other objects are detected
and object recognition 1s performed. For example, the
embodiments of the present invention are applicable to vari-
ous objects, such as pets and animals including cats and dogs,
houses, and vehicles.

What 1s claimed 1s:

1. An 1image processing apparatus, comprising:

an 1mage converting section which converts a size of input
image data;

a scanning controlling section which stores the size-con-
verted 1mage data, performs a scanning process of mov-
Ing a square region having a predetermined size 1n the
size-converted 1mage data, and successively extracts
square region 1image data;

an 1mage memory which stores the square region 1image
data which have been extracted by the scanning control-
ling section; and

a face detection processing section which detects a face
region from the extracted square region image data,

wherein the image memory stores a plurality of entries of
face candidate image data containing face regions of a
plurality of face candidates, and

wherein the face detection processing section performs a
face determining process of determining whether or not
the square region 1image data contain a face region, and

wherein 1f a determined result of the face determining
process denotes that the square region 1image data con-
tain the face region, the face detection processing sec-
tion performs an 1dentity determining process of setting
an 1dentity determination frame of which a predeter-
mined width in a horizontal direction and a predeter-
mined width 1 a vertical direction are added to face
candidate image data for a predetermined face candidate
stored 1n the image memory and determining whether or
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not the square region 1mage data are contained in the
identity determination frame.

2. The image processing apparatus as set forth 1n claim 1,

wherein the face detection processing section performs an
overlap determining process of comparing face candi-
date 1mage data for the predetermined face candidate
stored 1 the 1mage memory with the square region
image data and determining whether or not these 1mage
data overlap by a predetermined area rate, and

wherein 1f a determination result of the overlap determin-
ing process denotes that the image data overlap, the face
detection processing section further performs the 1den-
tity determining process for the square region image
data.

3. The image processing apparatus as set forth in claim 2,

wherein 11 the determination result of the overlap determin-
ing process denotes that the face candidate image data
for the predetermined face candidate do not overlap with
the square region image data, the face detection process-
ing section determines whether or not the face candidate
image data for a next face candidate overlap with the
square region 1image data.

4. The image processing apparatus as set forth 1n claim 3,

wherein 11 the determined result of the overlap determining
process denotes that the face candidate image data for all
face candidates do not overlap with the square region
image data, the face detection processing section stores
the square region 1mage data as the face candidate image
data for a new face candidate to the 1mage memory.

5. The image processing apparatus as set forth 1n claim 1,

wherein position information, size information, and a like-
lihood value that represents likelihood of a face of the
face candidate 1image data are correlated with the face
candidate image data and stored in the 1mage memory.

6. The image processing apparatus as set forth in claim 5,

wherein 1f a determined result of the 1dentity determining
process denotes that the square region 1mage data are
contained in the identity determination frame, the face
detection processing section performs a detection like-
lithood determining process of selecting a predetermined
number of entries of image data having larger likelihood
values representing the likelihood of a face from the
plurality number of entries of face candidate image data
for the predetermined face candidate stored 1n the image
memory and the square region image data and stores the
selected predetermined number of entries of image data
as new face candidate image data for the predetermined
face candidate to the 1mage memory.

7. The image processing apparatus as set forth 1n claim 6,

wherein the face detection processing section performs the
detection likelihood determining process of selecting
three entries of image data having larger likelihood val-
ues from the plurality of number of entries of face can-
didate image data for the predetermined face candidate
stored 1n the image memory and the square region image
data.

8. The image processing apparatus as set forth in claim 6,

wherein the face detection processing section performs a
detected result correcting process of calculating aver-
ages ol positions and sizes of the plurality of entries of
face candidate image data based on position information
and size mformation of the plurality of entries of face
candidate image data stored in the 1mage memory.

9. An image processing method, comprising the steps of:

converting a size of input 1image data by use of an 1image
converting section;
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storing the size-converted image data to an 1mage memory,
performing a scanning process of moving a square
region having a predetermined size 1n the s1ze-converted
image data, and successively extracting square region
image data by use of a scanning control section; and

detecting a face region from the extracted square region
image data by use of a face detecting section,

wherein the 1mage memory stores a plurality of entries of
face candidate 1mage data containing face regions of a
plurality of face candidates, and

wherein the detecting step includes:

a face determining process of determining whether or not
the square region 1mage data contain a face region, and

i a determined result of the face determining process
denotes that the square region 1image data contain the
face region, anidentity determining process of setting an
identity determination frame of which a predetermined
width 1n a hornizontal direction and a predetermined
width 1n a vertical direction are added to face candidate
image data for a predetermined face candidate stored 1n
the image memory and determining whether or not the
square region 1mage data are contained in the identity
determination frame.

10. A non-transitory computer readable memory having

stored thereon an 1mage processing program which causes a
computer to execute an 1image processing method, compris-
ing the steps of:

converting a size of input image data;
storing the size-converted image data to an image memory,

performing a scanning process of moving a square
region having a predetermined size 1n the size-converted
image data, and successively extracting square region
image data; and

detecting a face region from the extracted square region
image data,

wherein the 1mage memory stores a plurality of entries of
face candidate 1mage data containing face regions of a
plurality of face candidates, and

wherein the face detection processing section includes:

a face determining process of determining whether or not

the square region 1image data contain a face region, and

1f a determined result of the face determining process
denotes that the square region 1mage data contain the
face region, an identity determining process of setting an
identity determination frame of which a predetermined
width 1n a hornizontal direction and a predetermined
width 1n a vertical direction are added to face candidate
image data for a predetermined face candidate stored 1n
the image memory and determining whether or not the
square region image data are contained in the identity
determination frame.

11. An 1mage capturing apparatus, comprising:

an 1mage capturing section which captures light from an
object and outputs a captured 1image signal;

a camera signal processing section which performs a signal
process for the captured image signal which 1s output
from the image capturing section and outputs i1mage
data; and

a Tace detecting section which performs a face detecting
process for the image data,

wherein the face detecting section includes:

an 1mage converting section which converts a size of the
image data;

a scanning controlling section which stores the size-con-
verted 1image data, performs a scanning process of mov-
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ing a square region having a predetermined size in the
size-converted 1mage data, and successively extracts
square region 1mage data;

an 1mage memory which stores the square region 1mage
data which have been extracted by the scanning control-
ling section; and

a face detection processing section which detects a face
region from the extracted square region 1image data,

wherein the image memory stores a plurality of entries of
face candidate image data containing face regions of a

plurality of face candidates, and

wherein the face detection processing section performs a
face determining process of determining whether or not
the square region 1mage data contain a face region, and

wherein 1f a determined result of the face determining
process denotes that the square region 1mage data con-
tain the face region, the face detection processing sec-
tion performs an 1dentity determining process of setting,
an 1dentity determination frame of which a predeter-
mined width in a horizontal direction and a predeter-
mined width 1n a vertical direction are added to face
candidate image data for a predetermined face candidate
stored 1n the image memory and determining whether or
not the square region 1mage data are contained 1n the
identity determination frame.

12. A controlling method of an 1mage capturing apparatus,

comprising the steps of:

capturing light from an object and outputting a captured
image signal by use of an 1image capturing section;

performing a signal process for the captured image signal
which 1s output at the 1mage capturing step and output-
ting 1image data by use of a camera signal processing
section; and

performing a face detecting process for the image data by
use of a face detecting section,

wherein the performing the face detecting step includes
steps of:

converting a size of the image data;

storing the size-converted image data to an 1mage memory,
performing a scanning process of moving a square
region having a predetermined size 1n the s1ze-converted
image data, and successively extracting square region
image data; and

detecting a face region from the extracted square region
image data,

wherein the image memory stores a plurality of entries of
face candidate image data containing face regions of a
plurality of face candidates, and
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wherein the face detection processing step includes:

a face determining process of determining whether or not
the square region 1mage data contain a face region, and

1f a determined result of the face determining process
denotes that the square region 1mage data contain the
face region, an identity determining process of setting an
identity determination frame of which a predetermined
width 1n a hornizontal direction and a predetermined
width 1n a vertical direction are added to face candidate
image data for a predetermined face candidate stored 1n
the image memory and determining whether or not the
square region 1mage data are contained in the identity
determination frame.

13. An 1mage processing apparatus, comprising:

an 1mage converting section which converts a size of input
image data;

a scanning controlling section which stores the size-con-
verted 1image data, performs a scanning process of mov-
Ing a square region having a predetermined size 1n the
size-converted 1mage data, and successively extracts
square region 1image data;

an 1mage memory which stores the square region 1image
data which have been extracted by the scanning control-
ling section; and

an object detection processing section which detects an
object region from the extracted square region image
data,

wherein the 1mage memory stores a plurality of entries of
object candidate i1mage data containing the object
regions of a plurality of object candidates, and

wherein the object detection processing section performs
an object determining process of determining whether or
not the square region image data contain a object region,
and

wherein 1 a determined result of the object determining
process denotes that the square region 1image data con-
tain the object region, the object detection processing
section performs an 1dentity determining process of set-
ting an 1dentity determination frame of which a prede-
termined width 1n a horizontal direction and a predeter-
mined width 1n a vertical direction are added to object
candidate image data for a predetermined object candi-
date stored in the image memory and determining
whether or not the square region 1mage data are con-
tained in the identity determination frame.
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