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ASYNCHRONOUS REPLICATION BY
TRACKING RECOVERY POINT OBJECTIVE

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application claims the benefit of U.S. provisional
patent application No. 61/122,579, filed on Dec. 15, 2008,
which 1s expressly incorporated herein by reference 1n its
entirety.

BACKGROUND

Disaster recovery (“DR”) 1s one of the most pressing 1ssues
faced by the storage industry today. DR generally refers to
solutions for recovering critical data and/or resuming opera-
tion of storage systems and other technology infrastructure.
Various factors may be considered when architecting a DR
solution. Examples of these factors may include Service
Level Agreements (“SLA”), meeting a tolerable Recovery
Point Objective (“RPO”), and/or meeting a tolerable Recov-
ery Time Objective (“RT0O”). Other factors may include
affordability, ease, robustness, reliability, and manageability
with respect to each particular solution.

RPO generally refers to an acceptable amount of data loss
as measured in time relative to when a disaster occurs. More
particularly, RPO may represent the point in time from which
an entity should be able to recover stored data. For example,
if an enfity establishes the RPO as four hours, the entity
should be able to recover any stored data that exists at least
four hours prior to the disaster. In other words, the entity has
established that the loss of data less than four hours old is
acceptable.

A conventional solution for recovering lost data 1n the
event ol a disaster 1s storage replication, in which data is
written to multiple storage devices across a computer net-
work. Storage replication may be performed at a desired
replication rate (1.e., the frequency at which data 1s repli-
cated), and the replication rate may be configured and
adjusted 1n order to satisiy the established RPO. For example,
a higher replication rate may correspond to a lower RPO,
while a lower replication rate may correspond to a higher
RPO. Further, a higher replication rate may result 1n a higher
number of recovery points from which an entity can recover
lost data, while a lower replication rate may result 1n a lower
number of recovery points.

Storage replication may include synchronous replication
and asynchronous replication. In synchronous replication,
when a primary storage device finishes writing a first chunk of
data, a secondary storage device must finish writing the first
chunk of data before the primary storage device can begin
writing a second chunk of data. A drawback with synchro-
nous replication 1s the latency caused when the primary stor-
age device copies the first chunk of data, transfers the first
chunk of data across the computer network, and waits for the
secondary storage device to finish writing the first chunk of
data.

In asynchronous replication, after the primary storage
device fimishes writing the first chunk of data, the primary
storage device can begin writing the second chunk of data
without waiting for the secondary storage device to finish
writing the first chunk of data. While asynchronous replica-
tion does not experience the latency of synchronous replica-
tion, a drawback of asynchronous replication 1s potential data
loss caused when the primary storage device fails before the
secondary storage device completes writing the data. This can
be particularly troublesome 1f the secondary storage device
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2

suifers any lag caused by high input/output (“I/0) load in the
primary storage device, reduced network link speed, network
link failures, and the like. In particular, as a result of the lag,
the secondary storage device may not be able to maintain the
desired replication rate, and thereby may not be able to satisty
the established RPO.

It 1s with respect to these and other considerations that the
disclosure made herein 1s presented.

SUMMARY

Technologies are described herein for skipping one or
more snapshots during a snapshot replication process 1n order
to maintain an established recovery point objective. In par-
ticular, some technologies are provided for skipping snap-
shots based on time-related parameters. Further technologies
are provided for skipping snapshots based on delta data-
related parameters.

According to one aspect presented herein, a first snapshot
1s selected after a previously replicated snapshot. A creation
time of the first snapshot is retrieved. A difference between a
current time and the creation time of the first snapshot is
computed. A determination 1s made as to whether the differ-
ence between a current time and the creation time of the first
snapshot 1s less than a recovery point objective. If the differ-
ence between a current time and the creation time of the first
snapshot 1s less than a recovery point objective, then the first
snapshot 1s replicated 1n the snapshot replicated process. If
the difference between a current time and the creation time of
the first snapshot 1s not less than a recovery point objective,
then the first snapshot 1s skipped through the snapshot repli-
cation process.

According to another aspect presented herein, a snapshot
sequence including a plurality of snapshots i1s received. A
number of delta data chunks between each snapshot 1n the
snapshot sequence 1s determined. A sum of the numbers of
delta data chunks between the snapshots in the snapshot
sequence 1s computed. A number of delta data chunks
between a first snapshot and a last snapshot in the snapshot
sequence 1s determined. A determination 1s made as to
whether the number of delta data chunks between the first
snapshot and the last snapshot in the snapshot sequence 1s
substantially less than the sum. If the number of delta data
chunks between the first snapshot and the last snapshot in the
snapshot sequence 1s substantially less than the sum, then
intermediate snapshots 1n the snapshot sequence are skipped.,
and the last snapshot in the snapshot sequence 1s replicated
through the snapshot replication process.

This Summary 1s provided to introduce a selection of con-
cepts 1n a simplified form that are further described below 1n
the Detailed Description. This Summary 1s not ntended to
identify key features or essential features of the claimed sub-
ject matter, nor 1s 1t intended that this Summary be used to
limit the scope of the claimed subject matter. Furthermore,
the claimed subject matter 1s not limited to implementations
that solve any or all disadvantages noted 1n any part of this
disclosure.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a network architecture diagram of a storage rep-
lication system configured to implement embodiments of a
novel asynchronous replication solution described herein, in
accordance with some embodiments:

FIG. 2 1s a diagram showing the operation of the time-
based module, in accordance with some embodiments:
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FIG. 3 1s ablock diagram showing the operation of the delta
data-based module 1n accordance with some embodiments:

FIG. 4 1s a diagram showing an 1llustrative configuration
and arrangement of the storage resource management chart,
in accordance with some embodiments:

FIG. 5 1s a flow diagram showing aspects of a method
provided herein for skipping snapshots during a snapshot
replication process based on time-related parameters, in
accordance with some embodiments:

FIG. 6 1s a flow diagram showing aspects of a method
provided herein for skipping snapshots during a snapshot
replication process based on delta data-related parameters, in
accordance with some embodiments; and

FI1G. 7 1s a computer architecture diagram showing aspects
of an 1llustrative computer hardware architecture for a com-
puting system capable of implementing aspects of the
embodiments presented herein.

DETAILED DESCRIPTION

The following detailed description 1s directed to technolo-
gies for skipping one or more snapshots during a snapshot
replication process 1n order to maintain an established recov-
ery point objective, 1n accordance with some embodiments.
As used herein, a “snapshot” refers to a record of the data on
a data volume as 1t existed at a particular point in time. In an
example implementation, a storage replication solution may
take a snapshot of a first data volume. Upon taking the snap-
shot, the storage replication solution may transfer the snap-
shot to a second data volume over a network. The storage
replication solution may then write the snapshot into the
second data volume, thereby replicating the snapshot. Upon
writing the snapshot into the second data volume, the storage
replication solution may take an additional snapshot of the
second data volume. The storage replication solution can then
transier the additional snapshot to a third data volume. This
snapshot replication solution can continue for additional data
volumes as desired.

The storage replication solution may take multiple snap-
shots of the first data volume at a predefined schedule or under
the direction of an administrator. The storage replication solu-
tion may then replicate the snapshots through synchronous or
asynchronous replication. In the event of a disaster that cor-
rupts the first data volume, the administrator can restore the
first data volume based on at least one of the replicated snap-
shots. A greater number of replicated snapshots may provide
a greater number of recovery points ifrom which the admin-
istrator can restore the first data volume.

In some implementations, the storage replication solution
may 1mplement snapshot-assisted replication. In snapshot-
assisted replication, the storage replication solution may gen-
erate an 1nitial snapshot of the first data volume and replicate
the 1mitial snapshot on the second data volume. When the
storage replication solution generates each additional snap-
shot following the 1mitial snapshot, the storage replication
solution does not replicate the entire additional snapshot on
the second data volume. Instead, the storage replication solu-
tion replicates only delta data (i.e., the block-level ditfer-
ences) between each additional snapshot and the immediate
preceding snapshot. Thus, the delta data may include new
data and modified data, but might not include old data that
remains the same. By implementing snapshot-assisted repli-
cation, the storage replication solution can significantly
reduce the amount of data that needs to be replicated.

While the subject matter described herein 1s presented in
the general context of program modules that execute 1n con-
junction with the execution of an operating system and appli-
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cation programs on a computer system, those skilled 1n the art
will recognize that other implementations may be performed
in combination with other types of program modules. Gener-
ally, program modules include routines, programs, compo-
nents, data structures, and other types of structures that per-
form particular tasks or implement particular abstract data
types. Moreover, those skilled 1n the art will appreciate that
the subject matter described herein may be practiced with
other computer system configurations, including hand-held
devices, multiprocessor systems, microprocessor-based or
programmable consumer electronics, minicomputers, main-
frame computers, and the like.

In the following detailed description, references are made
to the accompanying drawings that form a part hereof, and
which are shown by way of 1illustration, specific embodi-
ments, or examples. Referring now to the drawings, 1n which
like numerals represent like elements through the several
figures, FIG. 1 shows an illustrative network architecture
diagram of a storage replication system 100 configured to
implement embodiments of a novel asynchronous replication
solution described herein. In particular, the storage replica-
tion system 100 includes a primary storage server 102 and a
secondary storage server 104 coupled via a network 106.
Although only two storage servers 102, 104 are illustrated in
FIG. 1, it should be appreciated that the storage replication
system 100 may implement additional storage servers.

As 1illustrated 1n FIG. 1, the primary storage server 102
includes a data storage unit 108, a primary replication module
110, an information life cycle management (“I1LM”) module
112, and a storage resource management (“SRM”) module
114. The data storage unit 108 may store data 116, multiple
snapshots including an initial snapshot 118 and an additional
snapshot 120, and delta data 122. The primary replication
module 110 may mnclude a time-based module 130 and a delta
data-based module 132. The SRM module 114 may be con-
figured to provide an SRM chart 124. Also as illustrated 1n
FIG. 1, the secondary storage server 104 includes a secondary
replication module 126 and a data storage unit 128. Although
not so 1llustrated in FI1G. 1, the secondary replication module
126 may also implement at least a portion of the time-based
module 130 and/or the delta data-based module 132. The data
storage unit 128 may store data, including the 1nitial snapshot
118 and the delta data 122, corresponding to the snapshot
replication process performed by the primary replication
module 110 and the secondary replication module 126. As
used herein, a snapshotis “replicated” 1f the entire snapshot or
the corresponding delta data has been written to the data
storage unit 128.

According to some embodiments, the primary replication
module 110 may take the initial snapshot 118 of the data 116.
Upon taking the initial snapshot 118, the primary replication
module 110 may transier the initial snapshot 118 to the sec-
ondary storage server 104 over the network 106. The second-
ary replication module 126 may receive the initial snapshot
118 and write the 1n1tial snapshot 118 to the data storage unit
128. After the taking the initial snapshot 118, the primary
replication module 110 may take additional snapshots, such
as the additional snapshot 120. Upon taking the additional
snapshot 120, the primary replication module 110 may gen-
crate the delta data 122 identifying the block-level differences
between the immediately preceding snapshot (1n this case, the
initial snapshot 118) and the additional snapshot 120. For
example, the delta data 122 may include new data and modi-
fied data, but might not include old data that remains the
same. The primary replication module 110 may then transfer
the delta data 122, instead of the entire additional snapshot
120, to the secondary storage server 104 over the network
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106. The secondary replication module 126 may receive the
delta data 122 and write the delta data 122 to the data storage
unit 128.

According to some embodiments, the primary replication
module 110 may take snapshots, such as the initial snapshot
118 and the additional snapshot 120, at a predefined schedule
or upon the direction of an administrator. For the sake of
illustration, in the embodiments described herein, the primary
replication module 110 1s adapted to take snapshots at regular
intervals. For example, 11 the primary replication module 110
1s configured to take snapshots every two hours and the 1nitial
snapshot 118 1s taken at 8 AM, then the primary replication
module 110 may take additional snapshots at 10 AM, 12 PM,
2 PM, eftc.

In asynchronous replication, the primary replication mod-
ule 110 may take snapshots according to the predefined
schedule i1rrespective of whether the secondary replication
module 126 has completed replicating the preceding snap-
shot. In order to satisfy an established RPO, the secondary
replication module 126 may be required to replicate snap-
shots at a replication rate that 1s within an established RPO. In
order to create additional recovery points, the secondary rep-
lication module 126 may take and replicate snapshots at a
greater replication rate than necessary for satistying the RPO.
For example, when the established RPO 1s four hours, the
primary replication module 110 may take and replicate snap-
shots every two hours. A greater number of recovery points
may provide an administrator a greater number of states from
which the administrator can restore the data 116.

When the storage replication system 100 1s operating prop-
erly, the snapshots are taken and replicated at a replication
rate that satisfies the RPO. However, 1n some cases, the sec-
ondary replication module 126 may experience lag whereby
the secondary replication module 126 cannot replicate the
snapshots at a replication rate that satisfies the established
RPO. The lag may be caused by I/O load in the primary
storage server 102, reduced network link speed on the net-
work 106, intermittent link failures on the network 106, and
the like. If the secondary storage server 104 cannot replicate
the snapshots at a replication rate that satisfies the RPO, then
an administrator will not be able to restore the data 116 to a
state within the RPO.

According to embodiments described herein, the primary
replication module 110 can mitigate the effects of the lag by
selectively skipping the replication of some snapshots. In
particular, the time-based module 130 may be adapted to
selectively skip the replication of one or more snapshots
based on time-related parameters. Further, the delta data-
based module 132 may be adapted to selectively skip the
replication of one or more snapshots based on delta data-

related parameters. The operation of the time-based module
130 and the delta data-based module 132, along with the ILM

module 112 and the SRM module 114, will be described 1n
greater detail below with respect to FIGS. 2-6.

Referring now to FIG. 2, additional details regarding the
operation of the time-based module 130 will be described
according to some embodiments. As 1llustrated in FIG. 2, a
diagram 200 shows a replication sequence between the pri-
mary storage server 102 and the secondary storage server 104
across the network 106. In particular, the diagram 200
includes a timeline 202, a first portion 204, a transier portion
206, and a second portion 208. The timeline 202 shows the
time when actions are performed within the first portion 204,
the transter portion 206, and the second portion 208. The first
portion 204 shows actions performed by the primary replica-
tion module 110, and the second portion 208 shows actions
preformed by the secondary replication module 126. The

5

10

15

20

25

30

35

40

45

50

55

60

65

6

transier portion 206 shows data transiers across the network
106 between the primary replication module 110 and the
secondary replication module 126.

According to some embodiments, the primary replication
module 110 may be adapted to take snapshots at regular
intervals. In the example 1llustrated in FIG. 2, the primary
replication module 110 takes snapshots 1n two hour intervals.
For example, the primary replication module 110 takes the
initial snapshot 118 at 8 AM and additional snapshots 120A.-
120F at 10 AM, 12 PM, 2 PM, 4 PM, and 8 PM, respectively.
Upon taking the initial snapshot 118 at 8 AM, the primary
replication module 110 transfers the imitial snapshot 118 to
the secondary storage server 104. The secondary replication
module 126 then receives the 1nitial snapshot 118 and com-
pletes writing the nitial snapshot 118 to the data storage unit
128 at 11 AM, resulting 1n areplication lag of three hours (1.e.,
11 AM-8 AM). Asused herein, the “replication lag” refers the
difference between the time that the primary replication mod-
ule 110 takes the snapshot and the time that the secondary
replication module 126 completes replicating the snapshot.

In the example illustrated 1n FIG. 2, the primary replication
module 110 takes the first additional snapshot 120A at 10
AM. Aspreviously described, the primary replication module
110 may transfer corresponding first delta data 122A, rather
than transfer the entire first additional snapshot 120A. The
first delta data 122A may represent the block-level differ-
ences between the 1imitial snapshot 118 and the first additional
snapshot 120A. Upon taking the first additional snapshot
120A at 10 AM, the primary replication module 110 transfers
the first delta data 122 A to the secondary storage server 104.
The secondary replication module 126 then recerves the first
delta data 122 A and writes the first delta data 122 A to the data
storage unit 128 at 3 pm, resulting in a replication lag of five
hours (1.e., 3 PM-10 AM).

The primary replication module 110 further takes the sec-
ond additional snapshot 120B at 12 PM. The second delta
data 122B represents the differences between the second
additional snapshot 120B and the first additional snapshot
120A. Upon taking the second additional snapshot 120B, the
primary replication module 110 transiers the second delta
data 122B to the secondary storage server 104. The secondary
replication module 126 then receives the second delta data
1228 and writes the second delta data 122B to the data stor-
age unit 128 at 7 pm, resulting in a replication lag of seven
hours (1.e., 7 PM-12 PM). The additional snapshots 120C-
120F may correspond to additional delta data 122C-120F
transierred from the primary storage server 102 to the sec-
ondary storage server 104 and written to the data storage unit
128 and later points (not shown) along the timeline 202.

As 1llustrated 1in FIG. 2, the replication lag continues to
grow Ifrom three hours to five hours to seven hours. As the
replication lag increases, the secondary replication module
126 might not sustain a replication rate that satisfies the
established RPO. For example, 1f the RPO 1s four hours and
the data storage unit 108 becomes damaged at 5 PM, an
administrator should be able to recover the state of the data no
later than at 1 PM. However, 1n the example illustrated in FIG.
2, an administrator can only recover the state of the data 116
at 10 AM through the first delta data 122A. Although the
primary replication module 110 has taken the third additional
snapshot 120C at 2 PM, which 1s within the RPO of four
hours, the secondary replication module 126 has not written
the corresponding third delta data 122C to the data storage
unit 128 by 5 PM due to lag.

In order to address the reduced replication rate caused by
lag, the time-based module 130 may be adapted to selectively
skip one or more snapshots based on the creation time of a
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snapshot and the current time after the immediately preceding
snapshot 1s replicated. In some embodiments, the time-based
module 130 may operate as follows. For the sake of illustra-
tion, snapshots may be represented by vanable S, where a
subscript 1identifies a particular snapshot. Thus, the initial
snapshot 118 may be represented by variable S, , and the
additional snapshots 120A-120F may be represented by vari-
ables S ., S -, S ., S .. S o, S . respectively. The
creation time for each snapshot S may be represented by
variable Tc, where a subscript corresponds to a particular
snapshot. Thus, the creation times corresponding to the initial
snapshot 118 and the additional snapshots 120A-120F may
be represented by vanables Tc,, Tc, ., Tc,__,, Tc, 5, Tc, 4,
Tc, .-, Tc, ., respectively. The current time after the imme-
diately preceding snapshot 1s replicated may be represented
by variable Tcurr.

The time-based module 130 may decide whether to skip a
given snapshot based on the difference between the current
time after the immediately preceding snapshot 1s replicated
(heremaftter referred to simply as “current time”) and the
creation time ol a given snapshot. Each snapshot may be
incrementally evaluated starting with the first snapshot fol-
lowing the immediately preceding snapshot that 1s replicated.
In particular, the first difference between the current time and
the creation time of a first evaluated snapshot may be com-
puted. If the first difference 1s less than the established RPO,
then the first evaluated snapshot 1s replicated by the second-
ary replication module 126. If the first difference 1s greater
than the established RPO, then a second difference between
the current time and the creation time of a second evaluated
snapshot 1s computed. If the second difference 1s less than the
established RPO, then the second evaluated snapshot 1s rep-
licated by the secondary replication module 126. ITthe second
difference 1s greater than the established RPO, then a third
difference between the current time and the creation time of a
third evaluated snapshot 1s computed. The time-based mod-
ule 130 can repeat this process for additional snapshots until
the computed difference 1s less than the established RPO.

The difference between the current time after the immedi-
ately preceding snapshot 1s replicated and the creation time
for an evaluated snapshot may be represented by the variable
Td, where a subscript corresponds to a particular snapshot.

Thus, the differences 1d, _,, Td ., Td __5, Td _.,Td .., and

FI+2° Fi4+5
Td,,, ¢ may correspond to snapshots S,_,,, S, .5, S,.3, S, 4.

S, <, S respectively. The difference Td may be computed
by the following formula: Td=Tcurr-Tc.

As 1llustrated 1n FIG. 2, the mitial snapshot 118 (S, ) has a
corresponding creation time (Ic, ) at 8 AM. When the sec-
ondary replication module 126 replicates the initial snapshot
118 (S, ), the current time (T'curr) 1s 11 AM. The time-based
module 130 then makes a determination as to whether the first
difference (Td, . ,) 1s less than established RPO. In this case,

the first ditference (Td, . ;) 1s one hour, where 'Td, _,=Tcurr—

p+1

Tc, . ,orTd =11 AM-10 AM. The first ditterence (Td__ )
of one hour 1s less than the established RPO of four hours. As
a result, the secondary replication module 126 may replicate
the first additional snapshot 120A (S, _ ;) by writing the cor-
responding first delta data 122A to the data storage unmit 128.
When the secondary replication module 126 replicates the
first additional snapshot 120A (S, _ ), the current time (T'curr)
1s 3 PM. The time-based module 130 then makes a determi-
nation as to whether the second difference (Td, . ,) 1s less than
the established RPO. In this case, the second difference
(1d, _,)1s three hours, where'1d,_.=Tcurr-Tc,_ ,orTd,  ,=3
PM-12 PM. The second difference (1d, . ,) of three hours 1s
less than the established RPO of four hours. As a result, the

secondary replication module 126 may replicate the second
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additional snapshot120B (S, . ,) by writing the corresponding
second delta data 122B to the data storage unit 128.

When the secondary replication module 126 replicates the
second additional snapshot 120B (S, _,), the current time
(Tcurr) 1s 7 PM. The time-based module 130 then makes a
determination as to whether the third difference (Td, _ ;) 1s
less than the established RPO. In this case, the third difference
(Td, ) 1s five hours, where Td,_,=Tcurr-Tc,_; or Td, =7
PM-2 PM. The tthd difterence (Td, _,) of five hours 1s
greater than the established RPO of four hours. As aresult, the
time-based module 130 may skip the third additional snap-
shot 120C (S, | ;) and evaluate the next incremental snapshot,
which 1s the fourth additional snapshot 120D (S, . ,). The
time-based module 130 then makes a determination as to
whether the fourth difference (Td, _ ) 1s less than established
RPO. In this case, the fourth difference (Td, _ ,) 1s three hours,
where Td _  =Tcurr-Tc,__,orTd L 4=7PM-4 PM. The fourth
difference (Td, ) of three hours is less than the established
RPO of four hours. As a result, the secondary replication
module 126 may replicate the fourth additional snapshot
120D (S, ,) by writing the corresponding delta data 122D to
the data storage unit 128, thereby skipping the third additional
snapshot 120C (S, _ ,).

In another example (not illustrated 1n FIG. 2), when the
secondary replication module 126 replicates the second addi-
tional snapshot 120B (S, _,), the current time (Tcurr) 1s 9 PM.
The time-based module 130 then makes a determination as to
whether the third ditterence (Td, ;) 1s less than the estab-
lished RPO. In this case, the third difference (1d, ;) 1s seven

hours, where Td, _,=Tcurr-Tc, _, or Td _ ,=9 PM-2 PM. The

Fi43

third difference (Td, ) of seven hours 1s greater than the
established RPO of four hours. As a result, the time-based
module 130 may skip the third additional snapshot 120C
(S, .s) and evaluate the next incremental snapshot, which 1s
the fourth additional snapshot 120D (S, ).

The time-based module 130 then makes a determination as
to whether the fourth difference (1d, . .) 1s less than estab-
lished RPO. In this case, the fourth difference (Td, _ ) 1s five
hours, where Td, _ ,=Tcurr-Tc¢,_ ,or'Td +4—9 PM-4 PM. The
fourth difterence (Td _,) of ﬁve hours 1s greater than the
established RPO of four hours. As a result, the time-based
module 130 may skip the fourth additional snapshot 120D
(S, .,) and evaluate the next incremental snapshot, which 1s
the fifth additional snapshot 120E (S, ). The time-based
module 130 then makes a determination as to whether the fifth
difference (Td, . ) 1s less than established RPO. In this case,
the fifth difference (Id _, .) 1s three hours, where
Td  .=Tcurr-Tc, . or Td, =9 PM-6 PM. The fiith differ-

5

ence (1d, | ) of three hours 1s less than the established RPO of
four hours. As a result, the secondary replication module 126
may replicate the fifth additional snapshot 120E (S, ) by
writing the corresponding fifth delta data 122E to the data

storage unit 128, thereby skipping the third additional snap-
shot 120C (S,  .) and the fourth additional snapshot 120D

(Sn+4)'

Referring now to FIG. 3, additional details regarding the
operation of the delta data-based module 132 will be
described according to some embodiments. As illustrated 1n
FIG. 3, a diagram 300 shows three snapshots 302A-302C of
the data 116 taken at sequential intervals along the timeline
202. For example, the first snapshot 302A may be taken at 2
AM, the second snapshot 302B may be taken at 4 AM, and the
third snapshot 302C may be taken at 6 AM. The diagram 300
turther includes a key 304 that identifies types 306A-306D of
chunks.

As used herein, a “chunk™ or “block™ may refer to a seg-
ment of the data 116. The first type 306A of data 1s a new

Fi+3
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chunk. A new chunk of data refers to a segment of data that 1s
not found in previously-taken snapshots. The second type
306B of data 1s an overwritten chunk. An overwritten chunk

refers to a segment of data that has been modified more than

once (i.e., frequently modified data). The third type 306C of >

data 1s a modified chunk. A modified chunk refers to a seg-
ment of data that 1s modified for the first time (i.e., just
modified data). The fourth type 306D of data 1s an old chunk.
An old chunk refers to a segment of data that remains the

same.
As shown 1n FIG. 3, the first snapshot 302A 1ncludes a first

chunk 312A, a second chunk 314A, a third chunk 316A, a
fourth chunk 318A, a fifth chunk 320A, and a sixth chunk
322A. The first chunk 312A, the third chunk 316A, and the
fourth chunk 318A are modified chunks. The second chunk
314A and the fifth chunk 320A are old chunks. The sixth
chunk 322 A 1s a new chunk.

The second snapshot 302B includes a first chunk 312B,
second chunk 314B, a third chunk 3168, a fourth chunk
318B, a fifth chunk 320B, a sixth chunk 322B, and a seventh
chunk 324B. The first chunk 312B, the second chunk 314B,
the third chunk 316B, the fourth chunk 318B, the fifth chunk
320B, and the sixth chunk 322B correspond to the first chunk
312A, the second chunk 314A, the third chunk 316A, the
fourth chunk 318A, the fifth chunk 320A, and the sixth chunk
322A, respectively. The first chunk 312B, the second chunk
314B, the fourth chunk 318B, and the sixth chunk 322B are
modified chunks. The fifth chunk 320B 1s an overwritten
chunk. The third chunk 316B 1s an old chunk. The seventh
chunk 324B 1s a new chunk.

The third snapshot 302C includes a first chunk 312C, sec-
ond chunk 314C, a third chunk 316C, a fourth chunk 318C., a
fifth chunk 320C, a sixth chunk 322C, a seventh chunk 324C,
and an eighth chunk 326C. The first chunk 312C, the second
chunk 314C, the third chunk 316C, the fourth chunk 318C,
the fifth chunk 320C, and the sixth chunk 322C correspond to
the first chunk 312A, the second chunk 314 A, the third chunk
316A, the fourth chunk 318A, the fifth chunk 320A, and the
sixth chunk 322A, respectively. The first chunk 312C, the
fourth chunk 318C, the fifth chunk 320C, and the sixth chunk
322C are modified chunks. The second chunk 314C and the
seventh chunk 324C are overwritten chunks. The third chunk
316C 1s an old chunk. The eighth chunk 326C 1s a new chunk.

According to some embodiments, the delta data-based
module 132 may operate as follows. The delta data-based
module 132 may evaluate snapshots following the 1mmedi-
ately preceding snapshot that 1s replicated. In the example
illustrated in FI1G. 3, the first snapshot 302A 1s the last snap-
shot that 1s replicated. The delta data-based module 132 may
evaluate snapshots following the first snapshot 302A, such as
the second snapshot 302B and the third snapshot 302C, that
have been created up to the current time. As used herein, a
“snapshot sequence” refers to the set of evaluated snapshots.

In this example, the snapshot sequence includes the first snap-
shot 302A, the second snapshot 302B, and the third snapshot

302C.

(iven the snapshot sequence, the delta data-based module
132 may 1dentity the number of delta data chunks between
cach snapshot in the snapshot sequence. The delta data-based
module 132 may further 1dentify the number of delta data
chunks between the first snapshot in the snapshot sequence
and the last snapshot in the snapshot sequence. As used
herein, the “delta data” refers to the new data, the overwritten
data, and the modified data, but does not include the old data.
In some embodiments, the ILM module 112 may identify the

delta data in the snapshots 302A-302C.
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For example, the delta data-based module 132 may identify
the number of delta data chunks between the first snapshot
302A and the second snapshot 302B. In this case, the delta
data-based module 132 may identify six delta data chunks
(1.e., the first chunk 312B, the second chunk 314B, the fourth
chunk 318B, the fifth chunk 320B, the sixth chunk 322B, and

the seventh chunk 324B) between the first snapshot 302 A and
the second snapshot 302B. The delta data-based module 132

may also i1dentily the number of delta data chunks between
the second snapshot 302B and the third snapshot 302C. In this
case, the delta data-based module 132 may identily seven

delta data chunks (1.¢., the first chunk 312C, the second chunk
314C, the fourth chunk 318C, the fifth chunk 320C, the sixth
chunk 322C, the seventh chunk 324C, and the eighth chunk
326C) between the second snapshot 302B and the third snap-
shot 302C. The delta data-based module 132 may further
identily the number of delta data chunks between the first
snapshot 302A (1.e., the first snapshot 1n the snapshot
sequence) and the third snapshot 302C (i.e., the last snapshot
in the snapshot sequence). In this case, the delta data-based
module 132 may identily seven delta data chunks (i.e., the
first chunk 312C, the second chunk 314C, the fourth chunk
318C, the fifth chunk 320C, the sixth chunk 322C, the seventh
chunk 324C, and the eighth chunk 326C) between the first
snapshot 302A and the third snapshot 302C.

Upon identifying the number of delta data chunks between
cach snapshot 1n the snapshot sequence and between the first
snapshot in the snapshot sequence and the last snapshot in the
snapshot sequence, the delta data-based module 132 then
computes the sum of the numbers of delta data chunks
between the snapshots. In this example, the delta data-based
module 132 identified six delta data chunks between the first
snapshot 302A and the second snapshot 302B and seven delta
data chunks between the second snapshot 302B and the third
snapshot 302C. Thus, the sum of the numbers of delta data
chunks between the snapshots 302A-302C 1s thirteen (i.e.,
13=6+7). The delta data-based module 132 then compares the
number of delta data chunks between the first snapshot 302A
and the third snapshot 302C and the sum of the numbers of
delta data chunks between the snapshots 302A-302C. If the
number of delta data chunks between the first snapshot 302 A
and the third snapshot 302C 1s substantially less than the sum
of the numbers of delta data chunks between the snapshots
302A-302C, then the intermediate snapshots, such as the
second snapshot 302B, can be skipped. If the number of delta
data chunks between the first snapshot 302A and the third
snapshot 302C 1s not substantially less than the sum of the
numbers of delta data chunks between the snapshots 302A-
302C, then the mntermediate snapshots are not skipped.

In this example, the delta data-based module 132 may
determine that seven delta data chunks (1.e., the number of
delta data chunks between the first snapshot 302A and the
third snapshot 302C) 1s substantially less than the than thir-
teen delta data chunks (1.e., the sum of the numbers of delta
data chunks between the Snapshots 302A-302C). The delta
data-based module 132 may determine whether the number
of delta data chunks between the first snapshot 302A and the
third snapshot 302C 1s substantially less than the sum of the
numbers of delta data chunks between the snapshots 302A-
302C based on a suitable threshold. For example, the thresh-
old may be a percentage, where the delta data-based module
132 may determine whether the number of delta data chunks
between the first snapshot 302 A and the third snapshot 302C
1s less than the sum of the numbers of delta data chunks

between the snapshots 302A-302C by at least the threshold
percentage. Other mathematical constructs may be similarly
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utilized. The threshold may be configured according to any
suitable criteria, such as reducing the replication lag.

Referring now to F1G. 4, additional details will be provided
regarding the configuration and arrangement of the SRM
chart 124, 1n accordance with some embodiments. The SRM
module 114 may be adapted to collect information regarding
data growth, system performance, memory usage, and the
like. The SRM module 114 may collect this information at
various levels of replication, including local snapshot cre-
ation and remote snapshot creation. The SRM module 114
may provide this information in the form of the SRM chart
124 1n order to assist an administrator in monitoring and
managing storage servers more efficiently. For example, the
SRM chart 124 may provide imnformation regarding replica-
tion rate, the type of delta data between the snapshots, net-
work bandwidth, network traffic, volume growth, and the
like. Through the SRM chart 124, the adminmistrator can deter-
mine whether the configured replication solution meets the
requirements of a given disaster recovery plan.

As 1llustrated 1 FIG. 4, a simplified SRM chart 124 1s
shown including various fields. A first field 402 A shows infor-
mation regarding whether the established RPO 1s achieved. A
second field 402B shows information regarding the amount of
data replicated. A third field 402C shows information regard-
ing the amount of de-duped data (1.e., duplicate data that has
been removed). A fourth field 402D shows information
regarding the amount of compressed data during replication.
A fifth field 402E shows information comparing actual data,
de-duped data, and compressed data during replication. A
sixth field 402F shows information regarding link usage. A
seventh field 402G shows information regarding the number
of link failures. An eighth field 402H shows information
regarding link failure duration. A ninth field 4021 shows 1nfor-
mation regarding usage ol adaptive compression.

The fields 402A-4021 may be updated 1n the SRM chart
124 when a remote snapshot i1s created in the secondary
storage server 104. The following additional information may
also be collected and displayed when a local snapshot is
created in the primary storage server 102. A ninth field 402]
may show the total number of chunk writes in the local
snapshot. A tenth field 402K may show the number of over-
written chunks 1n the local snapshot. An eleventh field 402L
may show the number of modified chunks 1n the local snap-
shot. A twellth field 402M may show the number of new
chunks 1n the local snapshot.

It should be appreciated that that the fields 402A-402M are
merely examples and are not intended to be limiting. In par-
ticular, the SRM chart 124 may include more or less fields
depending on the particular implementation. The SRM chart
124 may be configured and arranged 1n any suitable format.
Further, the ficlds 402 A-402M may display any suitable mul-
timedia, including text, images, audio, video, and combina-
tions thereof.

Referring now to FIGS. 5 and 6, additional details will be
provided regarding the operation of the time-based module
130 and the delta data-based module 132. In particular, FIG.
5 15 a flow diagram 1illustrating aspects of a method provided
herein for skipping one or more snapshots during a snapshot
replication process based on time-related parameters. FIG. 6
1s a flow diagram illustrating aspects of a method provided
herein for skipping one or more snapshots during a snapshot
replication process based on delta data-related parameters.
The time-based module 130 and the delta data-based module
132 may operate separately or 1n conjunction, depending on
the particular implementation.

It should be appreciated that the logical operations
described herein are implemented (1) as a sequence of com-
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puter implemented acts or program modules running on a
computing system and/or (2) as interconnected machine logic
circuits or circuit modules within the computing system. The
implementation 1s a matter of choice dependent on the per-
formance and other requirements of the computing system.
Accordingly, the logical operations described herein are
referred to variously as states, operations, structural devices,
acts, or modules. These operations, structural devices, acts,
and modules may be implemented 1n software, in firmware, 1n
special purpose digital logic, and any combination thereof. It
should be appreciated that more or fewer operations may be
performed than shown in the figures and described herein.
These operations may also be performed 1n a different order
than those described herein.

Reterring to FIG. 5, a routine 500 may be performed by the
time-based module 130. The routine 500 begins at operation
502, where the time-based module 130 selects the first snap-
shot after the previously replicated snapshot. In one example,
aiter the initial snapshot 118 1s replicated, the first additional
snapshot 120A 1s the first snapshot after the previously rep-
licated snapshot (1.e., the mitial snapshot 118). In another
example, after the first additional snapshot 120A 1s repli-
cated, the second additional snapshot 120B 1s the first snap-
shot after the previously replicated snapshot (1.e., the first
additional snapshot 120A). When the time-based module 130
selects the first snapshot after the previously replicated snap-
shot, the routine 500 proceeds to operation 504.

At operation 504, the time-based module 130 retrieves the
creation time of the selected snapshot. The routine 500 then
proceeds to operation 506, where the time-based module 130
computes the difference between the current time and the
creation time of the selected snapshot. At operation 508, the
time-based module 130 then determines whether the differ-
ence 1s greater than the established RPO. If the difference 1s
greater than the established RPO, then the routine 500 pro-
ceeds to operation 510, where the time-based module 130
selects the next incremental snapshot. The routine 500 then
proceeds back to operation 504, where the time-based module
retrieves the creation time of the newly selected snapshot. It
the difference 1s less than the established RPO, then the rou-
tine 500 proceeds to operation 512, where the time-based
module 130 replicates the selected snapshot.

Reterring to FIG. 6, a routine 600 may be performed by the
delta data-based module 132. The routine 600 begins at
operation 602, where the delta data-based module 132
receives a snapshot sequence. An example snapshot sequence
may include the snapshots 302A-302C. The routine 600 then
proceeds to operation 604, where the delta data-based module
132 determines the number of delta data chunks between each
snapshot in the snapshot sequence. For example, 1n the snap-
shot sequence that includes the snapshots 302A-302C, the
delta data-based module 132 may determine the number of
delta data chunks between the first snapshot 302A and the
second snapshot 302B and the number of delta data chunks
between the second snapshot 302B and the third snapshot
302C. When the delta data-based module 132 determines the
number of delta data chunks between each snapshot 1n the
snapshot sequence, the routine 600 proceeds to operation
606.

At operation 606, the delta data-based module 132 com-
putes the sum of the numbers of delta data chunks between the
snapshots in the snapshot sequence. The routine 600 then
proceeds to operation 608, where the delta data-based module
132 also determines the number of delta data chunks between
the first snapshot and the last snapshot in the snapshot
sequence. At operation 610, the delta data-based module 132
then determines whether the number of delta data chunks
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between the first snapshot and the last snapshot 1s substan-
tially less than the sum. For example, the threshold may be a
percentage, where the delta data-based module 132 may
determine whether the number of delta data chunks between
the first snapshot and the last snapshot 1s less than the sum by
the threshold percentage.

If the delta data-based module 132 determines that the
number of delta data chunks between the first snapshot and
the last snapshot 1s substantially less than the sum, then the
delta data-based module 132 proceeds to operation 612,
where the delta data-based module 132 replicates the last
snapshot in the sequence and skips the intermediate snapshots
in the snapshot sequence. For example, in the snapshot
sequence that includes the snapshots 302A-302C, the delta
data-based module 132 may skip the second snapshot 302B
and replicate the third snapshot 302C. 11 the delta data-based
module 132 determines that the number of delta data chunks
between the first snapshot and the last snapshot 1s not sub-
stantially less than the sum, then the delta data-based module
132 proceeds to operation 614, where the delta data-based
module 132 replicates the snapshots in the snapshot sequence
under the normal replication process.

FI1G. 7 and the following discussion are intended to provide
a brief, general description of a suitable computing environ-
ment 1 which the embodiments described herein may be
implemented. In particular, FIG. 7 shows an exemplary stor-
age system 700 including two storage computers, or storage
controllers 702A, 702B (also referred to herein as storage
controller 702). Examples of the storage controller 702
include the primary storage server 102 and the secondary
storage server 104. Each storage controller 702 includes a
baseboard, or “motherboard,” which 1s a printed circuit board
to which a multitude of components or devices may be con-
nected by way of a system bus or other electrical communi-
cation paths. In one 1illustrative embodiment, one or more
central processing units (“CPUs”") 704 operate 1n conjunction
with a chipset 706. The CPUs 704 are standard programmable
processors that perform arithmetic and logical operations
necessary for the operation of the storage controller 702.

The CPUs 704 perform the necessary operations by tran-
sitioning from one discrete, physical state to the next through
the manipulation of switching elements that differentiate
between and change these states. Switching elements may
generally include electronic circuits that maintain one of two
binary states, such as flip-tlops, and electronic circuits that
provide an output state based on the logical combination of
the states of one or more other switching elements, such as
logic gates. These basic switching elements may be combined
to create more complex logic circuits, including registers,
adders-subtractors, arithmetic logic units, floating-point
units, and the like.

The chipset 706 provides an interface between the CPUs
704 and the remainder of the storage controller 702. The
chipset 706 also provides an interface to a random access
memory (“RAM”) 708 used as the main memory in the stor-
age controller 702. The chipset 706 also includes functional-
ity for providing network connectivity through a network
controller 710, such as a gigabit Ethernet adapter. The net-
work controller 710 1s capable of connecting the storage
controllers 702 A, 702B to each other as well as to other client
computers 712 acting as imitiators of I/O operations over a
network 106. The network 106 may be an Ethernet or
(Gigabyte Ethernet LAN, a fiber ring, a fiber star, wireless,
optical, satellite, a WAN, a MAN, or any other network tech-
nology, topology, protocol, or combination thereof.

According to embodiments, each storage controller 702 A,
702B 1s connected to a number of physical storage devices,
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such as physical disks 720A-720E (also referred to herein as
physical disks 720) shown 1n FIG. 7. The physical disks 720

provide the data storage capacity required for the storage
controller 702 to store data and service IO operations 1niti-
ated by the client computers 712 over the network 106. A disk
controller 718 allows the storage controller 702 to communi-
cate with the physical disks 720 connected to the storage
controller. According to one embodiment, the disk controller
718 may interface with the physical disks 720 through a serial

attached SCSI (“SAS”) interface. In other embodiments, the

disk controller 718 may 1nterface with the physical disks 720
utilizing a serial advanced technology attachment (“SATA™)
interface, a fiber channel (“FC”) interface, or other standard
interface for physically connecting and transferring data
between computers and physical storage devices.
According to embodiments, the physical disks 720 may be
connected to the storage controller 702 through a bus 722 that
allows the disk controller 718 to communicate with the disks.
In one embodiment, the physical and electrical structure of
the bus 722 may be based upon the storage bridge bay
(“SBB”) specification. The SBB specification defines
mechanical, electrical, and low-level enclosure management
requirements for a single enclosure that supports the connec-
tion of multiple storage controllers 702 as well as multiple
physical disks 720 from a variety of hardware and system
vendors. The SBB mid-plane provides the bus 722 that allows
multiple storage controllers 702A, 702B to be connected to
and communicate with the physical disks 720 concurrently.
In addition, the SBB mid-plane bus 722 provides facilities
for the storage controllers 702A, 702B to commumnicate with
cach other via the SAS, SATA, or FC interface implemented
on the bus. According to embodiments, the disk controller
718 15 capable of utilizing multiple point-to-point communi-
cation channels, or ports 724 A, 7248, to communicate with
other devices over the SBB bus 722. For example, the disk
controller 718 may utilize one or more ports 724 A to com-
municate with each physical disk 720 across the bus 722,
while utilizing a separate port 724B to communicate across
the bus with the other storage controller 702. As will be
described 1n more detail below, the disk controller 718 may
only be capable as operating as either an “initiator” or a
“target” 1n regard to each port 724A, 724B, but may be
capable of operating as an 1nitiator on one port 724 A while
simultaneously operating as a target on another port 724B.
The storage controller 702 may store data on the physical
disks 720 by transforming the physical state of the disks to
reflect the information being stored. The specific transforma-
tion of physical state may depend on various factors, 1n dif-
ferent implementations of this description. Examples of such
factors may include, but are not limited to, the technology
used to implement the physical disks 720, whether the physi-
cal disks are characterized as primary or secondary storage,
and the like. For example, the storage controller 702 may
store data to the physical disks 720 by 1ssuing instructions to
the disk controller 718 to alter the magnetic characteristics of
particular locations within the physical disk drives. These
transformations may also include altering the physical fea-
tures or characteristics of other media types, including alter-
ing the retlective or refractive characteristics of a particular
location 1n an optical storage device, or modilying the elec-
trical characteristics of a particular capacitor, transistor, or
other discrete component 1 a solid-state storage device.
Other transformations of physical media are possible without
departing from the scope and spirit of the present description,
with the foregoing examples provided only to facilitate this
discussion. The storage controller 702 may further read infor-
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mation from the physical disks 720 by detecting the physical
states or characteristics of one or more particular locations
within the devices.

In addition to the physical disks 720 described above, the
storage controller 702 may have access to other computer-
readable storage medium to store and retrieve information,
such as program modules, data structures, or other data. It
should be appreciated by those skilled 1n the art that com-
puter-readable storage media can be any available media that
can be accessed by the storage controller 702. By way of
example, and not limitation, computer-readable storage
media may include volatile and non-volatile, removable and
non-removable media implemented 1n any method or tech-
nology. Computer-readable storage media includes, but 1s not
limited to, RAM, ROM, EPROM, EEPROM, tlash memory
or other solid-state memory technology, CD-ROM, DVD,
HD-DVD, BLU-RAY, or other optical storage, magnetic cas-
settes, magnetic tape, magnetic disk storage or other mag-
netic storage devices, or any other medium which can be used
to store the desired information and which can be accessed by
the storage controller 702.

The computer-readable storage media may store an oper-
ating system (not shown) utilized to control the operation of
the storage controller 702. According to one embodiment, the
operating system comprises the LINUX operating system.
According to another embodiment, the operating system
comprises the WINDOWS® SERVER operating system
tfrom MICROSOFT Corporation of Redmond, Wash. Accord-
ing to further embodiments, the operating system may com-
prise the UNIX or SOLARIS operating systems. It should be
appreciated that other operating systems may also be utilized.

The computer-readable storage media may store other sys-
tem or application programs and data utilized by the storage
controller 702. In one embodiment, the computer-readable
storage medium may be encoded with computer-executable
instructions that, when loaded into the storage controller 702,
may transform the computer system from a general-purpose
computing system into special-purpose computer capable of
implementing the embodiments described herein. The com-
puter-executable instructions may be encoded on the com-
puter-readable storage medium by altering the electrical,
optical, magnetic, or other physical characteristics of particu-
lar locations within the media. These computer-executable
instructions transform the storage controller 702 by specity-
ing how the CPUs 704 transitions between states, as
described above. According to one embodiment, the storage
controller 702 may have access to computer-readable storage
media storing computer-executable instructions that, when
executed by the computer system, perform the routines for
skipping one or more snapshots during a snapshot replication
process, as described in greater detail above with reference to
FIGS. 1-6.

The chipset 706 may also provide an interface to a com-
puter-readable storage medium such as a ROM 726 or
NVRAM for storing a firmware that includes program code
containing the basic routines that help to startup the storage
controller 702 and to transfer information between elements
within the storage controller. The ROM 726 or NVRAM may
also store other software components necessary for the opera-
tion of the storage controller 702 1n accordance with the
embodiments described herein. It will be appreciated that the
storage controller 702 might not include all of the compo-
nents shown in FI1G. 7, may include other components that are
not explicitly shown in FIG. 7, or may utilize an architecture
completely different than that shown in FIG. 7.

Based on the foregoing, 1t should be appreciated that tech-
nologies for skipping one or more snapshots during a repli-
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cation process are presented herein. In particular, the snap-
shots may be skipped based on time-related parameters or
delta data-related parameters. Although the subject matter
presented herein has been described in language specific to
computer structural features, methodological acts, and com-
puter readable media, 1t 1s to be understood that the invention
defined 1n the appended claims 1s not necessarily limited to
the speciific features, acts, or media described herein. Rather,
the specific features, acts and mediums are disclosed as
example forms of implementing the claims.
The subject matter described above 1s provided by way of
illustration only and should not be construed as limiting.
Various modifications and changes may be made to the sub-
ject matter described herein without following the example
embodiments and applications illustrated and described, and
without departing from the true spirit and scope of the present
invention, which 1s set forth in the following claims.
What 1s claimed 1s:
1. A computer-implemented method for skipping snap-
shots during a snapshot replication process, the computer-
implemented method comprising computer-implemented
operations for:
11 a basis for skipping snapshots 1s time-related, skipping
snapshots based on time-related parameters includes:
selecting a first snapshot created subsequently to a pre-
viously replicated snapshot, the previously replicated
snapshot comprising at least a portion of a snapshot
created prior to the first snapshot;

retrieving a creation time of the first snapshot;

computing a time difference between a current time and
the creation time of the first snapshot;

determining whether the time difference between the
current time and the creation time of the first snapshot
1s less than a recovery point objective;

in response to determining that the time difference
between the current time and the creation time of the
first snapshot 1s less than the recovery point objective,
replicating the first snapshot 1n the snapshot replica-
tion process; and

in response to determining that the time difference
between the current time and the creation time of the
first snapshot 1s not less than the recovery point objec-
tive, skipping the first snapshot through the snapshot
replication process;
11 a basis for skipping snapshots 1s delta-data related, skip-
ping snapshots based on delta data-related parameters
includes:
receiving a snapshot sequence including a plurality of
snapshots;

determining a number of delta data chunks between each
snapshot 1n the snapshot sequence;

computing a sum of the numbers of delta data chunks
between the snapshots in the snapshot sequence, the
delta data chunks comprising new data and modified
data and excluding old data that remains the same;

determining a number of delta data chunks between a
first snapshot and a last snapshot in the snapshot
sequence;

determining whether the number of delta data chunks
between the first snapshot and the last snapshot in the
snapshot sequence 1s less than a threshold percentage
of the sum of the numbers of delta data chunks
between the snapshots 1n the snapshot sequence; and

in response to determining that the number of delta data
chunks between the first snapshot and the last snap-
shot 1n the snapshot sequence 1s less than the thresh-
old percentage, skipping intermediate snapshots 1n
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the snapshot sequence and replicating the last snap-
shot 1n the snapshot sequence through the snapshot
replication process.

2. The computer-implemented method of claim 1, wherein
skipping the first snapshot through the snapshot replication
Process COmprises:

selecting a next snapshot incrementally following the first

snapshot;

retrieving a creation time of the next snapshot;

computing a time difference between the current time and

the creation time of the next snapshot;

determining whether the time difference between the cur-

rent time and the creation time of the next snapshot 1s
less than the recovery point objective;

in response to determining that the time difference between

the current time and the creation time of the next snap-
shot 1s less than the recovery point objective, replicating
the next snapshot through the snapshot replication pro-
cess; and

in response to determining that the time difference between

the current time and the creation time of the next snap-
shot 1s not less than the recovery point objective, skip-
ping the next snapshot through the snapshot replication
pProcess.

3. The computer-implemented method of claim 1, wherein
the current time comprises a current time when the previously
replicated snapshot 1s replicated.

4. The computer-implemented method of claim 1, wherein
cach of the snapshots reflects data as 1t existed on one or more
data volumes at a particular point 1n time.

5. The computer-implemented method of claim 1, wherein
one or more of the snapshots 1s taken 1n regular intervals.

6. The computer-implemented method of claim 1, wherein
one or more of the snapshots 1s taken under direction of an
administrator.

7. The computer-implemented method of claim 1, wherein
replicating the first snapshot through the snapshot replication
process comprises replicating delta data between the first
snapshot and the previously replicated snapshot.

8. The computer-implemented method of claim 1, the com-
puter-implemented method comprising computer-imple-
mented operations for:

providing a storage resource management chart adapted to

display information regarding data replication rate.

9. The computer-implemented method of claim 1, wherein
the snapshot sequence comprises at least the first snapshot
taken at a given time, a second snapshot taken after the first
snapshot, and a third snapshot taken after the second snap-
shot; and wherein skipping intermediate snapshots 1n the
snapshot sequence and replicating the last snapshot 1n the
snapshot sequence through the snapshot replication process
comprises skipping the second snapshot and replicating the
third snapshot in the snapshot sequence.

10. The computer-implemented method of claim 1,
wherein each of the snapshots comprises a copy of a data
volume at a given point 1n time.

11. The computer-implemented method of claim 1,
wherein skipping intermediate snapshots in the snapshot
sequence and replicating the last snapshot in the snapshot
sequence through the snapshot replication process comprises
replicating the delta data between the first snapshot and the
last snapshot 1n the snapshot sequence.

12. The computer-implemented method of claim 1, the
computer-implemented method comprising computer-imple-
mented operations for:
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providing a storage resource management chart adapted to
display information regarding network bandwidth, net-
work traffic, and volume growth.

13. A system for skipping snapshots during a snapshot
replication process, the system comprising:

a processor; and

a memory i commumnication with the processor, the

memory having stored therein a time-based replication
module and a delta data-based replication module
executable by the processor, wherein:

the time-based replication module 1s configured to

select a first snapshot created subsequently to a previ-
ously replicated snapshot, the previously replicated
snapshot comprising at least a portion of a snapshot
created prior to the first snapshot,

retrieve a creation time of the first snapshot,

compute a time difference between a current time and
the creation time of the first snapshot,

determine whether the time difference between the cur-
rent time and the creation time of the first snapshot 1s
less than a recovery point objective,

in response to determining that the time difference
between the current time and the creation time of the
first snapshot 1s less than the recovery point objective,
replicate the first snapshot 1n the snapshot replication
process, and

in response to determining that the time difference
between the current time and the creation time of the
first snapshot 1s not less than the recovery point objec-
tive, skip the first snapshot through the snapshot rep-
lication process; and

the delta data-based replication module 1s configured to

receive a snapshot sequence including a plurality of
snapshots,

determine a number of delta data chunks between each
snapshot 1n the snapshot sequence,

compute a sum of the numbers of delta data chunks
between the snapshots in the snapshot sequence, the
delta data chunks comprising new data and modified
data and excluding old data that remains the same,

determine a number of delta data chunks between a first
snapshot and a last snapshot in the snapshot sequence,

determine whether the number of delta data chunks
between the first snapshot and the last snapshot in the
snapshot sequence 1s less than a threshold percentage
of the sum of the numbers of delta data chunks
between the snapshots 1n the snapshot sequence, and

in response to determining that the number of delta data
chunks between the first snapshot and the last snap-
shot 1n the snapshot sequence 1s less than the thresh-
old percentage, skip intermediate snapshots 1n the
snapshot sequence and replicate the last snapshot in
the snapshot sequence through the snapshot replica-
tion process.

14. The system of claim 13, wherein to skip the first snap-
shot through the snapshot replication process, the time-based
replication module 1s further configured to

select a next snapshot incrementally following the first

snapshot,

retrieve a creation time of the next snapshot,

compute a time difference between the current time and the

creation time of the next snapshot,

determine whether the time difference between the current

time and the creation time of the next snapshot 1s less
than the recovery point objective,

in response to determining that the time difference between

the current time and the creation time of the next snap-
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shot 1s less than the recovery point objective, replicate
the next snapshot through the snapshot replication pro-
cess, and

in response to determining that the time difference between
the current time and the creation time of the next snap-

shot 1s not less than the recovery point objective, skip the

next snapshot through the snapshot replication process.

15. The system of claim 13, wherein the snapshot sequence
comprises at least the first snapshot taken at a given time, a
second snapshot taken after the first snapshot, and a third
snapshot taken after the second snapshot; and wherein skip-

20

ping intermediate snapshots in the snapshot sequence and
replicating the last snapshot in the snapshot sequence through
the snapshot replication process comprises skipping the sec-
ond snapshot and replicating the third snapshot in the snap-
shot sequence.

16. The system of claim 13, wherein the current time com-
prises a current time when the previously replicated snapshot
1s replicated.
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