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(57) ABSTRACT

The application concerns a method for invoking a communi-
cation service that 1s realized by means of a peer of a peer-
to-peer system, the method comprising the step of identifying
a peer hosting the communication service and mvoking the
communication service by means of a distributed directory,
where the distributed directory carrying entries that enable a
client to invoke the communication service, the method fur-
ther comprising the step of identifying an alternative peer
hosting an alternative communication service in case the
identified peer or the communication service 1s unavailable,
where the distributed directory carrying entries that enable a
client to 1nvoke the alternative communication service. And
the application concerns a computer software product and a
telecommunication system for providing communication ser-
vices corresponding to the method.
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METHOD AND APPARATUS FOR
IDENTIFYING AN ALTERNATIVE PEER
HOSTING AN ALTERNATIVE
COMMUNICATION SERVICE

BACKGROUND OF THE INVENTION

N
=P
47

The mmvention 1s based on a priority application
07301123.1 which i1s hereby incorporated by reference.

This application concerns a method for invoking a com-
munication service that 1s realized by means of a peer of a
peer-to-peer system, a soltware product and a telecommuni-
cation system therefor.

Lowest operational expenditure conversational and col-
laboration/community services over Internet and overlay net-
works like voice or multimedia conferencing, instant messag-
ing, push-to-talk, or any kind of information sharing for
carriers like internet service providers, network service pro-
viders or even telecommunication service providers 1s highly
demanded.

This target 1s reached by mimimum centralized infrastruc-
ture like peer-to-peer networks need the ability to provide,
find and starting value added services. For massively used
services like TeleVoting with a high end server in back or
often used services like voice-mailbox which need a long
online time 1t 1s not possible to deploy them in such low cost
networks, as there are no automatism and mechanisms
defined yet to deploy and integrate them.

In this domain the International Patent Application No.
WO 2005/009019 discloses a peer-to-pee telephone system
comprising a plurality of identical end-users and a commu-
nication structure through which one or more end-users are
connectable for communication purposes. This system 1s dis-
tinguished 1n that the communication structure 1s substan-
tially de-centralized with regard to communication route
switching therein for connecting said one or more end-users.

Peer-to-peer (P2P) computing promises to be the paradigm
with mindshare sufficient to push a number of interesting
distributed computing technologies from the shadows into the
spotlight.

The use of P2P computing 1s not limited to decentralize
communication clients as in WO 2005/009019. P2P 1s begin-

ning to look like the paradigm with a large enough slice of

mindshare to move a number of promising technologies from
the wings into the limelight. Peer-to-peer computing didn’t
spring into existence in its current form. Rather, 1t 1s the child
of a number of different parents. First and most important,
P2P computing 1s the natural result of decentralizing trends 1n
soltware engineering intersecting with available technology.
From an engineering perspective, the trend over the last
decade, driven by forces such as enterprise application inte-
gration, has clearly been away from monolithic systems and
toward distributed systems. This trend was inhibited some-
what by the ease ol managing centralized applications, but the
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growth of the Internet, followed by the rise 1n importance of 55

business to business transactions, made full-scale distributed
computing a business necessity. Intersecting this trend 1s the
growth 1n the availability of powerful networked computers
and mexpensive bandwidth. To be effective, P2P computing
requires the availability of numerous, interconnected peers.
P2P computing 1s a subset of distributed computing. The
name “peer-to-peer”’ suggests an egalitarian relationship
between peers and, more importantly, suggests direct inter-
actions between peers. P2P applications consist of a number
ol peers, each performing a specific role in the P2P network,

in communication with each other. Typically, the number of

peers 1s large and the number of different roles 1s small. These
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two factors explain why most P2P applications are character-
1zed by massive parallelization in function. The best example
1s the Gnutella network, which consists of a large number of
essentially 1dentical peers. In P2P applications, the interest-
ing problems lie 1n the interaction between the peers and, to a
lesser extent, in the peers themselves.

SUMMARY OF THE INVENTION

The problems to be solved by P2P computing overlap to a
considerable degree with the problems faced in distributed
computing—coordinating and monitoring the activities of
independent nodes and ensuring robust, reliable communica-
tion between nodes.

An overview of P2P technique 1s given by http://www.we-
bopedia.com/DidYouKnow/Internet/2005/peer to peer.asp or
by http://en.wikipedia.org/wiki/Peer-to-peer. The central

problem of resource resolution 1s for mstant 1s dealt 1n the
U.S. Pat. No. 7,136,927.

Technical problem that has to be solved 1s to realize the
initially mentioned highly reliable telecommunication infra-
structure with less infrastructure dedicated hardware compo-
nents by means ol peer-to-peer techniques.

This problem 1s solved by a method for invoking a com-
munication service that 1s realized by means of a peer of a
peer-to-peer system. The method comprising the step of 1den-
tifying a peer hosting the communication service and mvok-
ing the communication service by means of a distributed
directory, where the distributed directory 1s carrying entries
that enable a client to invoke the communication service. And
the method comprises the further step of 1dentifying an alter-
native peer hosting an alternative communication service in
case the idenftified peer or the communication service 1s
unavailable, where the distributed directory also carries
entries that enable a client to 1nvoke the alternative commu-
nication service.

The problem 1s solved inter alia by a computer software
product for providing communication services that are real-
1zed by means ol a peer ol a peer-to-peer programming
means, where the peer-to-peer programming means COmpris-
ing a distributed directory for identilying a peer hosting a
communication service and where the peer-to-peer program-
ming means comprising communication means for imvoking
the communication service, where the distributed directory
carrying entries that enable a client to invoke the communi-
cation service, where the peer-to-peer programming means
comprising identification means for identifying an alternative
peer hosting an alternative communication service 1n case the
peer or the communication service 1s unavailable, where the
distributed directory carrying entries that enable a client to
invoke the alternative communication service.

And the problem 1s solved by a telecommunication system
for providing communication services that are realized by
means of a peer of a peer-to-peer programming means, where
the peer-to-peer programming means comprising a distrib-
uted directory for identifying a peer hosting a communication
service and where the peer-to-peer programming means Com-
prising communication means for imnvoking the communica-
tion service, where the distributed directory carrying entries
that enable a client to 1nvoke the communication service,
where the peer-to-peer programming means comprising iden-
tification means for identitying an alternative peer hosting an
alternative communication service in case the peer or the
communication service 1s unavailable, where the distributed
directory carrying entries that enable a client to invoke the
alternative communication service.
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It 1s also noticed that a main part of the solution 1s a
telecommunication service system providing a communica-
tion service that 1s realized by means of a peer of a peer-to-
peer programming means, where the peer-to-peer program-
ming means comprising a distributed directory for
identifying a peer hosting a communication service and
where the peer-to-peer programming means cComprising com-
munication means for imvoking the communication service,
where the distributed directory carrying entries that enable a
client to invoke the communication service, where the peer-
to-peer programming means comprising identification means
for identitying an alternative peer hosting an the alternative
communication service in case the peer or the communication
service 1s unavailable, where the distributed directory carry-
ing entries that enable a client to 1nvoke the alternative com-
munication service.

In other words the main 1dea is to re-use the distributed
dictionary of a peer-to-peer platform to select alternative
services. That means that a distributed hashing technique 1s
used for locating and selecting a service and reusing the build
in redundancy mechanisms as fallback for a service alloca-
tion. This could be done without deep modifications of the
underlying data structure, since only entries, 1.e. resource
identifiers, are augmented. Usually such a data structure
maintains redundancy resources for a service. This basic prin-
ciple 1s broken and instead of the redundancy peer an alter-
native peer providing an alternative service 1s identified. This
1s a mix-up between routing protocol and service invocation.

This approach has several advantages. The main feature 1s
the simple and reliable services provision by means of a
peer-to-peer network. Service peers enhance peer-to-peer
networks for distinguished service fallback chains.

To implement such a peer-to-peer service control structure
requires no additional network resources. Peer nodes and
algorithms of the peer-to-peer network can be easily re-used
for topics like backup, redundancy, and reliability. That
allows service providers to reduce operational expenditure
and capital expenditures for service infrastructure.

Technically the network resources will be used more effi-
cient through the distributed directory.

Administratively, service providers can easily introduce
and provide services in peer-to-peer networks. Service peers
enhance peer-to-peer networks for users who want to have
special services, e€.g. voice mailbox 1n a voice over Internet
protocol system. Service providers do not need additional
network resources. At least 1s a service provider enabled to
add dedicated resources at the suitable locations of the peer-
to-peer routing topology, so that they can be invoked as alter-
native service. They can still reuse peer nodes and mecha-

nisms and algorithms of the peer-to-peer network for topics
like backup, redundancy and reliability.

BRIEF DESCRIPTION OF THE DRAWINGS

The mvention will be described by example using a Chord
topology but can be realized using any directory mechanism.

FI1G. 1 shows a telecommunication system according to the
invention with an additional alternative service (with an addi-
tional direct keep-alive)

FIG. 2 1llustrates the method of accessing an additional
alternative service, according to the mvention

FIG. 3 shows a telecommunication method according to
the invention with an additional direct keep-alive link

FI1G. 4 shows the integration of a telecommunication ser-
vice according to the ivention
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4

FIG. 5 shows telecommunication system according to the
invention after the integration of a telecommunication system
according to the invention

FIG. 6 shows the context of a service scenario 1n a tele-
communication system according to the imvention

FIG. 7 shows a forwarding scenario by means of a proxy in
a telecommunication system according to the invention

FIGS. 8 and 9 show a forwarding scenario by means of a
back-to-back user agent (B2BUA) 1n a telecommunication
system according to the invention

FIGS. 10, 11, 12 and 13 show a forwarding scenario by
means of a moved temporarily signaling 1n a telecommuni-
cation system according to the invention

Today’s automatisms and mechanisms are based on central
instances, which are called when a peer wants to have and use
services. State of the art for a service-oriented architecture 1s
first to lookup at a central service directory, like a universal-
description-discovery-and-integration (UDDI), and second
to invoke the service at a server of the service provider.

There are no distribution mechanisms besides the service
hosting like the dictionaries of a peer-to-peer network. In
today’s telecommunication networks there 1s usually a cen-
tral lookup mstances and central service instances to provide,
find and 1nvoke services. Central instances need a suited
maintenance concept with topics like redundancy, reliability,
etc.

To get rid of such topics 1t 1s advantageous to distribute
these 1nstances 1n a structured peer-to-peer network. There-
fore 1t needs to introduce mechanisms and automatisms to
provide, find and invoke services and service chains. Hence a
service provider needn’t to look for own-hosted central ser-
vice 1stances. Services are automatically integrated in the
peer-to-peer network and inherent redundancy and reliability
concepts and mechanisms can be used.

The deployment of so-called value added services enhance
the use of peer-to-peer networks and 1s of great interest of a
service provider. For example 1n a voice over Internet proto-
col telephone network 1t 1s essential to have a voice mailbox
or other supplementary services, see http://de.wikipedia.org/
wiki/ Vermittlungstechnische_Ieistungsmerkmale.

A so-called service peer, 1.e. a peer hosting a service, intro-
duces such value added services in peer-to-peer networks.
The service peer 1s an instance where the services are pro-
vided and run. Services are for example to represent the user
with a voice mailbox if the user 1s oftline, or to decide which
instance of a user should be called and therefore where should
the call be routed.

This service peer gets the position in the peer-to-peer topol-
ogy, e.g. 1n a Chord ring, where also the backup of a user
runs—preferably as a backup or redundancy peer. The illus-
trated examples use the Chord algorithm, where aredundancy
peer, 1.¢. the peer suited to host an alternative service, also
known as the service peer, 1s located previous to the node for
which the service should run.

In other structured peer-to-peer networks the service peer
might be located somewhere else, but preferably at the posi-
tion where usually a backup of nodes 1s located. These posi-
tions 1n the ring are responsible for redundancy information
and therefore automatically responsible 1 a node or user
crashes or disappears.

An additional alternative service could exchange user and
service information in place of arequested service invocation.
A service peer detects 1tself when a service should be started.
A caller, 1.e. aclient or a peer 1n a client role, intents to invoke
a dedicated service. This service, or to be more precise, a
description of that service, 1s used to look up and 1dentity the
peer hosting this service. If the identified peer disappears



US 8,326,917 B2

S

another, a so-called redundancy peer 1s usually 1dentified for
providing this service; or the service imvocation 1s simply

denied. In such a situation, when an i1dentified peer has
become invalid, according to the invention another alternative
service 1s olfered. The peer-to-peer system 1s able to recog-
nize that a peer has disappeared by simply detecting that there
1s no response within a certain time limit. Then, the redun-
dancy peer 1s looked-up for identifying a fallback peer. The
trick 1s now that this fallback peer, which might be a redun-
dancy peer does not provide the requested service, but a
service alternative. That 1s a service having an appropriate
interface but providing a different functionality. This func-
tionality acts like an exception handler a catches the excep-
tional situation. The service design 1s such that exceptional
situations ofler appropriate service alternatives.

An nteresting feature of such a peer-to-peer service system
1s that a service or a peer can specily the alternative service
itself, 1.e. determine at runtime the alternative service or peer.
Hence a peer 1s 1n the position to define a service fallback
chain.

This technique 1s 1llustrated 1n advance by means of the
Chord algorithm. Here the peers are arranged as an oriented
ring with shortcuts, where the redundancy peer and also the
tallback peer 1s a neighbor peer with respect to the ring.

If a successor ping in the ordered ring fails, the service peer
detects that the peer 1s down or disappeared, and the service
peer has to start the chosen service.

DETAILED DESCRIPTION OF THE DRAWINGS

Suppose the scenario shown 1n FIG. 1. There 1s a peer-to-
peer system shown by the ring of circles, which are the peers.
The peers comprise four certain peers:

A peer Peer_1 1n the client role, called Alice.

A peer Peer_2 carrying the relevant part of a distributed

hash table, called DHT Peer.

A peer Peer_3 hosting a service.

A peer Peer_4, called Bob, hosting a service to be invoked

by the client Alice.

The peer Peer_3 hosting the service 1s a neighbor of the
peer Bob, hosting the service to be invoked by the client. The
part of distributed hash table caries the resource location
information, 1.e. “Bob 1s at Peer 4, service of Bob 1s at
Peer 3.

FI1G. 2 shows how a service invocation works. Suppose the
peer Alice 1n the client role intends to reach the peer Bob
hosting the requested service. The peer Bob hosting the
requested service has disappeared from the peer-to-peer sys-
tem shown by the X. Since the peer Alice in the client role 1s
absolute unaware about the presence of the requested service.
The peer-to-peer system provides a distributed dictionary that
carries 1nformation to locate the requested service. That
means 1n a first step the peer Alice 1n the client role causes a
look up 1 1n the dictionary for the requested service Bob. The
peer Peer_4 hosting a service to be mmvoked by the client
Alice. In advance the peer Peer_3 hosting an alternative ser-
vice 1s 1dentified, at least implicitly by a redundancy peer.

When the service Bob 1s mvited or requested the peer-to-
peer system becomes aware that the peer Peer_4 hosting this
service 1s unavailable. But there 1s a catch, namely the peer
Peer_3 hosting the alternative service. And this alternative
service will be automatically invoked instead of invoking the
originally requested service.

FIG. 3 shows how a peer Peer_3 hosting an alternative
service 1s integrated into the peer-to-peer system. The peer
Peer_4 hosting the service Bob should be enhanced by the
tallback additional service hosted at a newly introduced peer
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6

Peer_3. The peer Peer_4 hosting the service Bob establishes
direct keep-alive link. This 1s an independent link of the
underlying peer-to-peer topology. This imndependent link 1s
used to integrate the newly introduced peer Peer_3 at the right
position 1nto the peer-to-peer topology. In advance the peer-
to-peer directory, here a distributed hash table, 1s updated by
the entry indication the alternative service for the service Bob
by simply patching the entry of the peer Peer_4 hosting the
service Bob. It should be noted that this 1s indeed possible by
this peer Peer_4, by simply looking up 1ts own position and
patching the entry.

FIG. 4 shows the next step of the integration into the
peer-to-peer topology. The peer Peer_3 hosting the alterna-
tive service joins previous to the peer Peer 4 hosting the
service Bob to become a fallback service for service Bob, e.g.
as soon as direct keep-alive ping crashes or as soon as the
service Bob 1s unavailable. Thus arriving at the scenario
shown 1n FIG. 2, where automatic routing of Alice’s request
will be inherently routed by means of the peer-to-peer system
to the peer Peer_3 hosting the alternative service.

FIG. 5 illustrates that even when there are multiple
instances of Bob service at different peers Peer_4 and Peer_3
cach of the peers Peer_4 and Peer_3 has its own directory
entry. Hence the service Bob could have different alternative
services. In the shown example only the service Bob hosted
on the peer Peer_4 has an alternative service, like shown and
explained 1n the previous figures. The second instance of
service Bob hosted on the peer Peer_5 has no alternative
service as 1t could be inferred on the part of the distributed
hashing table that 1s shown 1n the figure.

FIG. 6 shows the configuration illustrated i FIG. 5 1n
action. The client Alice intends to mnvoke service Bob hosted
on peer Peer_4. Peer_4 1s disappeared but there 1s an alterna-
tive service hosted on peer Peer_3 that 1s available and the
system catches this alternative service using the redundancy
mechanism or an explicit entry 1n the dictionary. This alter-
native service could even, as illustrated refer to the service
Bob hosted on peer Peer_5. That means the exception catch-
ing service could be used to delegate or forward invocations
or to translate and convert service invocations.

For a telecommunication system where the peers corre-
spond to end user appearances, 1.e. communication clients,
the alternative service could for instance forward a call to
another chosen istance of Bob. Bob and Alice are in such a
scenario representing the presence of a user.

Thus a user Bob that has his communication client not
longer hosted on the peer Peer_4 could forward imncoming
calls to the Peer_4 by an alternative service comprising a
script that determines Bob’s presence and forwards the calls
correspondingly.

In another application scenario the alternative service
could for instance record the call by means of an answer
machine mmplementation and could mmform Bob by an
instance message. So the user Alice can leave a message for
Bob at a voice mailbox implemented by the alternative ser-
vice and Bob gets an instant message for an incoming voice
mail.

In the mentioned scenario an INVITE could not reach the
service peer but the system compensates this by the alterna-
tive service that starts the voice mailbox of Bob. The succes-
sor ping 1s an inherent used mechanism by a peer-to-peer
system, which can be used for starting a service. In all other
peer-to-peer algorithms such “keep-alive” links can be
reused.

It 1s even possible to realize the service outside the peer-
to-peer environment. In case the service peer 1s not part of the
peer-to-peer network, an additional keep-alive link indepen-
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dent of any peer-to-peer algorithm between service peer and
peer has to be introduced. In such case the service peer checks
always the keep-alive link and in case 11 1t fails the service
peer joins 1n this part of the ring where the crashed peer was
located and then can start the service.

Thereby the service peer instance has not always to be
present 1n the network like 1n the first case. A service instance
1s only needed when the service 1s needed. Services are for
example to represent the user with a voice mailbox if the user
1s offline, or to decide which instance of a user should be
called and therefore where should the call be routed. In other
words a peer can have a service peer, which provides services,
¢.g. a voicemail service 1n case the peer 1s currently ofiline.
Each peer stores 1ts service peer location on 1ts service peer
bridge. A service peer bridge peer always contains one or
more service peer location entries.

A service peer bridge peer 1n the context of session intitia-
litiazion protocol telecommunication applications can per-
form the bridging in at least three different ways: a proxy, a
B2BUA, or a redirect module.

FIG. 7 shows as a preferred embodiment a service peer
bridge with an indirection implementing a delegation mecha-
nism. The example comprises a peer bridge that could redirect
a call or session to the service peer instance where the services
are provided and run by means of a proxy. This proxy is
realized as alternative service Peer_3. It causes a direct sig-
naling and media tlow between the requesting peer Alice and
the requested and redirected Peer Bob. Alternatively the sig-
naling could also be handled by the peer providing the addi-
tional service Peer 3.

In a further preferred embodiment, shown 1n FIG. 8, the
additional service peer Peer_3 acts as a B2ZBUA and hence
terminating at least the signal tlows, shown by dashed arrows,
between the peers Alice and Bob. FIG. 9 shows an alternative
scenario, where the alternative service Peer_ 3 terminates the
signaling, only and not the media path.

FIG. 10 shows a scenario where the alternative service
Peer_3 implements a redirect module, which could be used,
that acts as a stateless/stateful proxy, which redirects the call
to the service peer. Afterwards can either stay in the signaling,
path or not. In this scenario the alternative peer informs the
calling peer Alice about the presence(s) of the peer Bob.

In contrast the back-to-back user agent (B2BUA) or the
proxy could be used without additional meta signaling, 1.¢.
signaling concerming the peer hosting etc. A redirect module
necessarily returns a kind of MOVED TEMPORARILY mes-
sage.

This message as shown 1n FIG. 11 enables the calling peer
Alice to imnvoke the peer really hosting Bob. The advantage of
this indirection 1s that the calling peer 1s enabled to make a

choice between multiple presence of Bob as shown 1n FIGS.
12 and 13.

The mvention claimed 1s:

1. A computer-executable method, stored on a non-transi-
tory computer-readable medium, for invoking a communica-
tion service provided by a peer of a peer-to-peer system, the
method comprising:

identifying a peer hosting the communication service;

invoking the communication service via a distributed

directory that carries entries that enable a client to invoke
the communication service; and

identifying an alternative peer hosting an alternative com-

munication service in case the identified peer or the
communication service 1s unavailable, where the alter-
natrve communication service has an interface and pro-
vides a functionality different from said communication
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service, and where the distributed directory carries
entries that enable a client to invoke the alternative com-
munication service.

2. The method according to claim 1, wherein the alternative
service 1s hosted on an redundant peer and identified by a
redundancy component of the distributed directory.

3. The method according to claim 1, wherein the alternative
service 1s 1nvoked transparently for the client.

4. The method according to claim 1, wherein the alternative
service delegates to another peer.

5. A non-transitory computer software product, stored on a
non-transitory computer-readable medium, for providing
communication services via a peer of a peer-to-peer programs-
ming system, the peer-to-peer programming system compris-
ing a distributed directory for identilying a peer hosting a
communication service and a communication component for
invoking the communication service, where the distributed
directory carrying entries that enable a client to mvoke the
communication service, wherein the peer-to-peer programs-
ming system comprises an 1dentification component for iden-
tifying an alternative peer hosting an alternative communica-
tion service 1n case the peer or the communication service 1s
unavailable, where the alternative communication service has
an interface and provides a functionality different from said
communication service, and wherein the distributed directory
carries entries that enable a client to 1invoke the alternative
communication service.

6. The computer software product according to claim 3,
wherein the alternative service 1s hosted on an redundant peer
and 1dentified by redundancy component of the distributed
directory.

7. The computer software product according to claim 5,
wherein the peer-to-peer programming system 1s adapted to
invoke the alternative service transparently for the client.

8. The method according to claim 5, wherein the alternative
service delegates to another peer.

9. A telecommunication system for providing communica-
tion services a peer of a peer-to-peer programming system,
where the peer-to-peer programming system comprises a dis-
tributed directory for identilying a peer hosting a communi-
cation service and where the peer-to-peer programming sys-
tem comprises a communication component for invoking the
communication service, where the distributed directory car-
rying entries that enable a client to invoke the communication
service, wherein the peer-to-peer programming system com-
prises an 1dentification component for identifying an alterna-
tive peer hosting an alternative communication service in case
the peer or the communication service 1s unavailable, where
the alternative communication service has an interface and
provides a functionality different from said communication
service, and wherein the distributed directory carries entries
that enable a client to invoke the alternative communication
Service.

10. The telecommunication system according to claim 9,
wherein the alternative service 1s hosted on an redundant peer
and 1dentified by redundancy component of the distributed

directory.

11. The telecommunication system according to claim 9,
wherein the peer-to-peer programming system 1s adapted to
invoke the alternative service transparently for the client.

12. The telecommunication system according to claim 9,
wherein the alternative service delegates to another peer.
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13. A telecommunication service system for providing a
communication service via a peer ol a peer-to-peer programs-
ming system, where the peer-to-peer programming system
comprises a distributed directory for identifying a peer host-
ing a communication service and where the peer-to-peer pro-
gramming system comprises a communication component
for invoking the communication service, where the distrib-
uted directory carrving entries that enable a client to invoke
the communication service, wherein the peer-to-peer pro-
gramming system comprises an 1identification component for
identifying an alternative peer hosting an alternative commu-
nication service 1 case the peer or the communication service
1s unavailable, where the alternative communication service
has an interface and provides a functionality different from
saild communication service, and wherein the distributed

10

10

directory carries entries that enable a client to mvoke the
alternative communication service.

14. The telecommunication service system according to
claim 13, wherein the alternative service 1s hosted on an
redundant peer and identified by redundancy component of
the distributed directory.

15. The telecommunication service system according to
claim 13, wherein the peer-to-peer programming system 1s
adapted to invoke the alternative service transparently for the
client.

16. The telecommunication service system according to
claim 13, wherein the alternative service delegates to another
peer.
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