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FIG. 20

TRANSACTION ID CHUNK ID

1 1-1, 1-2, 2-1
2 1-2, 2-1, 2-2, 2-3
3 2-3, 3-1, 41, 4-2

FIG. 21

NUMBER OF
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1-1
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2-

TIME
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SYSTEM ANALYSIS METHOD, SYSTEM
ANALYSIS APPARATUS, AND COMPUTER
READABLE STORAGE MEDIUM STORING

SYSTEM ANALYSIS PROGRAM

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application 1s based upon and claims the benefit of
priority of the prior Japanese Patent Application No. 2009-
63814, filed on Mar. 17, 2009, the entire contents of which are

incorporated herein by reference.

FIELD

The embodiments discussed herein are related to a tech-
nology for analyzing an operational status of a system.

BACKGROUND

In a multi-tier system, plural servers having different roles
exchange messages so as to operate 1 cooperation and per-
form a process based on a request from a client. For example,
in a system for online banking or an ordering/order-receiving
system 1n Internet shopping, a 3-tier web system 1s often used
which includes a Web server, an application server (herein-
alter called AP server) and a database server (hereinafter
called DB server). In general, such a system tends to be
large-scale and complicated. Therefore, it 1s difficult to com-
prehend the operational status of the entire system, and it 1s
not easy to immediately locate a fault 1f any, for example.

A technology for analyzing the operational status of such a
system has been disclosed. In the technology, packets trans-
mitted and recerved among servers are collected and contents
of the collected packets are analyzed, for example. The cor-
respondence between a request message and response mes-
sage between servers 1s identified on the basis of identifiers
contained in payloads of the collected packets and 1s output as
a protocol log. On the basis of a set of messages selected 1n
accordance with a selection criteria based on the certainty of
caller-called relations between processes, a transaction
model satisiying a limiting condition for calls between serv-
ers 1s generated. The processing status of the transaction 1s
analyzed on the basis of the protocol log matching the trans-
action model.

Japanese Laid-open Patent Publication No. 2006-11683
and Japanese Laid-open Patent Publication No. 2007-241805
are examples of related art.

When the payload of a packet transmitted or received
between servers 1s encrypted, 1t 1s difficult to associate using,
the 1dentifiers a specific request message with a specific
response message among plural request messages and plural
response messages, for example, and 1t 1s difficult to create the
transaction model and thus to analyze the operational status
of the system.

SUMMARY

According to an aspect of the invention, a computer read-
able storage medium storing a system analysis program ana-
lyzes operational status of the system including plural servers
performing processing operations in cooperation 1 accor-
dance with a request from a user terminal. And the system
analysis program causes a computer to execute storing
received time of a downlink packet from an upper-level server
to a lower-level server for 1ssuing a processing request to the
upper-level server 1n association the downlink packet into a
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packet storage portion and received time of the uplink packet
from the lower-level server to the upper-level server in asso-
ciation the uplink packet into the packet storage portion,
identifving plural combinations of the downlink packet and
the uplink packet immediately following the downlink packet
under predetermined condition, the uplink packet having a
predetermined threshold value or more difference time from
the received time of the downlink packet to the recerved time
of the uplink packet, storing the received time of the uplink
packet included in the identified combination and the
received time of the downlink packet included 1n the i1denti-
fied combination following immediately after the identified
combination 1n association with a chunk identification data
into a chunk data storing portion, the chunk identification data
identifving a chunk data from the uplink packet included 1n
the 1dentified combination to the downlink packet included in
the 1identified combination following immediately after the
identified combination, identifying from the chunk data stor-
ing portion the chunk identification data associated with both
ol the received time of the uplink packet and the received time
of the downlink packet, which are included between the time
when the packet of a specific processing request to the lower-
level server 1s recerved and the time when the packet of the
response corresponding to the specific processing request 1s
received, storing the identified chunk 1dentification data into
an inclusion relation data storing portion in association with a
processing 1dentification data for 1dentifying a specific pro-
cessing operation to be performed 1n response to the speciific
processing request, calculating chunk processing time by
using a difference between the received time of the uplink
packet and the recerved time of the downlink packet, which
are stored in the chunk data storing portion, on the basis of the
chunk 1dentification data associated with the processing 1den-
tification data, calculating the total sum of the chunk process-
ing times to calculate processing time of the upper-level
server for the specific processing operation, and storing the
total sum of the chunk processing times 1nto an analysis result
storing portion in association with the processing identifica-
tion data of the specific processing operation.

The object and advantages of the invention will be realized
and attained by means of the elements and combinations
particularly pointed out 1n the claims. It 1s to be understood
that both the foregoing general description and the following
detailed description are exemplary and explanatory and are
not restrictive of the invention, as claimed.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 1s a configuration diagram of a system according to
an embodiment.

FIG. 2 15 a functional block diagram of a system analysis
apparatus.

FIG. 3A 15 a diagram 1llustrating an example of the data to
be stored 1n a protocol log storing portion, and FIG. 3B 1s a
diagram 1illustrating an example of the data to be store 1n a
model storing portion.

FIG. 4 1s a diagram 1llustrating an example of the data to be
stored 1n a transaction data storing portion.

FIG. 5 1s a diagram 1llustrating a processing flow of pro-
cessing 1n the system analysis apparatus.

FIGS. 6 A and 6B are diagrams illustrating examples of the
data to be stored 1n a packet data storing portion.

FIG. 7 1s a diagram 1llustrating an example of the data to be
stored 1n a DB chunk data storing portion.

FIG. 8 1s a diagram 1llustrating an example of the data to be
stored 1n an analysis result storing portion.
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FIG. 9 1s a schematic diagram for explaining a calculation
method for processing times by servers.

FIG. 10 1s a diagram 1illustrating an example of the data to
be store 1n a calculation result storing portion.

FIG. 11 1s a diagram 1llustrating an example of data to be
output.

FI1G. 12 1s a schematic diagram for explaining that process-
ing 1s performed for each connection.

FI1G. 13 1s a schematic diagram for explaining a method for
identifving a delimiter of a processing operation.

FIG. 14 1s a diagram 1illustrating a processing flow of DB
chunk analysis processing.

FIG. 15 1s a diagram 1illustrating a processing flow of the
DB chunk analysis processing.

FIG. 16 1s a diagram 1illustrating an example of the data to
be stored 1n a connection management data storing portion.

FI1G. 17 1s a diagram 1illustrating an example of the data to
be stored in a chunk number storing portion.

FI1G. 18 1s a schematic diagram for explaining a method for
calculating method for a processing time by a DB server.

FIG. 19 15 a diagram 1illustrating a processing flow of call
relation analysis processing.

FIG. 20 1s a diagram 1llustrating an example of the data to
be stored 1n an inclusion relation data storing portion.

FIG. 21 1s a diagram 1llustrating an example of the data to
be stored 1n an allocated data storing portion.

FI1G. 22 1s a functional block diagram of a computer.

DESCRIPTION OF EMBODIMENTS

FIG. 1 1llustrates a configuration diagram of a system
according to this embodiment. For example, to a network 1
being the Internet, a user terminal 7 and a switch 5 being a
router, for example, are connected. To the switch 5, a system
analysis apparatus 3 that performs main processing in this
embodiment, a Web server9, an AP server 11, and a DB server
13 are connected. Illustrating only one user terminal 7, Web
server 9, AP server 11 and DB server 13 here, the numbers are
not limaited.

The system 1ncluding the Web server 9, AP server 11 and
DB server 13 1s what 1s called a 3-tier web system. When the
user terminal 7 1ssues a request for a processing operation to
the Web server 9, the Web server 9, AP server 11 and DB
server 13 exchange messages to perform the processing
operation in cooperation and returns the response to the
request to the user terminal 7. The user terminal 7 and Web
server 9 (which will be called CL-WB hereinaiter) may com-
municate by HTTP (Hypertext Transier Protocol), for
example. The Web server 9 and AP server 11 (which will be
called WB-AP herematter) may communicate by I1OP (Inter-
net Inter-ORB Protocol), for example. The AP server 11 and
DB server 13 (which will be called AP-DB heremafter) may
communicate by the protocol based on the specifications of
the DB server 13. The system analysis apparatus 3 can receive
a packet passing through the switch 5 by port mirroring, for
example.

FIG. 2 illustrates a functional block diagram of the system
analysis apparatus 3. The system analysis apparatus 3
includes the following processing portions and data storing
portions. The system analysis apparatus 3 includes a packet
capturing portion 301 that receives a packet from the switch 5,
a packet data storing portion 302 that stores the recerved
packet, a DB chunk analyzing portion 303 that performs DB
chunk analysis processing, which will be described later, a
connection management data storing portion 304 that stores
connection management data created by the DB chunk ana-
lyzing portion 303, a DB chunk data storing portion 305 that
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stores an analysis result by the DB chunk analysis processing,
a chunk number storing portion 306 that stores a chunk num-
ber for creating a chunk ID, a call relation analyzing portion
307 that performs call relation analysis processing, which
will be described later, an allocated data storing portion 308
that stores allocated data created by the call relation analyzing
portion 307, an inclusion relation data storing portion 309 that
stores inclusion relation data created by the call relation ana-
lyzing portion 307, an analysis result storing portion 310 that
stores an analysis result by the call relation analysis process-
ing, a processing time calculating portion 311 that calculates
the processing times by the Web server 9 and AP server 11, a
calculation result storing portion 312 that stores the result
calculated by the processing time calculating portion 311, an
output unit 313 that outputs the result stored in the calculation
result storing portion 312 to a display device, a message
analyzing portion 314 that analyzes the content of the packet
read from the packet data storing portion 302 and stores the
analysis result to the protocol log storing portion 315, a pro-
tocol log storing portion 315 that stores the analysis result by
the message analyzing portion 314, a model creating portion
316 that creates a transaction model on the basis of the data
stored 1n the protocol log storing portion 315, a model storing
portion 317 that stores the transaction model created by the
model creating portion 316, a matching processing portion
318 that analyzes the processing state of a transaction on the
basis of the data stored 1n the protocol log storing portion 315
and the transaction model stored 1n the model storing portion
317, and a transaction data storing portion 319 that stores the
analysis result by the matching processing portion 318.

The processing to be performed by the message analyzing
portion 314, protocol log storing portion 315, model creating
portion 316, model storing portion 317, matching processing
portion 318 and transaction data storing portion 319 1s similar
to the processing disclosed in Japanese Laid-open Patent
Publication No. 2006-11683, for example. According to this
embodiment, the technology 1n the past 1s used to perform
processing on packets between CL-WB and between WB-AP.
Since the details will be described in Japanese Laid-open
Patent Publication No. 2006-11683, the processing will be
described just briefly.

The message analyzing portion 314 may associate a
request message and response message on the basis of the
transaction 1D, for example, contained in the payload of a
packet and stores the analysis result in the protocol log storing
portion 315. An example of the data to be stored in the
protocol log storing portion 315 1s illustrated in FIG. 3A. The
example i FIG. 3A includes a column for a received time, a
column for a transaction ID, a column for a protocol, a col-
umn for a message type, and a column for an object/response
time. The column for an object/response time stores an object
name for identitying details of a processing operation if it 1s a
request message or the difference from the received time of
the corresponding request message 111t 1s a response message.
The term “recetved time™ refers to the time when the packet
capturing portion 301 has received the packet, and the same 1s
true 1n the following descriptions.

The model creating portion 316 creates a transaction model
on the basis of the data stored in the protocol log storing
portion 315 and stores 1t 1n the model storing portion 317. For
example, by extracting a transaction that has finished the
entire processing operation without interference by other
transactions, the model creating portion 316 creates a trans-
action model. An example of the data to be store 1n the model
storing portion 317 1s 1llustrated 1n FIG. 3B. The example 1n
FI1G. 3B includes a column for a recerved time, a column for
a transaction ID, a column for a protocol, a column for a
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message type, and a column for an object/response time. For
example, such a transaction model 1s created for each type of
transaction identified by 1ts object name. The created model 1s
assigned a model 1D.

The matching processing portion 318 compares the data
stored 1n the protocol log storing portion 315 and the trans-
action model stored in the model storing portion 317 to ana-
lyze the transaction and stores the result to the transaction
data storing portion 319. FIG. 4 illustrates an example of the
data to be stored 1n the transaction data storing portion 319.
The example 1n FIG. 4 includes a column for a transaction 1D,
a column for a model ID, a column for an HTTP request time,
a column for an HT'TP response time, a column for an IIOP
request time, and a column for an IIOP response time.

By performing the processing, transaction data on packets
between CL-WB and WB-AP are created.

On the other hand, this embodiment assumes that the pack-
cts to be transmitted and received between AP-DB are pro-
tected by encryption, for example, and 1t 1s difficult to acquire
data such as the transaction IDs from the payloads. In this
case, since the processing as described above may not be
performed on a packet between AP-DB, the processing as will
be described later 1s performed. Then, the processing result by
the processing below and the transaction data resulting from
the processing above are analyzed together to analyze the
operational status of the entire system.

FIG. 5 1s a diagram 1illustrating a processing flow of pro-
cessing 1n the system analysis apparatus 3. With reference to
FIG. 5, the processing of analyzing a packet between AP-DB
in the system analysis apparatus 3 1llustrated in FIG. 2 will be
described schematically below. First, 1f the packet capturing
portion 301 of the system analysis apparatus 3 receives a
packet, the packet capturing portion 301 extracts the payload
from the received packet and stores it 1n the packet data
storing portion 302 in association with the information on the
received time and the length of the payload (FIG. 5, step S1).
Here, the payloads are stored in the packet data storing por-
tion 302 1n order of recerved times.

FIG. 6 A illustrates an example of the data to be stored in the
packet data storing portion 302 when an Ethernet (registered
mark) frame 1s recerved. As illustrated in FIG. 6 A, the packet
data storing portion 302 stores the frame after the MAC
header 1n association with the mformation on the received
time and the data of the frame length contained in the MAC
header. In other words, as 1llustrated in FIG. 6B, the part after
the MAC header 1s called frame, and the frame contains an I[P
header, TCP header and TCP data. The source and destination
IP addresses included in the IP header and the source and
destination port number included in the TCP header are used
in DB chunk analysis processing, which will be described
later. The frame part will be called packet, heremafter.

As described above, a packet between CL-WB and a packet
between WB-AP of the frames stored in the packet data
storing portion 302 are analyzed by a technology in the past.
Then, the result of the analysis 1s stored in the transaction data
storing portion 319.

Referring back to FIG. 5, the DB chunk analyzing portion
303 performs the DB chunk analysis processing (step S3).
The DB chunk analysis processing will be described below
1ust briefly, and the processing will be described later 1n detail
with reference to FIG. 14 and FIG. 135.

As described above, since the payload part of a packet to be
exchanged between the AP server 11 and DB server 13 is
protected by encryption, for example, 1t 1s, more accurately
speaking, 1mpossible to associate the request and the
response. Accordingly, instead of analyzing the payload, the
DB chunk analysis processing regards, from the exchange of
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packets between the AP server 11 and DB server 13, the part
having the difference equal to or larger than a predetermined
threshold value between the received times of a downlink
packet from the DB server 13 to the AP server 11 and an
uplink packet from the AP server 11 to the DB server 13 as a
delimiter of the processing operation to 1dentify the delimiter
of the processing operation. Then, the part from the uplink
packet relating to the delimiter of the processing operation to
the downlink packet relating to the delimiter of the next
processing operation 1s identified as a DB chunk. Then, the
received times, for example, of the uplink packet and down-
link packet indicating the DB chunk 1s stored in the DB chunk
data storing portion 305.

FIG. 7 illustrates an example of the data to be store 1n the
DB chunk data storing portion 305. The example 1n FIG. 7
includes a column for a received time, a column for a chunk
ID, and a column for a type. The chunk ID includes a con-
nection number and a chunk number. For example, when the
chunk ID 1s 5-3, the connection number 1s 5, and the chunk
number 1s 3 (which 1s the third DB chunk identified in the fifth
connection). The type Begin indicates the first packet in a DB
chunk (or the packet having the earliest received time), and
the type End indicates the last packet in a DB chunk (or the
packet having the latest recerved time).

Then, the call relation analyzing portion 307 performs the
call relation analysis processing (step S35). The call relation
analysis processing will be described brietly here and will be
described in detail later with reference to FI1G. 19.

In the call relation analysis, the DB chunk included
between the received time of an IIOP request and the received
time of the corresponding IIOP response 1s first identified. For
the 1dentified DB chunk, the difference between the recerved
time of the first packet and the received time of the last packet
in the DB chunk 1s used to calculate the chunk processing
time, and the total sum of the chunk processing time 1s cal-
culated and acquired as the processing time by the DB server
13. Then, the analysis result 1s stored in the analysis result
storing portion 310.

FIG. 8 illustrates an example of the data stored in the
analysis result storing portion 310. The example 1n FIG. 8
includes a column for a transaction 1D, a column for a model
ID, a column for an HTTP request time, a column for an
HTTP response time, a column for an IIOP request time, a
column for an ITOP response time, and a column for a pro-
cessing time by a DB server. The data stored 1n the analysis
result storing portion 310 are created from the processing
time by the DB server 13 calculated by the call relation
analysis processing and the data stored in the transaction data
storing portion 319.

Referring back to FIG. 3, the processing time calculating,
portion 311 calculates the processing times by servers for
transactions and stores them 1n the calculation result storing,
portion 312 (step S7). More specifically, first, the processing
time by the DB server 13 1s subtracted from the difference
between the IIOP response time and the IIOP request time
stored 1n the analysis result storing portion 310 to calculate
the processing time by the AP server 11. The processing time
by the AP server 11 and processing time by the DB server 13
are subtracted from the difference between the HTTP
response time and the HTTP request time stored 1n the analy-
s1s result storing portion 310 to calculate the processing time
by the Web server 9.

FIG. 9 15 a schematic diagram for explaining a calculation
method for processing times by servers. The calculation
method 1n step S7 will be described more specifically with
reference to FIG. 9. In FI1G. 9, the time advances from the top
downward. The processing time by the DB server 13 calcu-
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lated by the call relation analysis processing corresponds to
D1 1n FIG. 9. The processing time by the AP server 11 can be
calculated by subtracting D1 from the difference between the
IIOP response time and the IIOP request time. This corre-
sponds to the sum of Al and A2 1n FIG. 9 (where the expres-
sion “the sum of Al and A2” is for convenience of descrip-
tion, and the processing times of A1 and A2 are not calculated.
The same 1s true for the Web server 9). The processing time by
the Web server 9 1s calculated by subtracting the processing,
time by the AP server 11 and processing time by the DB server
13 from the difference between the HT'TP response time and
the HI'TP request time. This corresponds to the sum of W1
and W2 1 FIG. 9.

In this way, the processing times by the servers can be
calculated for transactions. FIG. 10 illustrates an example of
the data stored 1n the calculation result storing portion 312.
The example in FIG. 10 includes a column for a transaction
ID, a column for a processing time by the Web server 9, the
column for a processing time by the AP server 11, and a
column for the processing time by the DB server 13.

Referring back to FIG. 5, the output unit 313 outputs the
data stored 1n the calculation result storing portion 312 to the
output device such as a display device and a printer (step S9).
FIG. 11 illustrates an example of the data to be output. The
example 1n FIG. 11 1s bar graphs of average processing times
by the servers for a predetermined period of time for types of
transaction (such as depositing money and balance inquiry in
online banking). The display as 1llustrated 1n FIG. 11 may be
provided for each transaction ID or may be provided on the
basis of a representative numerical value 1n a measurement
period by calculating a statistic such as an average value and
a center value for each transaction type. Instead of the display
examples, statistic processing in accordance with the pur-
poses may be performed, and the analysis result may further
be provided effectively 1n various display forms, for example.
A histogram for a processing time, for example, may be
created and output for each server.

Performing the processing above allows analysis of the
operational status of the system on the basis of the processing
time by the servers calculated by using the calculation result
of the processing time by the DB server 13 and transaction
data acquired separately.

Next, with reference to FIG. 12 to FIG. 17, the DB chunk
analysis processing will be described. As described above,
since the payload of a packet between AP-DB is protected by
encryption, it 1s difficult to associate a request message and a
response message by using data contained in the payload.
Accordingly, the DB chunk analysis processing DB identifies
delimiters of processing operations in the server 13 and
regards the part from the uplink packet relating to the delim-
iter of the processing operation to the downlink packet relat-
ing to the delimiter of the next processing operation as a
processing chunk, by performing the following processing:

Plural connections are generally established among serv-
ers, and the packets relating to plural processing operations
are transmitted and received 1n parallel. Without the 1dentifi-
cation of the delimiters of processing operations on packets
on the same connection, packets relating to the processing
operations having no relations may be included 1n one same
processing chunk.

FI1G. 12 1s a schematic diagram for explaining that process-
ing 1s performed for each connection. According to this
embodiment, as 1llustrated 1n FIG. 12, delimiters of process-
ing operations on packets on a same connection are identified.
InF1G. 12, the time advances from the top downward. The AP
server 11 and DB server 13 have two downward arrows,
which indicate that two connections are established between

10

15

20

25

30

35

40

45

50

55

60

65

8

the AP server 11 and the DB server 13. In the part between the
first arrow and the third arrow from the left, packets are
transmitted and received on a connection 1. In the part
between the second arrow and the fourth arrow, packets are
transmitted and received on a connection 2. The shaded rect-

angular parts are DB chunks, and a chunk ID 1s given to each
of them. Here, on the connection 1, the DB chunk with a
chunk ID 1-1 and the DB chunk with a chunk ID 1-2 are
identified. On the connection 2, the DB chunk with a chunk
ID 2-1 and the DB chunk with the chunk ID 2-2 are 1dentified.
The nghtward arrow indicates the first packet in the DB

chunk, and the leftward arrow indicates the last packet in the
DB chunk.

FIG. 13 15 a schematic diagram for explaining a method for
identifving a delimiter of a processing operation. In FIG. 13,
the time advances from the top downward. The horizontal
arrows 1ndicate exchanges of packets between AP-DB, and

the shaded parts indicate DB chunks. As illustrated in FIG.

13, the DB chunk analysis processing regards the part where
the difference between the received times of an uplink packet
and the immediately preceding downlink packet 1s equal to or
larger than a predetermined threshold value as a delimiter of
the processing operation. On the basis of the delimiters of the
processing operation, a DB chunk can be identified.

Next, with reference to FIG. 14 to FIG. 17, the DB chunk
analysis processing will be described 1n detail. FIG. 14 to
FIG. 15 are diagrams illustrating a processing flow of the DB
chunk analysis processing. First of all, the DB chunk analyz-
ing portion 303 reads one unprocessed packet and informa-
tion on the recerved time of the packet from the packet data
storing portion 302 (FIG. 14, step S11). As described above,
the packet data storing portion 302 stores packets 1n order of

the recetved times. Thus, 1n step S11, unprocessed packets are
read 1n order of the received times.

Then, the DB chunk analyzing portion 303 refers to the IP
header and TCP header of the read packet and 1dentifies the
source [P address and the destination IP address, and the
source port number and destination port number therefrom
(step S13).

Then, the DB chunk analyzing portion 303 determines
whether the destination port number 1s a predetermined num-
ber or not (step S15). Here, whether 1t 1s the number 1ndicat-
ing the communication with the DB server 13 or not 1s deter-
mined. This 1s because only the packets between AP-DB
undergo the following processing. If the destination port
number 1s not the predetermined number (No 1n step S15), the
processing returns to step S11 to perform the processing on
the next packet.

On the other hand, 11 the destination port number 1s the
predetermined number (Yes 1n step S15), the DB chunk ana-
lyzing portion 303 determines whether the data 1n the packet
on the same connection as the connection relating to the
packet read 1n step S11 1s stored 1n the connection manage-
ment data storing portion 304 or not (step S17). If the data in
the packet on the same connection 1s not stored 1n the con-
nection management data storing portion 304 (No 1n step
S17), the DB chunk analyzing portion 303 newly assigns a
connection number to the packet read 1n step S11, and, 1n
association with the connection number, stores the informa-
tion on the destination IP address, source IP address, desti-
nation port number, source port number and recerved time in
the connection management data storing portion 304 (step
S19). In step S19, 1n association with the newly assigned
connection number, a chunk number “1” 1s stored in the
chunk number storing portion 306. In other words, when a
new connection 1s established, the corresponding record 1s
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created 1n the chunk number storing portion 306. Then, the
processing moves to step S39 1n FIG. 15.

FI1G. 16 1llustrates an example of the data to be stored 1n the
connection management data storing portion 304. The
example 1n FIG. 16 includes a column for a connection num-
ber, a column for a source IP address, a column for a desti-
nation IP address, a column for a source port number, a
column for a destination port number, and a column for a
received time. Even when only one AP server 11 and one DB
server 13 are provided, the connection can be distinguished
because the port number of the AP server 11 side 1s different.

FI1G. 17 1llustrates an example of the data to be stored 1n the
chunk number storing portion 306. The example 1n FIG. 17
includes a column for a connection number and a column for
a chunk number. The chunk number 1s the number of DB
chunks i1ndentified on a specific connection. For example,
since the record on the first line has a connection number 1
and a chunk number 6, five DB chunks have already been
identified on the connection 1, and, currently, the processing
for 1dentitying the sixth DB chunk 1s being performed.

Referring back to FI1G. 14, 1f the data 1n packets relating to
the same connection are stored in the connection manage-
ment data storing portion 304 (Yes in step S17), the DB chunk
analyzing portion 303 1dentifies the connection number of the
packets relating to the same connection, and, in association
with the identified connection number, stores the information
on the destination IP address, source IP address, destination
port numbers, source port numbers and received times 1den-
tified 1n step S13 to the connection management data storing,
portion 304 (step S21).

Then, the DB chunk analyzing portion 303 identifies the
data of the immediately preceding packet (or the packet with
the latest recerved time) of the packets relating to the same
connection from the connection management data storing
portion 304 and determines whether the immediately preced-
ing packet 1s “uplink” or “downlink™ (step S23). Here, the
term “uplink™ refers to a packet transmitted from the AP
server 11 to the DB server 13, and the term “downlink” refers
to a packet transmitted from the DB server 13 to the AP server
11. Either “uplink™ or “downlink™ may be determined on the
basis of the destination IP address, for example.

If the immediately preceding packet of the packets relating,
to the same connection 1s not “downlink™ (No 1n step S25), the
processing returns to step S11 to perform processing on the
next packet. On the other hand, 11 the immediately preceding
packet of the packets relating to the same connection 1s
“downlink™ (Yes 1n step S25), the DB chunk analyzing por-
tion 303 determines whether the packet read 1n step S11 1s
“uplink” or “downlink™ (step S27). The processing moves to
step S29 1n FIG. 15.

Next, referring to FIG. 15, 1f the DB chunk analyzing
portion 303 determines that the packet read 1n step S11 1s not
“uplink™ (No 1n step S29), the processing returns to step S11
in FIG. 14 to perform the processing on the next packet. On
the other hand, if the packet read 1n step S11 1s “uplink™ (Yes
in step S29), the DB chunk analyzing portion 303 calculates
the difference between the recerved times of the immediately
preceding packet and the packet read i step S11 of the
packets relating to the same connection (step S31). Then, the
DB chunk analyzing portion 303 determines whether the
calculated difference 1s equal to or larger than the predeter-
mined threshold value or not (step S33).

If the DB chunk analyzing portion 303 determines that the
calculated difference 1s smaller than the predetermined
threshold value (No 1n step S33), the processing returns to
step S11 1n FIG. 14 to perform the processing on the next
packet.
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On the other hand, 11 the calculated difference 1s equal to or
larger than the predetermined threshold value (Yes 1n step
S33), the DB chunk analyzing portion 303 creates DB chunk
data containing the information on the received time, the type
End and the chunk ID for the immediately preceding packet
of the packets relating to the same connection, and stores the
DB chunk data to the DB chunk data storing portion 305 (step
S35). The chunk ID includes the connection number 1denti-
fied 1n step S21 and the chunk number stored in the chunk
number storing portion 306 1n association with the connec-
tion number. Then, the DB chunk analyzing portion 303
increments by one the chunk number stored in the chunk
number storing portion 306 1n association with the connec-
tion number 1dentified step S21 (step S37).

Then, the DB chunk analyzing portion 303 creates the DB
chunk data containing the information on the recerved time,
the type Begin and the chunk ID for the packet read 1n step
S11 and stores the DB chunk data to the DB chunk data
storing portion 305 (step S39). The chunk ID includes the
connection number 1dentified in step S19 or step S21 and the
chunk number stored in the chunk number storing portion 306
in association with the connection number. Notably, the first
packet stored 1n the packet data storing portion 302 may not
be the first packet of the DB chunk. However, according to
this embodiment, since 1t 1s difficult to check whether a given
packet 1s the first one or not, the first DB chunk 1s not used for
the following processing.

Then, the DB chunk analyzing portion 303 determines
whether all of the packets stored 1n the packet data storing
portion 302 have been processed or not (step S41). If all of the
packets have not been processed (No 1n step S41), the pro-
cessing returns to step S11 1n FIG. 14 to perform the process-
ing on the next packet. On the other hand, 11 all of the packets
have been processed (Yes 1n step S41), the processing returns
to the beginning.

Performing the processing as described above allows 1den-
tification of a processing chunk in the DB server 13 even
when a transaction ID included 1n the payload of a packet
between AP-DB 1s not available and 1t 1s difficult to associate
the request message and the corresponding response mes-
sage.

The vanation examples of the DB chunk analysis process-
ing may include the following processing. For example, first
of all, packets between AP-DB are all read from the packet
data storing portion 302, and connection numbers are given to
the packets. After that, in order from the packet having the
carliest recerved time, the packets relating to the same con-
nection are determined regarding the uplink/downlink rela-
tion with the immediately preceding or immediately follow-
ing packet or whether the difference in received times 1s equal
to or larger than a predetermined threshold value or not. Even
performing the processing can provide the same processing
result as that of the aforementioned processing.

Next, with reference to FIG. 18 to FIG. 21, the call relation
analysis processing will be described. The call relation analy-
s1s processing calculates the chunk processing time on the DB
chunks each included between the recerved time of a request
message to the AP server 11 and the receirved time of the
corresponding response message and calculates the total sum
of the chunk processing times as the processing time by the
DB server 13.

FIG. 18 illustrates a schematic diagram for explaining a
method for calculating the processing time by the DB server
13. In FI1G. 18, the time advances from the top downward. The
arrows 1n the horizontal direction indicate the transmission of
messages, and messages relating to a transaction 1 and mes-
sages relating to a transaction 2 are indicated by the solid lines

[l
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and dashed lines, respectively. In the transaction 1, an HTTP
response message H3 corresponds to an HT'TP request mes-
sage H1, and an ITIOP response message 13 corresponds to an
IIOP request message I1. In the transaction 2, an HTTP
response message H4 corresponds to an HT'TP request mes-
sage H2, and an IIOP request message 12 corresponds to an
ITIOP response message 14. Though the request message and
the response message are not associated between AP-DB,
tour DB chunks are 1dentified. The received time of the first
packet and the recerved time of the last packet in a DB chunk
1 have a difference T1. The differences T2, T3 and T4 may be
calculated 1n the same manner.

For example, 1in order to calculate the processing time by
the DB server 13 1n the transaction 1, the T1, T2 and T3 are
used to calculate the processing time since the DB chunks
included between the I1 and the I3 are the DB chunk 1, DB
chunk 2 and DB chunk 3. However, the DB chunk 2 and DB
chunk 3 are also included between 12 and 14, they may include
the processing by the DB server 13 1n the transaction 2. For
that reason, the processing time by the DB server 13 in the
transaction 1 1s calculated by T1/1 (=the number of including,
transactions (which 1s the transaction 1))+12/2 (=the number
of including transactions (which are the transactions 1 and
2))+13/2 (=the number of including transactions (which are
the transactions 1 and 2)). In other words, the chunk process-
ing time 1s calculated by dividing the difference between the
received time of the first packet and the received time of the
last packet 1n the focused DB chunk by the number of trans-
actions including the focused DB chunk, and the total sum of
the chunk processing times 1s handled as the processing time
by the DB server 13. Similarly for the transaction 2, T2/2+
13/2+T14/1 1s calculated to acquire the processing time by the
DB server 13.

Next, with reference to FIG. 19 to FIG. 21, the call relation
analysis processing will be described 1n detail. FIG. 19 1s a
diagram 1illustrating a processing tlow of call relation analysis
processing. First of all, the call relation analyzing portion 307
reads one piece of unprocessed transaction data stored in the
transaction data storing portion 319 and 1dentifies the trans-
action ID, the mmformation on the IIOP request time and the
information on the IIOP response time (FIG. 19, step S51).
The call relation analyzing portion 307 then identifies the
chunk ID of the DB chunk with the received time of the packet
having the type “Begin” later than the IIOP request time and
with the recerved time of the packet having the type “End”
under the same chunk ID earlier than the IIOP response time
from the DB chunk data storing portion 305 and stores the
chunk ID in the inclusion relation data storing portion 309 1n
association with the transaction ID 1dentified 1n step S51 (step
S53).

FI1G. 20 1llustrates an example of the data to be stored 1n the
inclusion relation data storing portion 309. In the example 1n
FI1G. 20, for each transaction ID, the chunk ID or IDs of one
or plural DB chunks included in the transaction relating to the
transaction ID 1s or are stored. For example, the record on the
first line indicates that the transaction with the transaction 1D

1 includes the DB chunk with the chunk 1D 1-1, the DB chunk
with the chunk ID 1-2, and the DB chunk with the chunk ID
2-1.

Referring back to FIG. 19, the call relation analyzing por-
tion 307 calculates the difference between the received time
of the packet with the type “End’” and the recerved time of the
packet with the type “Begin”, which are stored in the DB
chunk data storing portion 305, 1n association with the chunk
ID 1dentified 1n step S33 and stores the calculation result 1n
the allocated data storing portion 308 1n association with the

chunk ID (step S535). If plural chunk IDs are identified 1n step
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S53, the processing 1s performed on each of the chunk IDs.
Notably, the processing 1n step S55 1s skipped for the DB
chunk with the difference already calculated.

FIG. 21 1llustrates an example of the data to be stored 1in the
allocated data storing portion 308. The example 1n FIG. 21
includes a column for a chunk ID, a column for a time, and a
column for the number of allocations. The term “time™ refers
to the difference between the received time of the first packet
and the received time of the last packet 1n a DB chunk. The
expression “‘number of allocations” refers to the number of
transactions including a given DB chunk, the 1nitial value of
which 1s “07.

Referring back to FI1G. 19, the call relation analyzing por-
tion 307 increments by one the number of allocations stored
in the allocated data storing portion 308 1n association with
the chunk ID identified i step S53 (step S57). When plural
chunk IDs are i1dentified 1n step S33, the processing 1s per-
formed on each of the chunk IDs. Then, the call relation
analyzing portion 307 determines whether all of the transac-
tion data pieces have been processed or not (step S59). It all
of the transaction data pieces have not been processed (No 1n
step S39), the processing returns to step S51 to perform the
processing on the next transaction data piece.

On the other hand, 1f all of the transaction data pieces have
been processed (Yes 1n step S59), the call relation analyzing
portion 307 reads one piece of unprocessed inclusion relation
data from the inclusion relation data storing portion 309 and
identifies the transaction ID and one or plural chunk IDs (step
S61). Then, the call relation analyzing portion 307 identifies
for each of the identified chunk IDs, the time and the number
of allocations stored in the allocated data storing portion 308
in association with the corresponding chunk ID, divides the
time by the number of allocations to calculate the chunk
processing time and calculates the total sum of the chunk
processing times as the processing time by the DB server 13
(step S63). This processing 1s as described with reference to
FIG. 18.

Then, the call relation analyzing portion 307 stores the data
on the analysis result including the transaction data including
the transaction ID identified in step S61 and stored in the
transaction data storing portion 319 and the processing time
by the DB server 13 calculated in step S63 1n the analysis
result storing portion 310 (step S63). Since the example of the
data stored 1n the analysis result storing portion 310 has been
described above, the description will be omaitted.

Then, the call relation analyzing portion 307 determines
whether all of the inclusion relation data pieces have been
processed or not (step S67). IT all of the inclusion relation data
pieces have not been processed (No 1n step S67), the process-
ing returns to step S61 to perform the processing on the next
inclusion relation data. On the other hand, 1t all of the inclu-
s1on relation data pieces have been processed (Yes 1n step
S67), the processing returns to the beginning.

Performing the processing as described above allows cal-
culation of the processing time by the DB server 13 for each
transaction on the basis of the inclusion relation between the
transaction and the DB chunk identified on the basis of the
received times, even when 1t 1s difficult to analyze the con-
tents of the DB chunks and 1t 1s thus difficult to 1dentily the
transactions relating to the DB chunks 1n the DB server 13.

Having described an embodiment of the present art, the
present art 1s not limited thereto. For example, the functional
block diagram of the system analysis apparatus 3 may not
typically correspond to a real program module configuration.

The aforementioned configurations of the tables are just
examples and the tables may not typically have the configu-
rations. In the processing tlows, the order of the processing
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steps may be changed 1f the same processing results can be
provided thereby. The processing steps may be performed in
parallel.

While, according to the embodiment, the 3-tier web system
including the Web server 9, AP server 11 and DB server 13 1s
analyzed, the present art 1s not limited to the embodiment.
Thepresent art1s applicable to the analysis on systems having
tier structures.

While the difference between the recerved time of the first
uplink packet and the received time of the last downlink
packet 1n a DB chunk 1s equally allocated into transactions
including the DB chunk, it may be weighted and may be
allocated more or less to a specific transaction, for example.

Having described the example that the chunk ID 1s created
from the corresponding connection number and chunk num-
ber like “2-17, for example, the chunk 1D may simply be an
identification number such as “17, “2” and “3”. In this case,
instead of the chunk number storing portion 306, a table may
be used for managing which identification number 1s cur-
rently used for a connection, for example.

FI1G. 22 15 a functional block diagram of a computer. The
system analysis apparatus 3, user terminal 7, Web server 9,
AP server 11 and DB server 13 are connected, as illustrated in
FIG. 22, via a bus 2519 to a memory 2501 (which 1s a storing
portion), a CPU 2503 (which 1s a processing portion), a hard
disk drive (or HDD) 2505, a display control portion 2507
connected to a display device 2509, a drive device 2513 for a
removable disk 2511, an input device 2515, and a communi-
cation control portion 2517 for connecting to a network. The
application programs including an OS and a Web browser are
stored in the HDD 2505 and are read from the HDD 2505 to
the memory 2501 upon execution by the CPU 2503. As
required, the CPU 2503 controls the display control portion
2507, communication control portion 2517, and drive device
2513 so as to perform necessary operations. The data being
processed 1s stored in the memory 2501 and may be stored in
the HDD 2503 i1f necessary. The computer may implement the
functions as described above with the organic cooperation
between hardware such as the CPU 2503 and memory 2501
and a necessary application program such as an OS.

A program causing hardware to execute the processing as
described above may be created, and the program may be
stored 1n a computer-readable storage medium such as a
flexible disk, a CD-ROM, a magneto-optical disk, a semicon-
ductor memory, and a hard disk or a storage device. Data
being processed may be temporarily saved 1n a storage device
such as a memory of a computer.

The embodiment above may be summarized as follows:

A system analysis method 1s executed by a computer for
receiving messages transmitted and recerved between plural
servers performing processing operations 1n cooperation 1n
accordance with a request from a user terminal 7 and analyz-
ing the operational status of a system. The method includes
the steps of (a) identifying plural combinations of a downlink
packet being a reference and an uplink packet being the
immediately following uplink packet of the downlink packet
being the reference and having the received time different
from that of the downlink packet being the reference by a
predetermined threshold value or more among the uplink
packets and downlink packets transmitted and received
between an upper-level server and a lower-level server that
1ssues a processing request to the upper-level server among
the plural servers, stored in a packet storage portion that stores
in association a downlink packet from the upper-level server
to the lower-level server and an uplink packet from the lower-
level server to the upper-level server and the information on
the recerved time of the downlink packet or uplink packet and
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satistying a predetermined condition, (b) storing in a chunk
data storing portion the received time of the uplink packet
included 1n the specific combination and the recerved time of
the downlink packet included in the immediately following
combination of the specific combination 1n association with a
chunk ID for identifying the chunk from the uplink packet
included 1n a specific combination among the identified com-
binations to the downlink packet included 1n the immediately
following combination of the specific combination, (¢) 1den-
tifying from the chunk data storing portion the chunk ID of
the chunk having both of the received time of the uplink
packet and the received time of the downlink packet, which
are stored 1n the chunk data storing portion, included between
the time when the packet of a processing request to the lower-
level server 1s recerved and the time when the packet of the
response corresponding to the processing request 1s recerved
and storing 1t 1n an 1nclusion relation data storing portion 1n
association with the processing ID for identifying the pro-
cessing to be performed 1n response to the processing request,
(d) calculating the chunk processing time by using a differ-
ence between the recerved time of the uplink packet and the
received time of the downlink packet, which are stored in the
chunk data storing portion 1n association with the correspond-
ing chunk IDs, for each of the chunk IDs stored 1n the inclu-
s10on relation data storing portion in association with the pro-
cessing ID of a specific processing operation performed 1n
response to a specific processing operation request to the
lower-level server, and (e) acquiring the total sum of the
chunk processing times calculated for the specific processing
operation to calculate the processing time by the upper-level
server for the specific processing operation and storing 1t 1n an
analysis result storing portion in association with the process-
ing ID of the specific processing operation.

When the data communication between a lower-level
server (which may be the AP server 11 of the embodiment)
and an upper-level server (which may be the DB server 13 of
the embodiment) 1s encrypted and it 1s difficult to acquire data
such as a transaction 1D, the method, roughly speaking, per-
forms the processing as follows: (1) A processing chunk
(which may be a DB chunk of the embodiment) by the upper-
level server from the exchange of packets between the lower-
level server and the upper-level server 1s 1dentified (in steps
(a) and (b) above). (2) Conversely, a processing chunk by the
upper-level server included 1n the processing chunk (such as
a transaction) by the lower-level server 1s 1dentified (in step
(c) above). (3) The time for the processing chunk by the
upper-level server 1s used to calculate the processing time by
the upper-level server (in steps (d) and (e) above) for the
processing by the lower-level server performed during the
processing chunk by the lower-level server.

According to the method, the processing time by the upper-
level server may be calculated to analyze the operational
status, without acquiring the data for associating between a
request message and a response message, such as a transac-
tion ID, from the payloads of packets.

The system analysis method may further include the steps
of calculating for the specific processing operation the differ-
ence between the time when a packet of the specific process-
ing operation request to the lower-level server 1s received and
the time when a packet of the response corresponding to the
packet of the processing request 1s recerved as a first response
time, and subtracting the processing time by the upper-level
server, which is stored 1n the analysis result storing portion in
association with the processing ID of the specific processing
operation, from the first response time calculated for the
specific processing operation to calculate the processing time
by the lower-level server for the specific processing operation
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and storing 1t 1n a calculation result storing portion in asso-
ciation with the processing ID of the specific processing
operation.
Thus, the processing time calculated for the upper-level
server may be used to calculate the processing time by the
lower-level server, and the operational status can be analyzed.
The step of calculating may include dividing the difference
between the recerved time of the uplink packet and the
received time of the downlink packet, which are stored 1n the
chunk data storing portion 1n association with the chunk ID,
by the number of the processing 1Ds stored in the inclusion
relation data storing portion in association with the chunk ID
to calculate the chunk processing time. When there are plural
processing chunks by the lower-level server including a pro-
cessing chunk by the upper-level server, the processing time
for the processing chunk by the upper-level server may be
equally allocated to the processing chunks by the lower-level
SErvers.
The predetermined condition 1s a condition that the con-
nections 1dentified from the destination IP addresses, source
IP addresses, destination port numbers and source port num-
bers are the same and the destination port number is the
number indicating the communication between a database
server and an application server. This 1s because, 1n general,
plural connections are established among servers, and the
packets relating to plural processing operations are transmit-
ted and recerved 1n parallel and, without the identification of
the delimiters of processing operations on packets on the
same connection, packets relating to the processing opera-
tions having no relations may be included in one same pro-
cessing chunk.
The operational status of a system can be analyzed without
using a part protected by encryption, for example the payload
of the packet, of data communicated between servers within
the system.
All examples and conditional language recited herein are
intended for pedagogical purposes to aid the reader 1n under-
standing the mvention and the concepts contributed by the
inventor to furthering the art, and are to be construed as being
without limitation to such specifically recited examples and
conditions, nor does the organization of such examples 1n the
specification relate to a illustrating of the superiority and
inferiority of the invention. Although the embodiment(s) of
the present inventions have been described in detail, 1t should
be understood that the various changes, substitutions, and
alterations could be made hereto without departing from the
spirit and scope of the invention.
What 1s claimed 1s:
1. A non-transitory computer readable storage medium
storing a system analysis program for analyzing operational
status of the system including plural servers performing pro-
cessing operations 1n cooperation in accordance with a
request from a user terminal, the program causing a computer
to execute a procedure, the procedure comprising:
storing a recerved time of a downlink packet from an upper-
level server to a lower-level server for 1ssuing a process-
ing request to the upper-level server in association with
the downlink packet into a packet storage portion and a
received time of the uplink packet from the lower-level
server to the upper-level server 1n association with the
uplink packet into the packet storage portion;

identifying plural combinations of the downlink packet
and the uplink packet immediately following the down-
link packet under predetermined condition, the uplink
packet having a predetermined threshold value or more
difference time from the received time of the downlink
packet to the received time of the uplink packet;
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storing the received time of the uplink packet included in
the identified combination and the received time of the
downlink packet included in the identified combination
following immediately after the 1dentified combination
in association with chunk identification data into a

chunk data storing portion, the chunks of chunk 1dent-
fication data i1dentifying a chunk data from the uplink
packet included in the identified combination to the
downlink packet included in the identified combination
following immediately after the identified combination;

identifying from the chunk data storing portion the chunk
identification data associated with both of the recerved
time of the uplink packet and the received time of the
downlink packet, which are included between the time
when the packet of a specific processing request to the
lower-level server 1s recerved and the time when the
packet of the response corresponding to the specific
processing request 1s received;

storing the identified chunk idenfification data into an

inclusion relation data storing portion in association
with a processing identification data for identifying a
specific processing operation to be performed 1n
response to the specific processing request;

calculating chunk processing time by using a difference

between the received time of the uplink packet and the
received time of the downlink packet, which are stored
in the chunk data storing portion, on the basis of the
chunk identification data associated with the processing,
identification data;

calculating the total sum of the chunk processing times to

calculate processing time of the upper-level server for
the specific processing operation; and

storing the total sum of the chunk processing times into an

analysis result storing portion 1n association with the
processing 1dentification data of the specific processing
operation.

2. The non-transitory computer readable storage medium
according to claim 1, the procedure comprising:

calculating the difference between the time when a packet

of the specific processing request to the lower-level
server 1s received and the time when a packet of the
response corresponding to the packet of the specific
processing request 1s received as a first response time for
the specific processing operation;

subtracting the processing time of the upper-level server,

which 1s stored in the analysis result storing portion in
association with the processing identification data of the
specific processing operation, from the {first response
time calculated for the specific processing operation to
calculate the processing time of the lower-level server
for the specific processing operation; and

storing the processing time of the lower-level server 1n a

calculation result storing portion 1n association with the
processing identification data of the specific processing
operation.

3. The non-transitory computer readable storage medium
according to claim 1, wherein, the calculating chunk process-
ing time procedure mcluding

dividing the difference between the recerved time of the

uplink packet and the received time of the downlink
packet, which are stored in the chunk data storing por-
tion 1n association with the chunk identification data, by
the number of the processing identification data stored in
the inclusion relation data storing portion in association
with the chunk 1dentification data to calculate the chunk
processing time.
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4. The non-transitory computer readable storage medium
according to claim 1, wherein, the predetermined condition 1s
a condition that the connections identified from the destina-
tion IP addresses, source IP addresses, destination port num-
bers and source port numbers are the same and the destination
port number 1s the number indicating the communication
between a database server and an application server.

5. A system analysis apparatus for receiving messages
transmitted and recerved between plural servers performing,
processing operations 1n accordance with a request from a
user terminal and analyzing the operational status of the sys-
tem, the apparatus comprising:

a packet data storing portion for storing received time of a
downlink packet from an upper-level server to a lower-
level server that 1ssues a processing request to the upper-
level server 1n association with the downlink packet and
received time of the uplink packet from the lower-level
server to the upper-level server 1n association with the
uplink packet;

a chunk analyzing portion for identifying plural combina-
tions of the downlink packet and the uplink packet
immediately following the downlink packet under pre-
determined condition, the uplink packet having a prede-
termined threshold value or more difference time from
the received time of the downlink packet to the received
time of the uplink packet for storing the received time of
the uplink packet included 1n the 1dentified combination
and the recerved time of the downlink packet included 1n
the combination following immediately after the 1denti-
fied combination 1n association with a chunk i1dentifica-
tion data into a chunk data storing portion, the chunk
identification data identifying the chunk data from the
uplink packet included 1n the identified combination to
the downlink packet included 1n the combination follow-
ing immediately after the identified combination;

a call relation analyzing portion for identitying from the
chunk data storing portion the chunk identification data
associated with both of the recerved time of the uplink
packet and the recerved time of the downlink packet,
which are included between the time when the packet of
a specific processing request to the lower-level server 1s
received and the time when the packet of the response
corresponding to the specific processing request 1s
received, and for storing the 1dentified chunk 1dentifica-
tion data into an inclusion relation data storing portion in
association with a processing identification data for
identifying a specific processing operation to be per-
formed 1n response to the specific processing request;
and

a processing time calculating portion for calculating chunk
processing time by using a difference between the
received time of the uplink packet and the received time
of the downlink packet, which are stored in the chunk
data storing portion, on the basis of the chunk i1dentifi-
cation data associated with the processing identification
data, and for calculating the total sum of the chunk
processing times to calculate processing time of the
upper-level server for the specific processing operation
and storing the total sum of the chunk processing times
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into an analysis result storing portion 1n association with
the processing identification data of the specific process-
ing operation.

6. A system analysis method executed by a computer for
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servers performing processing operations in accordance with
a request from a user terminal and analyzing the operational
status of a system, the method comprising:
storing received time of a downlink packet from an upper-
level server to a lower-level server for 1ssuing a process-
ing request to the upper-level server in association with
the downlink packet into a packet storage portion and
received time of the uplink packet from the lower-level
server to the upper-level server in association with the
uplink packet into the packet storage portion;
identitying plural combinations of the downlink packet
and the uplink packet immediately following the down-
link packet under predetermined condition, the uplink
packet having a predetermined threshold value or more
difference time from the received time of the downlink
packet to the received time of the uplink packet;
storing the recerved time of the uplink packet included in
the identified combination and the received time of the
downlink packet included in the identified combination
following immediately after the identified combination
in association with a chunk identification data into a
chunk data storing portion, the chunk identification data
identifying a chunk data from the uplink packet included
in the identified combination to the downlink packet
included 1n the identified combination following imme-
diately after the 1dentified combination;
identitfying from the chunk data storing portion the chunk
identification data associated with both of the recerved
time of the uplink packet and the received time of the
downlink packet, which are included between the time
when the packet of a specific processing request to the
lower-level server 1s recerved and the time when the
packet of the response corresponding to the specific
processing request 1s received
storing the i1dentified chunk idenfification data into an
inclusion relation data storing portion in association
with a processing i1dentification data for identifying a
specific processing operation to be performed in
response to the specific processing request;
calculating chunk processing time by using a difference
between the recerved time of the uplink packet and the
received time of the downlink packet, which are stored
in the chunk data storing portion, on the basis of the
chunk identification data associated with the processing
identification data:
calculating the total sum of the chunk processing times to
calculate processing time of the upper-level server for
the specific processing operation; and
storing the total sum of the chunk processing times nto an
analysis result storing portion 1n association with the
processing identification data of the specific processing
operation.
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