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DATA MANAGEMENT METHOD AND FLASH
MEMORY STORAGE SYSTEM AND
CONTROLLER USING THE SAME

CROSS-REFERENCE TO RELATED
APPLICATION

This application claims the priority benefit of Taiwan
application serial no. 98110901, filed on Apr. 1, 2009. The
entirety of the above-mentioned patent application 1s hereby
incorporated by reference herein and made a part of specifi-
cation.

BACKGROUND

1. Technology Field

The present mvention i1s related to a data management
method for a flash memory storage system, and more particu-
larly, to a data management method for a flash memory stor-
age system having a cache memory, and a flash memory
storage system and a flash memory controller using the same,
which may effectively shorten a time required for flushing
temporary data in the cache memory.

2. Description of Related Art

The growth of digital cameras, mobile phones, and MP3
players has been rapid in recent vyears. Consequently,
demands of consumers for storage media of digital contents
have increased tremendously. Flash memory 1s one of the
most adaptable storage media to be carried around and used
for storing digital files due to 1ts characteristics such as data
non-volatility, low power consumption, small volume, and
non-mechanical structure. A Solid State Drive (SSD) 1s an
example of utilizing the flash memory as the storage media,
and has been widely applied 1n the host system as a main disk.

Generally speaking, in designs of a flash memory storage
system, physical blocks of the flash memory storage system
are grouped 1nto a plurality of physical units and the physical
units are further grouped into a data area and a spare area. The
physical units 1n the data area are used for storing valid data
written by a writing command, and the physical units in the
spare area are used for replacing the physical units 1n the data
areca during the execution of the writing command. More
specifically, when recerving the writing command from a host
to write data into the physical units to be updated 1n the data
area, the tlash memory storage system {irst selects one physi-
cal unit from the spare area, copies valid old data of the
physical unit to be updated in the data area, and writes the
copied valid old data together with the new data to be written
into the physical unit selected from the spare area. Then, the
flash memory storage system links the physical unit contain-
ing the new data to the data area, and erases the physical unit
to be updated and links 1t to the spare area. To enable the host
to properly access the physical units that store data 1n an
alternate manner, the flash memory storage system provides
logical units to the host. That 1s, the tlash memory storage
system records and updates a relationship between the logic
units and the physical units of the data area in the logical
address-physical address mapping table to retlect the alterna-
tion of the physical units. Therefore, the host 1s only required
to perform writing based on the logical units provided and the
flash memory storage system reads data from or writes data
into the physical units according to the logical address-physi-
cal address mapping table.

However, compared with operations of the host system
(e.g., data transmission), time required by writing data for a
tflash memory storage device to perform the above-described
the alternation of the physical units 1s relatively longer, there-
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fore, 1n order to enhance performance of the flash memory
storage device, a cache memory 1s generally allocated in the

flash memory storage device for shortening time required for
completing related commands.

For example, 1n a case where the flash memory storage
device takes relatively more time to complete the writing
commands from the host system, when the host system 1ssues
the write command, the flash memory storage system may
temporarily stores the data, which 1s to be written, into the
cache memory, and replies the host system that the writing
command 1s completed. Afterwards, when the cache memory
1s Tully stored with the data, the flash memory storage device
then writes the data into the flash memory.

However, 1n a framework of adding the cache memory for
accessing the flash memory storage device, 1n a case where a
great quantity of data 1s temporarily stored in the cache
memory, or the data temporarily stored in the cache memory
will be written into a plurality of different logical units, when
the host system 1ssues a command for flushing the cache
memory, the flash memory storage device takes a very long
time for writing the data temporarily stored in the cache
memory 1nto the physical units, thereby causing a severe
delay on operations of the host system.

SUMMARY

The present invention provides a data management method
for a flash memory storage system utilizing a cache memory,
and the data management method may effectively avoid a
delay produced when the host 1ssues a command of flushing
the cache memory.

The present invention provides a flash memory controller
for controlling a flash memory storage system, and the flash
memory controller may eflectively avoid a delay produced
when the host 1ssues a command of flushing the cache
memory.

The present mvention provides a flash memory storage
system having a cache memory, and the flash memory storage
system may eflectively avoid a delay produced when the host
1ssues a command of flushing the cache memory.

An exemplary embodiment of the present invention pro-
vides a data management method for a flash memory storage
system, wherein the flash memory storage system includes a
cache memory and a flash memory, and the tflash memory
includes a plurality of physical blocks. The data management
method includes temporarily storing a plurality of writing
data from a host 1n the cache memory; determining whether a
time for writing the writing data into the flash memory 1s more
than an upper limit processing time; and writing at least a
portion of the writing data temporarily stored i1n the cache
memory 1nto the flash memory when the time for writing the
writing data into the tflash memory 1s more than the upper
limit processing time.

An exemplary embodiment of the present invention pro-
vides a flash memory controller for controlling a flash
memory storage system, wherein the flash memory storage
system includes a cache memory and a flash memory, and the
flash memory includes a plurality of physical blocks. The
flash memory controller includes a microprocessor unit, a
host interface unit, a flash memory interface unit, and a
memory management unmit. The host interface unit, the flash
memory mterface unit, and the memory management unit are
respectively coupled to the microprocessor unit. The memory
management unit temporarily stores a plurality of writing
data from a host 1n the cache memory. Further, the memory
management unit determines whether a time for writing the
writing data into the tflash memory 1s more than the upper
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limit processing time, and the memory management unit
writes at least a portion of the writing data temporarily stored
in the cache memory nto the flash memory when the time for
writing the writing data into the flash memory 1s more than the
upper limit processing time.

The present invention proposes a tlash memory storage
system which includes a cache memory, a flash memory
having a plurality of physical blocks and a tlash memory
controller. The flash memory controller 1s coupled to the
cache memory and the flash memory, and the flash memory
controller temporarily stores a plurality of writing data from
a host in the cache memory. Further, the tlash memory con-
troller determines whether a time for writing the writing data
into the flash memory 1s more than the upper limit processing
time, and the flash memory controller writes at least a portion
of the writing data temporarily stored in the cache memory
into the flash memory when the time for writing the writing
data into the flash memory 1s more than the upper limit pro-
cessing time.

In summary, the present invention may effectively manage
data 1n the cache memory, and thus avoid the delay produced
when the host 1ssues a flush command.

In order to make the aforementioned and other features and
advantages of the present mvention more comprehensible,

several embodiments accompanied with figures are described
in detail below.

BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings are included to provide a
turther understanding of the invention, and are incorporated
in and constitute a part of this specification. The drawings
illustrate embodiments of the invention and, together with the
description, serve to explain the principles of the imnvention.

FIG. 1 1s a schematic block diagram illustrating a flash
memory storage system according to an exemplary embodi-
ment of the present invention.

FIG. 2 1s a schematic block diagram 1illustrating a tlash
memory chip according to an exemplary embodiment of the
present invention.

FIGS. 3A~3C are schematic diagrams illustrating opera-
tions of a flash memory chip according to an exemplary
embodiment of the present invention.

FI1G. 4 1s a flow chart illustrating a data management pro-
cess according to a first exemplary embodiment of the present
invention.

FIG. 5 1s a flow chart illustrating a data management pro-
cess according to a second exemplary embodiment of the
present invention.

FIG. 6 1s a flow chart 1llustrating a data management pro-
cess according to a third exemplary embodiment of the
present invention.

FIG. 7 1s a schematic block diagram illustrating a tlash
memory storage system according to a fourth exemplary
embodiment of the present invention.

FIG. 8 1s a schematic block diagram illustrating a flash
memory chip according to an exemplary embodiment of the
present invention.

FI1G. 9 1s a flow chart illustrating a data management pro-
cess according to a fourth exemplary embodiment of the
present invention.

DESCRIPTION OF EMBODIMENTS

The data management method proposed by the present
invention 1s to detect a state of writing data stored 1n a cache
memory periodically or aperiodically, or before a host writes
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the writing data into a cache memory, or after the host writes
the writing data into the cache memory, and determine

whether time required for writing all the temporarily stored
writing data into physical units of the flash memory storage
system exceeds a upper limit processing time. In addition,
when the time required for writing all the temporarily stored
writing data exceeds the upper limit processing time, a por-
tion of the writing data temporarily stored in the cache
memory 1s first written 1nto the physical units.

Here, the upper limit processing time 1s an expectation
value determined by a user, and indicates a time which may be
tolerated by the user for the system staying in a busy state and
unable responding to other commands. In following exem-
plary embodiments, the upper limit processing time 1s set as
800 milliseconds. Therefore, according to the data manage-
ment method, a problem of delay produced when the host
system 1ssues the commands for flushing a great quantity of
data or non-continuous data stored in the cache memory 1s
resolved 1n the flash memory storage system having the cache
memory. Several exemplary embodiments of the present
invention will be described 1n details 1n the following with
reference to accompany the drawings.

First Exemplary Embodiment

FIG. 1 1s a schematic block diagram illustrating a flash
memory storage system according to an exemplary embodi-
ment of the present invention.

Referring to FIG. 1, a flash memory storage system 100 1s
usually used together with a host 200 so that the host 200 can
write data into the flash memory storage system 100 or read
data from the flash memory storage system 100. In the present
exemplary embodiment, the flash memory storage system
100 1s a solid state drive (SSD). However, it should be under-
stood that, in another embodiment of the present invention,
the tlash memory storage system 100 may also be a memory
card or a flash drive.

The flash memory storage system 100 includes a flash
memory controller 110, a cache memory 120, and a flash
memory chip 130.

The flash memory controller 110 executes a plurality of
logic gates or control commands which are implemented 1n a
hardware form or 1n a firmware form, so as to perform opera-
tions of writing, reading or erasing data 1n the flash memory
chip 130 according to the commands of the host 200. The
flash memory controller 110 includes a microprocessor unit
110a, a memory management unit 1105, a flash memory
interface unit 110¢, and a host interface unit 1104.

The microprocessor unit 110a 1s configured to control
whole operations of the flash memory controller 110. More
specifically, the microprocessor unit 110a 1s coordinated with
the memory management unit 1105, the flash memory inter-
face unit 110¢, the host interface unit 1104, and so on to
altogether perform the operations of writing, reading or eras-
ing data of the flash memory storage system 100.

The memory management unit 1106 1s coupled to the
microprocessor unit 110a and 1s configured to perform block
management mechanism, data writing mechanisms accord-
ing to the present exemplary embodiment.

In the present exemplary embodiment, the memory man-
agement unit 1105 1s implemented in the flash memory con-
troller 110 1n a firmware form. For example, a plurality of the
control commands 1s burn into a program memory (e.g., a
read only memory (ROM)) and the program memory 1s fur-
ther embedded 1n the flash memory controller 110 for imple-
menting the memory management unit 1105, wherein when
the tlash memory storage system 100 1s activated, a plurality
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of machine commands of the memory management unit 11056
are executed by the microprocessor unit 110a to perform the
block management mechanism and the data writing mecha-
nisms according to the present exemplary embodiment.

In another exemplary embodiment of the present invention,
the control commands of the memory management unit 1105
may also be stored 1n a specific area (for example, a system
area, which 1s just used for storing system data, 1n the flash
memory) of the flash memory chip 130 in a software form.
Similarly, when the flash memory storage system 100 1s acti-
vated, the control commands of the memory management
unit 1105 are executed by the microprocessor unit 110a.
Moreover, 1n another exemplary embodiment of the present
invention, the memory management umt 1005 may also be
implemented 1n the flash memory controller 110 1n a hard-
ware form.

The flash memory interface unit 110¢ 1s coupled to the
microprocessor unit 110a for accessing the flash memory
chip 130. That 1s, the data to be written into the flash memory
chip 130 1s transformed to a format acceptable to the flash
memory chip 130 by the tlash memory interface unit 110c.

The host interface umit 1104 1s coupled to the microproces-
sor unit 110a for recewving and i1dentifying the commands
from the host 200. In other words, the commands and data
from the host 200 are transmitted to the microprocessor unit
110a via the host interface umt 1104. In the present exem-
plary embodiment, the host interface unit 1104 1s a Senal
Advanced Technology Attachment (SATA) interface. How-
ever, 1t 1s to be understood that the present invention 1s not
limited thereto, and the host interface umt 1104 may also be
a Universal Serial Bus (U SB) interface, an Institute of Elec-
trical and FElectronics Engineers (IEEE) 1394 interface, a
Peripheral Component Interconnect (PCI) Express interface,
an Memory Stick (MS) iterface, an Multi Media Card
(MMC) interface, an Secure Digital (SD) interface, a Com-
pact Flash (CF) interface, an Integrated Drive Electronics
(IDE) mterface, or other suitable types of interfaces for data
transmission.

Moreover, though not shown in the present exemplary
embodiment, the flash memory controller 110 also includes
other general function modules for controlling the flash
memory, such as a butfer, an error correction unit, and a power
management unit.

The cache memory 120 1s coupled to the flash memory
controller 110 and 1s configured to temporarily store data
accessed by the host 200. In the present exemplary embodi-
ment, the cache memory 120 1s a dynamic random access
memory (DRAM). However, it 1s to be understood that the
present invention 1s not limited thereto, magnetoresistive ran-
dom access memory (MRAM), phase change random access
memory (PRAM), single level cell (SLC) NAND flash
memory or other suitable types of memory may also be
applied to the present imvention. In particular, the cache
memory 120 may also be implemented by a portion of storage
space of the flash memory chip 130 or implemented by allo-
cating a memory 1n the flash memory controller 110.

The flash memory chip 130 1s coupled with the flash
memory controller 110 for storing data. In the present exem-
plary embodiment, the flash memory chip 130 1s a multi-level
cell (MLC) NAND flash memory. Nevertheless, 1t should be
understood that the present invention 1s not limited thereto. In
another exemplary embodiment, a SLC NAND flash memory
may also be applied to the present invention.

FIG. 2 illustrates a schematic block diagram of the flash
memory chip 130 1n FIG. 1.

In the present exemplary embodiment, the flash memory
chip 130 includes a first flash memory module 210, a second
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flash memory module 220, a third flash memory module 230,
and a fourth flash memory module 240, wherein the first flash
memory module 210 includes physical blocks 210-(0)~210-

(N); the second flash memory module 220 includes physical
blocks 220-(0)~220-(N); the third flash memory module 230

includes physical blocks 230-(0)~230-(N); and the fourth

flash memory module 240 includes physical blocks 240-(0)
~240-(N). It 1s to be noted that the description of this embodi-
ment 1s based on the example that the flash memory chip 130
includes four tlash memory modules, but the present mnven-
tion 1s not limited thereto.

In the flash memory chip 130, a smallest unit for erasing
data 1s one physical block. That 1s to say, each of the physical
blocks has a minimum number of memory cells for being
crased altogether. Each of the physical blocks i1s usually
divided 1nto a plurality of pages. Since 1n the present exem-
plary embodiment, the tflash memory chip 130 1s a MLC
NAND flash memory, thus a smallest unit for programs 1s one
page. In other words, one page 1s the smallest unit for writing
data or reading data. Each of the pages usually includes a user
data area D and a redundancy area R. The user data area D 1s
configured for storing user data, and the redundancy area R 1s
configured for storing system data (for example, an error
checking and correcting code (ECC code)). In the present
exemplary embodiment, each of the pages of the flash
memory chip 130 has 8 sectors, and generally, one sector 1s
512 bytes so one page 1s 4 kilo bytes (KB).

However, 1t 1s to be noted that, in other tflash memory
designs (e.g., SLC NAND flash memory), a smallest unit to
program may also be a sector, in other words, making a sector
as a smallest unit to program. In addition, the physical blocks
of the first flash memory module 210, the second flash
memory module 220, the third flash memory module 230, and
the fourth flash memory module 240 are usually grouped 1nto
a plurality of zones. By managing the physical blocks 210-
(0)~210-(N), the physical blocks 220-(0)~220-(N), the physi-
cal blocks 230-(0)~230-(N), and the physical blocks 240-(0)
~240-(N) 1n unit of zones, the parallelism of operations 1s
increased and the management of these physical blocks 1s
simplified.

In the present exemplary embodiment, the flash memory
controller 110 logically groups the physical blocks of the first
flash memory module 210, the second flash memory module
220, the third flash memory module 230, and the fourth flash
memory module 240 into a plurality of physical units for
management, and one physical unit includes 4 physical
blocks, for example. By managing the flash memory chip 130
in unit of physical umts, the flash memory controller 110
maintains a logical address-physical address mapping table in
a larger unit (1.e., one physical unit). Accordingly, a required
space 1n a butler 1s reduced. In the present exemplary embodi-
ment of the present mvention, the physical blocks 210-(0)
~210-(N), the physical blocks 220-(0)~220-(N), the physical
blocks 230-(0)~230-(N), and the physical blocks 240-(0)
~240-(N) are logically grouped mto physical units 310-(0)
~310-(N). It should to be understood that, in the present
exemplary embodiment, loading of system resources 1s etiec-
tively reduced by grouping the physical blocks into the physi-
cal units to manage. However, the present invention 1s not
limited thereto, 1n another exemplary embodiment of the
present 1nvention, the data management and the writing
mechanism may also be directly performed on the physical
blocks according to the present exemplary embodiment.

FIGS. 3A~3C are schematic diagrams illustrating opera-
tions of the flash memory chip 130 according to an exemplary
embodiment of the present invention.
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It should be understood that terms, such as “select”,
“move”, “exchange”, “replace”, “alternate™, “group”, and so

torth, are logical concepts which describe the operations on
the physical blocks of the flash memory chip 130. That 1s, the
physical blocks of the flash memory are logically operated,
but actual positions of the physical blocks are not changed. It
should be mentioned that the following operation 1s accom-
plished by the memory management unit 1105 of the tlash
memory controller 110.

Referring to FIG. 3A, the memory management unit 1105
logically groups the physical blocks of the flash memory chip
130 into physical units 310-(0)~310-(N), and logically
groups the physical units 310-(0)~310-(IN) into a storage area
320 and a replacement area 330.

The physical units 310-(0)~310-(P) in the storage area 320
are physical units normally used 1n the flash memory storage
system 100. That 1s, the memory management unit 1105
writes data into the physical units belonging to the storage
arca 320.

The physical units 310-(P+1)~310-(N) 1n the replacement
area 330 are replaced physical units. For example, when the
flash memory chip 130 1s manufactured 1n the factory, 4% of
the physical blocks thereof are reserved for replacement (1.¢.,
the replaced physical units). That is, when any of the physwal
blocks in the storage area 320 1s damaged, the physical blocks
reserved 1n the replacement area 330 are used to replace the
damaged physical blocks (1.e. bad blocks). Hence, if the
replacement area 330 still has available physical blocks
therein, the memory management unit 1105 selects the avail-
able physical blocks from the replacement area 330 to replace
the damaged physical blocks when a situation of the damaged
physical blocks occurs. If the replacement area 330 no longer
has any of the usable physical blocks, the flash memory
storage system 100 1s announced to be invalid when the
situation of the damaged physical blocks occurs.

Referring to FIG. 3B, the memory management unit 1105
logically groups the physical blocks of the storage area 320
into a system area 302, a data area 304, and a spare area 306.

The system area 302 includes physical units 310-(0)~310-
(S), the data area 304 includes physical units 310-(5+1)~310-

(S+M), and the spare area 306 includes physical units 310-
(S+M+1)~310-(P). In the present exemplary embodiment,
the aforementioned S, M, and P are positive itegers whic,

1
represent a number of the physical blocks allocated 1n each
1
1

area, and may be varied based on a capacity of the flasl
memory module used by the manufacturer of the flasl
memory storage system.

The physical units logically belonging to the system area
302 are used for recording the system data, which includes
information related to the manufacturer and a model of the
flash memory chip, the number of the zones in each flash
memory module, the number of the physical blocks 1n each
zone, the number of the pages 1n each physical block, and so
forth.

The physical units logically belonging to the data area 304
are used to store user data, and these physical units are
mapped to the logical units accessed by the host 200. That 1s,
the physical units in the data area 304 are units which store
valid data.

The physical units logically belonging to the spare arca 306
are used to substitute the physical units 1in the data area 304.
Theretfore, when the physical units of the spare area 306 are
blank or available units, 1t means that these physical units
have no data recorded thereon or having data marked as
invalid. In other words, the physical units 1n the data area 304
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and the spare area 306 are used alternatively to store data to be
written by the host 200 into the flash memory storage system

100.

As mentioned previously, the physical units of the flash
memory chip 130 are alternated to store data from the host
200. Therefore, the memory management unit 1106 provides

logic umts 350-1~350-M {for the host 200 to access the data
and maintains the logical address-physical address mapping
table to record the physical units mapped to the logic units.
For example, referring to FI1G. 3B and FIG. 3C, when the
host 200 writes data into the logic unit 350-1, the memory
management unit 11056 refers to the logical address-physical
address mapping table for determining that the logic unit
350-1 1s currently mapping to a physical unit 310-(S5+1)
which logically belongs to the data area 304. Thus, the
memory management unit 1105 updates the data in the physi-
cal unit 310-(S+1), and meanwhile, the flash memory con-
troller 110 selects the physical unit 310-(S+M+1) from the
spare area 306 to substitute the physical unit 310-(S+1) in the
data area 304. However, the memory management unit 1105

does not 1nstantly move all the valid data in the physical unit
310-(S+1) to the physical unit 310-(S+M+1) and erase the
physical unit 310-(S+1) when the memory management unit
1106 writes new data 1nto the physical unit 310-(S+M+1).
More specifically, the memory management unit 1105 copies
the valid data 1n the physical unit 310-(S+1) belfore the page
to be written (1.e., the pages P0 and P1) into the physical unit
310-(S+M+1) (as shown 1n FIG. 3C(a)) and then writes the
new data (1.e., Pages P2 and P3 in the physical unit 310-(S+
M+1)) into the physical unit 310-(S+M+1) (as shown 1n FIG.
3C(b)). Thereby, at this time, the memory management unit
1106 completes the operation of writing. Since the valid data
in the physical unit 310-(S+1) may become 1nvalid 1n a next
operation (for example, a writing command), instantly mov-
ing all the valid data from the physical unit 310-(S+1) to the
physical unit 310-(S+M+1) may be unnecessary. In this case,
the combination contents of the physical unit 310-(5+1) and
the physical unit 310-(S+M+1) 1s the complete content of the
corresponding logic unit 350-1. The number of such transient
mother-child relationships (i.e., the physical units 310-(S+1)
and 310-(S+M+1)) 1s determined according to the capacity of
a buffer 1n the flash memory controller 110, and the operation
for temporarily maintaining such a transient relationship 1s
referred to as “opening” mother-child units. In particular, 1n a
situation of opening the mother-child units, the processed
logical unit 1s mapped to a plurality of physical units.

Thereatter, only when the contents in the physical units
310-(S+1) and 310-(S+M+1) are to be really combined, the
memory management unit 1106 integrates the physical umit
310-(S+1) and the physical unit 310-(S+M+1) into a single
physical unit, so that the efficiency 1n using these units can be
improved. Such an integration action 1s also referred to as
“closing” the mother-child units. For example, as shown 1n
FIG. 3C(c), when the mother-child units are closed, the
memory management unit 1105 copies the remaining valid
data 1in the physical unit 310-(5+1) (1.e., pages P4~PN) to the
substitute physical unit 310-(S+M+1), and then erases the
physical unit 310-(S+1) and links 1t to the spare areca 306.
Meanwhile, the memory management unit 1106 links the
physical unit 310-(S+M+1) to the data area 304 and updates
the logical address-physical address mapping table to indi-
cate that the logical unit 350-1 1s now mapped to the physical
umt 310-(S+M+1) Thereby, the operation of closing the
mother-child units 1s completed. In particular, in a situation of
closing the mother-child units, the processed logical unit 1s
mapped to one physical unit.
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In the flash memory storage system 100 according to the
present exemplary embodiment, when the host 200 1s about to
write data into the flash memory storage system 100, the
memory management unit 1105 of the flash memory control-
ler 110 receives a write command and writing data, wherein
the write command may 1nclude a logical address into which
the writing data 1s stored. Thereafter, the memory manage-
ment unit 1105 of the flash memory controller 110 transforms
the logical address 1nto a corresponding logical unit, tempo-
rarily stores the writing data 1n the cache memory 120, and
records the logical unit in which the writing data 1s stored.
Meanwhile, the flash memory storage system 100 may
repeatedly receive the writing data to be written by the host
200 and process the writing data according to the aforemen-
tioned way (1.e., temporarily storing the writing data into the
cache memory 120). Then, when the host 200 1ssues a tlush
command or at an appropriate timing, the memory manage-
ment unit 1105 writes the writing data temporarily stored in
the cache memory 120 into the storage area 320 of the flash
memory chip 130 (as the operation illustrated in FIG.
3A~FIG. 3C). It 1s to be noted that, 1n the present exemplary
embodiment, when the host 200 1ssues the writing command
and the writing data to be stored 1s temporarily stored 1n the
cache memory 120, the memory management unit 1105 cal-
culate currently data quantity of the writing data temporarily
stored 1 the cache memory 120, and determine whether
currently the data quantity of the writing data temporarily
stored 1n the cache memory 120 1s more than a data quantity
threshold. Here, the data quantity threshold 1s determined by
the user according to a delay time acceptable to the flash
memory storage system 100. In particular, the data quantity
threshold 1s determined according to the upper limit process-
ing time mentioned previously.

For example, 1n the present exemplary embodiment, when
the data quantity of the writing data temporarily stored 1n the
cache memory 120 reaches two thirds of a capacity of the
cache memory 120, time required for the flash memory stor-
age system 100 writes the writing data into the flash memory
chip 130 1s more than the above-described upper limit pro-
cessing time. Therefore, the data quantity threshold is set as
two thirds of the capacity of the cache memory 120 1n this
case.

That 1s, when the data quantity temporarily stored in the
cache memory 120 1s more than the data quantity threshold,
the time to write the writing data temporarily stored 1n the
cache memory 120 1nto the flash memory chip 130 1s deter-
mined to be more than the upper limit processing time when
the host 200 performs the flush command. Therefore, under a
circumstance of the data quantity temporarily stored 1n the
cache memory 120 being more than the data quantity thresh-
old, the memory management umt 1105 writes a portion of
the writing data temporarily stored in the cache memory 120
into the storage area 320. More specifically, the memory
management unit 1105 writes the portion of the writing data
into the mapped physical units according to the logical units
which 1s to store the portion of the writing data (as 1llustrated
in FIG. 3A~FIG. 3C). In the exemplary embodiment, the
memory management unit 1105 writes the writing data which
belong to an 1dentical logical unit into the mapped physical
units. However, the present invention 1s not limited thereto, in
another exemplary embodiment of the present invention, the
memory management unit 1105 also writes the writing data
which belong to a plurality of the logical units into the
mapped physical units.

In another exemplary embodiment of the present invention,
when executing the operations of writing the writing data
which belong to the same logical unit 1nto the mapped physi-
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cal units, the memory management unit 1105 determines
whether a ratio of the data quantity of the writing data belong-

ing to the same logical unit 1n the cache memory to a capacity
of the whole logical unit 1s more than a ratio threshold,
wherein the ratio threshold may be determined by the user.
For example, here, in the present exemplary embodiment, the
ratio threshold 1s set as 50%. More specifically, the memory
management unit 1105 determines how much data belonging
to the logical unit 1s stored 1n the cache memory 120, wherein
if the data quantity of the logical unit exceeds a certain ratio,
the memory management unit 1105 copies old valid data in
the physical unmits originally mapped to the logical umt into
the cache memory 120, and writes the writing data tempo-
rarily stored in the cache memory 120 and the copied old valid
data into the physical units selected from the spare arca 306
alter integrating the writing data temporarily stored in the
cache memory 120 with the copied old valid data.

FIG. 4 1s a tlow chart 1llustrating a data management pro-
cess 400 according to a first exemplary embodiment of the
present 1nvention.

Referring to FI1G. 4, when the flash memory storage system
100 1s activated, 1n step S401, the flash memory storage
system 100 1s mitialized. More specifically, 1n the step S401,
the memory management unit 1105 of the flash memory
controller 110 loads related information (information related
to structures and operations illustrated 1n FIG. 2, FIG. 3A,
FIG. 3B, and FIG. 3C) for the flash memory chip 130.

In step S403, the flash memory controller 110 1s on a
standby mode to receive the write command and the writing
data from the host 200. Then, 1n step S405, the flash memory
controller 110 temporarily stores the writing data into the
cache memory 120. Thereafter, in step S407, the flash
memory controller 110 determines whether the data quantity
of the writing data temporarily stored in the cache memory
120 1s more than the data quantity threshold. If the data
quantity of the writing data temporarily stored in the cache
memory 120 1s more than the data quantity threshold, then, in
step S409, the flash memory controller 110 writes the writing
data which belong to the same logical umit into the mapped
physical units. Then, the data management process 400
returns to the step S403 for a standby.

Second Exemplary Embodiment

Compared to determining whether the time required by
writing all the temporarily stored writing data into the physi-
cal units 1s more than the upper limit processing time men-
tioned previously according to the data quantity temporarily
stored in the cache memory in the first exemplary embodi-
ment, the flash memory storage system of the second exem-
plary embodiment determines whether the time required by
writing all the temporarily stored writing data into the physi-
cal units 1s more than the above-described upper limit pro-
cessing time according to a dispersity of the writing data
temporarily stored in the cache memory. Here, hardware
structures schematic diagram of the first exemplary embodi-
ment and the second exemplary embodiment are similar, the
second exemplary embodiment 1s further described by FIG. 1,
FIG. 2, and FIG. 3A~3C 1n the following.

Similar to operations of the first exemplary embodiment, in
the present exemplary embodiment, when the host 200 1s
about to write the data into the flash memory storage system
100, the memory management unit 1106 receives the write
command and the writing data, wherein the write command
may include the logical address into which the writing data to
be stored. Thereafter, the memory management unit 11056
transforms the logical address into the corresponding logical
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unit, temporarily stores the writing data 1n the cache memory
120, and records the logical unit 1n which the writing data 1s
stored. Meanwhile, the flash memory storage system 100 may
repeatedly receive the writing data to be written from the host
200 and process the writing data in a fashion similar to the
alorementioned way (1.e., temporarily storing the writing data
into the cache memory 120). Then, when the host 200 1ssues
a flush command or at an appropriate timing, the memory
management unit 1105 writes the writing data temporarily
stored 1n the cache memory 120 1nto the storage area 320 of
the flash memory chip 130 (as the operation illustrated in FIG.
3A~FIG. 3C).

Moreover, 1n the exemplary embodiment, after the host 200
1ssues the write command and the writing data to be stored 1s
temporarily stored in the cache memory 120, the memory
management unit 1105 determines whether currently the
number of the logical units corresponding to the writing data
temporarily stored in the cache memory 120 is more than a
data dispersity threshold. More specifically, the memory
management unit 1105 may know into which logical units the
host 200 1s about to write the writing data according to the
write command 1ssued by the host 200. Thereby, the memory
management unit 11056 may calculate the number of logical
units on which the above-described opening the mother-child
units and closing the mother-child units (the operations as
illustrated 1n FIG. 3A~3C) should be performed. Thereby, the
memory management unit 1105 may further determine
whether the flash memory storage system 100 1s able to write
all the writing data temporarily stored in the cache memory
120 into the storage area 320 of the flash memory chip 130
within the alforementioned upper limit processing time once
the host 200 i1ssues the flush command to the flash memory
storage system 100. Here, the data dispersity threshold 1s
configured by the user himseli/herself according to the delay
time acceptable to the tlash memory storage system 100. In
particular, the data dispersity threshold 1s set according to the
alorementioned upper limit processing time mentioned pre-
viously.

For example, 1n the present exemplary embodiment, when
the writing data temporarily stored in the cache memory 120
corresponds 100 of the logical units, then the tlash memory
storage system 100 writes the writing data which takes more
than the aforementioned upper limit processing time into the
physical units mapped the one hundred (100) of the logical
units. Therefore, the data dispersity threshold 1s configured to
be one hundred (100).

That1s, when the number of the logical units corresponding
to the writing data temporarily stored 1n the cache memory
120 1s more than the data dispersity threshold, the memory
management unit 1105 determines that the time for writing all
the writing data temporarily stored in the cache memory 120
into the flash memory 130 1s more than the aforementioned
upper limit processing time when the host 200 1ssues the flush
command. Therefore, under a circumstance of the number of
the logical unmits corresponding to the writing data tempo-
rarily stored in the cache memory 120 being more than the
data dispersity threshold, the memory management unit 11056
writes a portion of the writing data temporarily stored in the
cache memory 120 into the storage area 320. More specifi-
cally, the memory management unit 1105 writes the portion
of the writing data into the mapped physical units (as 1llus-
trated in FIG. 3A~FIG. 3C) according to the logical units into
which the portion of the writing data 1s stored. In an 1dentical
fashion as the above-described first exemplary embodiment,
the memory management unit 11056 writes the writing data
which belong to an 1dentical logical unit 1n the cache memory
120 1nto the mapped physical units.
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FIG. 5 1s a flow chart illustrating a data management pro-
cess 500 according to a second exemplary embodiment of the
present 1nvention.

Referring to FIG. 5, when the flash memory storage system
100 1s activated, 1n step S501, the flash memory storage
system 100 15 mn1tialized.

In step S303, the flash memory controller 110 1s on a
standby mode to receive the write command and the writing
data from the host 200. Then, 1n step S305, the flash memory
controller 110 temporarly stores the writing data into the
cache memory 120. Besides, 1n step S507, the flash memory
controller 110 determines whether the number of the logical
units corresponding to the writing data temporarily stored in
the cache memory 120 1s more than the data dispersity thresh-
old. If the number of the logical units corresponding to the
writing data temporarily stored in the cache memory 120 1s
more than the data dispersity threshold, then in step S509, the
flash memory controller 110 writes the writing data which
belong to the same logical unit into the corresponding physi-
cal units. Then, the data management process 500 returns to
the step S503 for the standby mode.

Third Exemplary Embodiment

A difference of the third exemplary embodiment from the
first exemplary embodiment 1s that the flash memory storage
system ol the third exemplary embodiment determines
whether the time for writing all the temporarily stored writing
data into the physical units exceeds the atforementioned upper
limit processing time according to a state of the flash memory
chip. Here, hardware structures schematic diagram of the first
exemplary embodiment and the third exemplary embodiment
are similar, the third exemplary embodiment is further
described by FI1G. 1, FIG. 2, and FIG. 3A~3C 1n the follow-
ng.

Similar to operations of the first exemplary embodiment, in
the present exemplary embodiment, when the host 200 1s
about to write the data into the flash memory storage system
100, the memory management unit 1106 of the flash memory
controller 110 receives the write command and the writing
data from the host 200, wherein the write command may
include the logical address into which the writing data 1s
stored. Thereatter, the memory management unit 1105 trans-
forms the logical address into the corresponding logical unit,
temporarily stores the writing data 1n the cache memory 120,
and records the logical unit in which the writing data 1s stored.
Meanwhile, the flash memory storage system 100 may
repeatedly recerve the writing data to be written from the host
200 and process the writing data in a fashion similar to the
alorementioned way (1.e., temporarily storing the writing data
into the cache memory 120). Then, when the host 200 1ssues
a flush command or at an appropriate timing, the memory
management unit 11056 writes the writing data temporarily
stored 1n the cache memory 120 1nto the storage area 320 of
the flash memory chip 130 (as the operation illustrated 1n FIG.
3A~FIG. 3C).

Moreover, when the host 200 1ssues the write command
and the writing data to be stored 1s temporarily stored 1n the
cache memory 120, the memory management umt 1105 cal-
culates an unit processing number according to the number of
the logical units corresponding to the writing data tempo-
rarily stored in the cache memory 120 and the number of the
physical units 1n the spare area 306, and compare the calcu-
lated unit processing number and an upper limit unit process-
ing number 1n order to further determine whether the time
required for writing the writing data temporarily stored 1n the
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cache memory 120 1s more than the above-described upper
limit processing time processing time.

More specifically, when the memory management unit
1105 of the flash memory controller 110 1s about to perform
the operations of writing on the physical units mapped to one
of the logical units, as 1llustrated 1n FIG. 3A and FIG. 3B, the
memory management unit 11056 selects another physical unit
from the spare area 306 1n order to perform operations of
opening the mother-child units, wherein 11 there 1s no unavail-
able physical unit (1.e., all the physical units of the spare area
306 have been used for child-physical units corresponding to
other physical units), then the memory management unit
11056 has to close other mother-child units (as illustrated 1n
FIG. 3B) so as to make the spare area 306 have available
physical units to perform the operations of writing. Since a
delay of writing mainly occurs during an execution procedure
of closing the mother-child units and time required for open-
ing the mother-child umts 1s very short, thus 1n the present
embodiment, the number of the unit processing number (i.¢.,
a number of times required for executing a procedure of
closing the mother-child units) 1s calculated according to the
number of the logical units corresponding to the writing data
temporarily stored 1n the cache memory 120 and the number
of the available physical units in the spare area 306, thereby,
whether the time required for writing the writing data tempo-
rarily stored 1in the cache memory 120 1s more than the above-
described upper limit processing time can be determined.
Here, the upper limit unit processing number 1s determined by
the user according to the time required for closing the mother-
child units and the atorementioned upper limit processing
time.

For example, in the present exemplary embodiment, the
procedure of closing the mother-child units 1s required to take
200 milliseconds, and the upper limit processing time 1s 800
milliseconds, therefore the upper limit unit processing num-
ber 1s set as 4. Operations of the present exemplary embodi-
ment will be described 1n details in the following by an
example of writing data.

Suppose the number of the physical units of the spare area
306 available for opening the mother-child units 1s 5, and the
memory management unit 1105 has used 3 of the physical
units thereot to execute the procedure of opening the mother-
child units 1n order to write the data into the logical unmits 0, 1,
and 2, 1f the host 1ssues 9 write commands, wherein the write
commands respectively direct writing the data into the logical
units 3,4,0,5,3,6,7, 8, and 9, the memory management unit
11056 temporarily stores the writing data in the cache memory
120 and determine whether the time required for writing the
writing data temporarily stored in the cache memory 120 1s
more than the above-described upper limit processing time. A
way of such a determination 1s described as the following.

In a situation of executing the first write command, the
writing data corresponding to the logical unit 3 1s stored 1n the
cache memory 120. At this time, 1f the host 200 issues the
flush command, the writing data corresponding to the logical
unit 3 1s required to be written by executing one procedure of
opening the mother-child units. Since there are 2 available
physical units 1n the spare area 306, 1n a situation of the unit
processing number 1s 0 and not more than the upper limit unit
processing number, the memory management unit 1105
determines that the time required for writing the writing data
currently stored in the cache memory 120 does not exceed the
above-described upper limit processing time.

In a situation of executing the second write command, the
writing data corresponding to the logical units 3 and 4 are
stored 1n the cache memory 120. At this time, 11 the host 200
issues the flush command, the writing data corresponding
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logical units 3 and 4 are required to be written by executing 2
procedures of opening the mother-child units. Since there are
2 available physical units 1n the spare area 306, 1n a situation
of the unit processing number 1s O (1.e., 2 minus by 2) and not
more than the upper limit unit processing number, the
memory management unit 11056 determines that the time
required for writing the writing data currently stored in the
cache memory 120 does not exceed the above-described
upper limit processing time.

In a situation of executing the third write command, the
writing data corresponding logical units 3, 4, and 0 are stored
in the cache memory 120. At this time, 1f the host 200 1ssues
the flush command, since the procedure of opening the
mother-child umts corresponding to the logical unit 0 has
been executed, the writing data corresponding to the logical
units 3, 4, and 0 are required to be written by executing 2
procedures of opening the mother-child units. Since there are
2 available physical units 1n the spare area 306, 1n a situation
of the unit processing number 1s O (1.e., 2 minus by 2) and not
more than the upper limit unit processing number, the
memory management unit 11056 determines that the time
required for writing the writing data currently stored in the
cache memory 120 does not exceed the above-described
upper limit processing time.

In a situation of executing the fourth write command, the
writing data corresponding to the logical units 3, 4, 0, and 5
are stored 1n the cache memory 120. At this time, 11 the host
200 1ssues the flush command, since the procedure of opening
the mother-child units corresponding to the logical unit 0 has
been executed, the writing data corresponding to the logical
units 3, 4, 0, and 5 are required to be written by executing 3
procedures of opening the mother-child units. Since there are
2 available physical units 1n the spare area 306, 1n a situation
of the unit processing number i1s 1 (1.¢., 3 minus by 2) and not
more than the upper limit unit processing number, the
memory management unit 11056 determines that the time
required for writing the writing data currently stored in the
cache memory 120 does not exceed the above-described
upper limit processing time.

In a situation of executing the fifth write command, the
writing data corresponding to the logical units 3, 4, 0, and 5
are stored 1n the cache memory 120. At this time, 11 the host
200 1ssues the flush command, since the procedure of opening
the mother-child units corresponding to the logical unit 0 has
been executed, the writing data corresponding to the logical
units 3, 4, 0, and 5 are required to be written by executing 3
procedures of opening the mother-child units. Since there are
2 available physical units 1n the spare area 306, 1n a situation
of the unit processing number i1s 1 (1.¢., 3 minus by 2) and not
more than the upper limit unit processing number, the
memory management unit 11056 determines that the time
required for writing the writing data currently stored in the
cache memory 120 does not exceed the above-described
upper limit processing time.

In a situation of executing the sixth write command, the
writing data corresponding to the logical units 3, 4, 0, 5, and
6 are stored 1n the cache memory 120. At this time, 11 the host
200 1ssues the flush command, since the procedure of opening
the mother-child units corresponding to the logical unit 0 has
been executed, the writing data corresponding to the logical
units 3, 4, 0, 5, and 6 are required to be written by executing
4 procedures of opening the mother-child units. Since there
are 2 available physical units 1n the spare area 306, 1n a
situation of the unit processing number 1s 2 (1.¢., 4 minus by
2) and not more than the upper limit unit processing number,
the memory management unit 1106 determines that the time
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required for writing the writing data currently stored in the
cache memory 120 does not exceed the above-described
upper limit processing time.

In a situation of executing the seventh write command, the
writing data corresponding to the logical units 3,4, 0, 5, 6, and
7 are stored 1n the cache memory 120. At this time, if the host
200 1ssues the flush command, since the procedure of opening
the mother-child units corresponding to the logical unit 0 has
been executed, the writing data corresponding to the logical
units 3,4, 0,3, 6, and 7 are required to be written by executing,
S procedures of opening the mother-child units. Since there
are 2 available physical units 1n the spare area 306, 1n a
situation of the unit processing number 1s 3 (1.€., S minus by
2) and not more than the upper limit unit processing number,
the memory management unit 1105 determines that the time
required for writing the writing data currently stored in the
cache memory 120 does not exceed the above-described
upper limit processing time.

In a situation of executing the eighth write command, the
writing data corresponding to the logical units 3,4, 0,5, 6, 7,
and 8 are stored 1n the cache memory 120. At this time, if the
host 200 1ssues the tlush command, since the procedure of
opening the mother-child units corresponding to the logical
unit 0 has been executed, the writing data corresponding to
the logicalunits 3,4, 0,5, 6, 7, and 8 are required to be written
by executing 6 procedures of opening the mother-child units.
Since there are 2 available physical units in the spare area 306,
in a situation of the unit processing number 1s 4 (1.e., 6 minus
by 2) and not more than the upper limit unit processing
number, the memory management unit 1105 determines that
the time required for writing the writing data currently stored
in the cache memory 120 does not exceed the above-de-
scribed upper limit processing time.

In a situation of executing the ninth write command, the
writing data corresponding to logicalunit 3,4, 0,5, 6,7, 8, and
9 are stored 1n the cache memory 120. At this time, if the host
200 1ssues the flush command, since the procedure of opening
the mother-child units corresponding to the logical unit 0 has
been executed, the writing data corresponding to the logical
unit 3, 4, 0, 5, 6, 7, 8, and 9 are required to be written by
executing 7 procedures of opening the mother-chuld unaits.
Since there are 2 available physical units in the spare area 306,
in a situation of the unit processing number 1s 5 (1.e., 7 minus
by 2) and also more than the upper limit unit processing
number, the memory management unit 1105 determines that
the time required for writing the writing data currently stored
in the cache memory 120 exceeds the above-described upper
limit processing time.

In the present exemplary embodiment, 1n a situation of the
memory management unit 1105 determining the calculated
unit processing number 1s more than the configured upper
limit unit processing number (e.g. when the aforementioned
ninth write command 1s executed), the memory management
unit 1105 writes a portion of the writing data temporarily
stored 1n the cache memory 120 into the storage area 320.
More specifically, the memory management unit 11056 writes
the portion of the writing data into the mapped physical units
(as 1llustrated 1n FIG. 3A~FIG. 3C) according to the logical
units 1n which the portion of the writing data 1s stored. In an
identical fashion as the above-described first exemplary
embodiment, the memory management unit 1105 writes the
writing data which belong to the same logical unit in the cache
memory 120 into the mapped physical units.

FI1G. 6 1s a flow chart illustrating a data management pro-
cess 600 according to a third exemplary embodiment of the
present invention.

5

10

15

20

25

30

35

40

45

50

55

60

65

16

Reterring to FIG. 6, when the flash memory storage system
100 1s activated, 1n step S601, the flash memory storage
system 100 15 mn1tialized.

In step S603, the memory management unit 1105 of the
flash memory controller 110 1s on a standby mode to recerve
the write command and the writing data from the host 200.
Then, 1n step S605, the flash memory controller 110 tempo-
rarily stores the writing data into the cache memory 120.
Moreover, 1n step S607, the memory management unit 1105
calculates the unmit processing number according to the num-
ber of the logical units corresponding to the writing data
temporarily stored 1n the cache memory 120 and the number
of the available physical units in the spare area 306. Then, 1n
step S609, the memory management unit 1105 determines
whether the calculated unit processing number 1s more than
the upper limit unit processing number, wherein 11 the calcu-
lated unit processing number 1s more than the upper limit unit
processing number, then 1n step S611, the memory manage-
ment unit 1105 writes the writing data which belong to the
same logical unit into the mapped physical units. Then, the
data management process 600 returns to the step S603 for the
sUsSpension.

Fourth Exemplary Embodiment

FIG. 7 1s a schematic block diagram illustrating a flash
memory storage system 700 according to a fourth exemplary
embodiment of the present invention.

Referring to FIG. 7, the flash memory storage system 700

includes a flash memory controller 710, a cache memory 720,
and a flash memory chip 730.
The flash memory controller 710 1includes a microproces-
sor unit 110q, a memory management unit 1105, a flash
memory interface unit 110c¢, and a host interface unit 1104.
The structures and functions of the microprocessor unit 110aq,
the flash memory interface unit 110¢, and the host interface
unmit 1104 have been described as above, so they will not be
repeated here.

The memory management unit 1105' 1s coupled to the
microprocessor unit 110a and 1s configured to perform block
management mechanism, data management, and writing
mechanisms according to the present exemplary embodi-
ment.

The cache memory 720 1s coupled to the flash memory
controller 710 and 1s configured to temporarily store data
accessed by the host 200. In the present exemplary embodi-
ment, the cache memory 720 1s a DRAM. However, 1t1s to be
understood that the present invention 1s not limited thereto,
MRAM, PRAM, SLC NAND flash memory or other suitable
types of memory may also be applied to the present invention.

The flash memory chip 730 1s coupled with the flash
memory controller 710 for storing data. In the present exem-
plary embodiment, the flash memory chip 730 1s a MLC
NAND flash memory. Nevertheless, 1t should be understood
that the present invention 1s not limited thereto. In another
exemplary embodiment, the SLC NAND flash memory may
also be applied to the present invention.

A structure of the flash memory chip 730 1s the same as the
structure illustrated in FIG. 2, so 1t will not be repeated here.
It 1s worth mentioning that the physical units 310-(0)~310-
(N) are grouped 1nto a storage arca 820, a replacement area
830, and a flash memory temporary storage arca 840 (as
illustrated 1n FIG. 8), wherein the storage area 820 includes
the physical units 310-(P+1)-310-(N-1), and the {flash
memory temporary storage areca 840 includes the physical

units 310-(N).
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Operations of the physical units 1n the storage area 820 are
the same as 1llustrated 1n FIG. 3B~FIG. 3C, and operations of
the replacement area 830 are the same as the operations of the
replacement area 330, so they will not be repeated here.

The physical units in the flash memory temporary storage
area 840 1s configured to temporarily store the data which s to
be written 1nto the storage area 820. More specifically, when
the memory management unit 1105' of the flash memory
controller 710 writes the data into the storage area 820, the
procedures of the opening and closing the mother-child units
are required to be executed (as illustrated in FIG. 3B~FIG.
3C). In particular, when the writing data 1s non-continuous
small data, the memory management unit 1105' executes
procedures of the opening and closing the mother-child units
repeatedly, thereby performance of the system 1s reduced. In
order to avoid repeatedly executing the procedures of opening
and closing mother-child units, 1n the present exemplary
embodiment, the flash memory temporary storage arca 840 1s
configured to store the non-continuous small data. Here,
when the writing data from the host 200 1s about to be written
into 4 sectors which are continuous, the memory management
unit 1105' identity the writing data as a continuous large data;
otherwise, the writing data 1s 1dentified as the non-continuous
small data. Accordingly, 1n one exemplary embodiment of the
present invention, when the memory management unit 1105'
writes the data into the storage area 820, the memory man-
agement unit 1105’ determines whether the writing data 1s the
continuous large data, wherein when the writing data 1s the
continuous large data, the memory management unit 1105’
writes the writing data into the storage arca 820; otherwise,
the data 1s temporarily stored 1n the flash memory temporary
storage area 840.

It should be understood that, in the present exemplary
embodiment, the flash memory temporary storage arca 840 1s
implemented by one of the physical units 1n the flash memory
chuip 730; however, the present ivention 1s not limited
thereto, and 1n another exemplary embodiment of the present
invention, a flash memory temporary storage area may be
implemented by a plurality of the physical units. In addition,
in another exemplary embodiment of the present invention,
the flash memory temporary storage arca 840 may also be
implemented by another flash memory chip.

In the present exemplary embodiment, when the host 200 1s
about to write the data into the flash memory storage system
700, the memory management unit 1106' recerves the write
command and the writing data, wherein the write command
may include the logical address into which the writing data to
be stored. Thereafter, the memory management unit 1105’
transiorms the logical address into the corresponding logical
unit, temporarily stores the writing data in the cache memory
720, and records the logical unit 1n which the writing data 1s
stored. That 1s, the cache memory 720 continuously and tem-
porarily stores the writing data from the host 200. Then, when
the host 200 1ssues a flush command or at an appropriate
timing, the memory management unit 1105' writes the writ-
ing data temporarily stored 1n the cache memory 720 mto the
storage area 820 of the flash memory chip 730 or the flash
memory temporary storage area 840.

Moreover, after the host 200 1ssues the write command and
the writing data to be stored 1s temporarly stored in the cache
memory 720, the memory management unit 11056' calculates
the unit processing number according to the number of the
logical units corresponding to the writing data temporarily
stored 1n the cache memory 720 and the number of the avail-
able physical units 1n the spare area of the storage area 820,
and compares the calculated unit processing number and the
upper limit unit processing number 1n order to further deter-
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mine whether the time required for writing the writing data
temporarily stored in the cache memory 720 1s more than the
above-described upper limit processing time.

In the present exemplary embodiment, the setting of the
upper limit unit processing number and the comparison of the
unit processing number and the upper limit unit processing
number 1s the same as the third exemplary embodiment, so
they will not be repeated here. For example, 1n the present
exemplary embodiment, the procedure of closing the mother-
child units 1s required to take 200 milliseconds, and the upper
limit processing time 1s 800 milliseconds, therefore the upper
limit unit processing number 1s set as 4. Compared with the
third exemplary embodiment, the present exemplary embodi-
ment further considers the number of the available physical
units in the flash memory temporary storage area 840. Opera-
tions of the present exemplary embodiment will be described
in details 1n the following by the example of writing data.

Suppose the number of the physical units of the storage
arca 820 available for opening the mother-child units 1s 3,
there 1s 1 available physical unit 1n the flash memory tempo-
rary storage arca 840, and the memory management unit
1105' has used 3 of the physical units thereof to execute the
procedure of opening the mother-child units 1n order to write
the data into the logical units 0, 1, and 2 (1.e., there are 2
available physical units 1n the spare area 306), 11 the host
1ssues 10 write commands, wherein the write commands
respectively direct writing the data into the logical units 3, 4,
0,5,3,6,7,8,9, and 10, the memory management unit 1105’
temporarily stores the writing data in the cache memory 720
and determines whether the time required for writing the
writing data temporarily stored in the cache memory 720 1s
more than the above-described upper limit processing time. A
way of such a determination 1s described as the following.

In a situation of executing the first write command, the
writing data corresponding to the logical unit 3 1s stored 1n the
cache memory 720. At this time, 11 the host 200 1ssues the
flush command, the writing data corresponding to the logical
unit 3 1s required to be written by executing one procedure of
opening the mother-child umits. Since there are 2 available
physical units in the storage arca 820 and there 1s 1 available
physical unit 1n the flash memory temporary storage arca 840,
in a situation of the unit processing number 1s 0 and not more
than the upper limit unit processing number, the memory
management unit 1105' determines that the time required for
writing the writing data currently stored in the cache memory
720 does not exceed the above-described upper limit process-
ing time.

In a situation of executing the second write command, the
writing data corresponding to the logical units 3 and 4 are
stored 1n the cache memory 720. At this time, if the host 200
issues the flush command, the writing data corresponding to
the logical units 3 and 4 are required to be written by execut-
ing 2 procedures of opening the mother-chuld units. Since
there are 2 available physical units in the storage area 820 and
there 1s 1 available physical unit 1n the flash memory tempo-
rary storage area 840, 1n a situation of the unit processing
number 1s 0 and not more than the upper limit unit processing
number, the memory management unit 1105' determines that
the time required for writing the writing data currently stored
in the cache memory 720 does not exceed the above-de-
scribed upper limit processing time.

In a situation of executing the third write command, the
writing data corresponding to the logical units 3, 4, and 0 are
stored 1n the cache memory 720. At this time, if the host 200
issues the flush command, since the procedure of opening the
mother-child unmits corresponding to the logical unit 0 has
been executed, the writing data corresponding the logical
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units 3, 4, and 0 are required to be written by executing 2
procedures of opening the mother-child units. Since there are
2 available physical units in the storage arca 820 and there 1s
1 available physical unit in the flash memory temporary stor-
age arca 840, 1n a situation of the unit processing number 1s O
and not more than the upper limit unit processing number, the
memory management unit 1105' determines that the time
required for writing the writing data currently stored in the
cache memory 720 does not exceed the above-described
upper limit processing time.

In a situation of executing the fourth write command, the
writing data corresponding to the logical units 3, 4, 0, and 5
are stored 1n the cache memory 720. At this time, 11 the host
200 1ssues the flush command, since the procedure of opening
the mother-child units corresponding to the logical unit 0 has
been executed, the writing data corresponding to the logical
units 3, 4, 0, and 5 are required to be written by executing 3
procedures of opening the mother-child units. Since there are
2 available physical units in the storage arca 820 and there 1s
1 available physical unit 1n the flash memory temporary stor-
age arca 840, 1n a situation of the unit processing number 1s O
(1.e., 3 minus by 3) and not more than the upper limit unit
processing number, the memory management unit 1105’
determines that the time required for writing the writing data
currently stored in the cache memory 720 does not exceed the
above-described upper limit processing time.

In a situation of executing the fifth write command, the
writing data corresponding to the logical units 3, 4, 0, and 5
are stored 1n the cache memory 720. At this time, 11 the host
200 1ssues the flush command, since the procedure of opening
the mother-child units corresponding to the logical unit 0 has
been executed, the writing data of the corresponding logical
unit 3, 4, 0, and 5 are required to be written by executing 3
procedures of opening the mother-child units. Since there are
2 available physical units in the storage arca 820 and there 1s
1 available physical unit 1n the flash memory temporary stor-
age arca 840, 1n a situation of the unit processing number 1s O
(1.e., 3 minus by 3) and not more than the upper limit unit
processing number, the memory management unit 1105’
determines that the time required for writing the writing data
currently stored in the cache memory 720 does not exceed the
above-described upper limit processing time.

In a situation of executing the sixth write command, the
writing data corresponding to the logical units 3, 4, 0, 5, and
6 are stored in the cache memory 720. At this time, 1f the host
200 1ssues the flush command, since the procedure of opening
the mother-child units corresponding to the logical unit 0 has
been executed, the writing data corresponding to the logical
units 3,4, 0, 5, and 6 are required to be written by executing,
4 procedures of opening the mother-child unmits. Since there
are 2 available physical units 1n the storage areca 820 and there
1s 1 available physical unit in the flash memory temporary
storage arca 840, 1n a situation of the unit processing number
1s 1 (1.e., 4 minus by 3) and not more than the upper limit unit
processing number, the memory management unit 1105’
determines that the time required for writing the writing data
currently stored 1n the cache memory 720 does not exceed the
above-described upper limit processing time.

In a situation of executing the seventh write command, the
writing data corresponding to the logical units 3,4, 0,5, 6, and
7 are stored 1n the cache memory 720. At this time, if the host
200 1ssues the flush command, since the procedure of opening
the mother-child units corresponding to the logical unit 0 has
been executed, the writing data corresponding to the logical
units 3,4, 0,3, 6, and 7 are required to be written by executing,
5 procedures of opening the mother-child units. Since there
are 2 available physical units 1n the storage area 820 and there
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1s 1 available physical unit in the flash memory temporary
storage arca 840, 1n a situation of the unit processing number
1s 2 (1.e., S minus by 3) and not more than the upper limit unit
processing number, the memory management unit 1105’
determines that the time required for writing the writing data
currently stored in the cache memory 720 does not exceed the
above-described upper limit processing time.

In a situation of executing the eighth write command, the
writing data corresponding to the logical umits 3,4, 0,35, 6,7,
and 8 are stored 1n the cache memory 720. At this time, if the
host 200 1ssues the flush command, since the procedure of
opening the mother-child units corresponding to the logical
unit 0 has been executed, the writing data corresponding to
the logicalunits 3, 4,0, 5, 6, 7, and 8 are required to be written
by executing 6 procedures of opening the mother-child units.
Since there are 2 available physical units 1n the storage area
820 and there 1s 1 available physical unit 1n the flash memory
temporary storage area 840, in a situation of the unit process-
ing number 1s 3 (1.e., 6 minus by 3) and not more than the
upper limit unit processing number, the memory management
unit 11056 determines that the time required for writing the
writing data currently stored in the cache memory 720 does
not exceed the above-described upper limit processing time.

In a situation of executing the ninth write command, the
writing data corresponding to the logical units 3,4, 0,5, 6, 7,
8, and 9 are stored 1n the cache memory 720. At this time, 1f
the host 200 1ssues the flush command, since the procedure of
opening the mother-child units corresponding to the logical
unit 0 has been executed, the writing data corresponding to
the logical units 3, 4, 0, 5, 6, 7, 8, and 9 are required to be
written by executing 7 procedures of opening the mother-
chuld units. Since there are 2 available physical units 1n the
storage arca 820 and there 1s 1 available physical unit 1n the
flash memory temporary storage area 840, 1n a situation of the
unit processing number 1s 4 (1.¢., 7 minus by 3) and not more
than the upper limit unit processing number, the memory
management unit 1105' determines that the time required for
writing the writing data currently stored in the cache memory
720 does not exceed the above-described upper limit process-
ing time.

In a situation of executing the tenth write command, the
writing data corresponding to the logical units 3,4, 0, 5, 6, 7,
8,9, and 10 are stored 1n the cache memory 720. At this time,
if the host 200 1ssues the flush command, since the procedure
of opening the mother-child units corresponding to the logi-
cal unit 0 has been executed, the writing data corresponding
the logical units 3,4, 0,5, 6,7, 8,9, and 10 are required to be
written by executing 8 procedures of opening the mother-
chuld units. Since there are 2 available physical units 1n the
storage arca 820 and there 1s 1 available physical unit 1n the
flash memory temporary storage area 840, 1n a situation of the
unit processing number 1s 5 (1.e., 8 minus by 3) and more than
the upper limit unit processing number, the memory manage-
ment unit 1105 determines that the time required for writing
the writing data currently stored in the cache memory 720
exceeds the above-described upper limit processing time.

In the present exemplary embodiment, 1n a situation of the
memory management unit 1106' determining the calculated
unit processing number 1s more than the upper limit umit
processing number, the memory management unit 1105
writes a portion of the writing data temporarnly stored 1n the
cache memory 720 into the flash memory temporary storage
arca 840 or the storage arca 820.

FIG. 9 1s a tlow chart 1llustrating a data management pro-
cess 900 according to a fourth exemplary embodiment of the
present invention.
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Referring to FIG. 9, when the flash memory storage system
700 1s activated, in step S901, the flash memory storage
system 700 15 mitialized.

In step S903, the memory management unit 1105' of the
flash memory controller 710 1s on a standby mode to receive
the write command and the writing data from the host 200.
Then, 1n step S903, the memory management unit 1105 tem-
porarily stores the writing data into the cache memory 720.
Moreover, 1n step S907, the memory management unit 1105
calculates the unit processing number according to the num-
ber of the logical units corresponding to the writing data
temporarily stored 1n the cache memory 720, the number of
the available physical units in the flash memory temporary
storage arca 840, and the number of the available physical
units in the spare area of the storage area 820. Then, 1n step
S909, the memory management unit 1105' determines
whether the calculated unit processing number 1s more than
the upper limit unit processing number, wherein if the calcu-
lated unit processing number 1s more than the upper limit unit
processing number, then 1n step S911, the memory manage-
ment unit 1105' writes the writing data which belong to the
same logical unit into the mapped physical units. Then, the
data management process 900 returns to the step S903 for the
standby mode.

It should be understood that, even the above-described
exemplary embodiment just describes processes of the flash
memory storage system executing the write commands, how-
ever 1t 1s to be noted that, the flash memory controller may
also execute reading, erasing, deactivation or other com-
mands according to the related information of the flash
memory chip when the flash memory controller 1s on the
standby mode, wherein the operations of the commands are
well-known to the one having ordinary skills in the art, so they
will not be described here. In addition, 1t should be under-
stood that, the present invention are not limited to execution
orders 1llustrated in FI1G. 4, FI1G. 5, FIG. 6, and FIG. 9, and the
one having ordinary skills in the art may execute the afore-
mentioned procedures 1n different execution orders from
those 1llustrated in FIG. 4, FIG. 5, FIG. 6, and F1G. 9 based on
spirits of the present invention.

In summary, the present invention processes the writing
data in the cache memory 1n advance by determining whether
the flash memory controller 1s able to write all the writing data
temporarily stored in the cache memory into the tlash
memory chip within the upper limit processing time, so as to
avold a delay problem which may be caused by the host
issuing the flush command.

Although the present mnvention has been described with
reference to the above embodiments, 1t will be apparent to one
of the ordmary skill in the art that modifications to the
described embodiment may be made without departing from
the spirit of the invention. Accordingly, the scope of the
invention will be defined by the attached claims not by the
above detailed descriptions.

What 1s claimed 1s:

1. A data management method, for a flash memory storage
system, wherein the flash memory storage system comprises
a cache memory and a flash memory, and the flash memory
comprises a plurality of physical blocks, the data manage-
ment method comprising:

temporarily storing a plurality of writing data from ahost in

the cache memory;

determining whether a time for writing the writing data

temporarily stored in the cache memory into the flash
memory 1s more than a upper limit processing time; and
writing at least a portion of the writing data temporarily
stored 1n the cache memory 1nto the flash memory when
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the time for writing the writing data temporarily stored
in the cache memory 1nto the flash memory 1s more than
the upper limit processing time.

2. The data management method as claimed in claim 1,
further comprising:

grouping at least a portion of the physical blocks 1nto a

plurality of physical units; and

allocating a plurality of logical units, wherein each of the

logical units maps to at least one physical unit, and each
of the writing data 1s written to one of the logical units.

3. The data management method as claimed 1n claim 2,
wherein the step of determining whether the time for writing,
the writing data temporarily stored 1n the cache memory nto
the flash memory 1s more than the upper limit processing time
COmMprises:

determiming whether the number of the logical units 1n

which the writing data 1s written 1s more than a data
dispersity threshold, wherein the time for writing the
writing data temporarily stored in the cache memory
into the flash memory 1s determined more than the upper
limit processing time when the number of the logical
units 1n which the writing data 1s written 1s more than the
data dispersity threshold.

4. The data management method as claimed 1n claim 2,
turther comprises grouping the physical units into at least a
data area and a spare area.

5. The data management method as claimed in claim 4,
wherein the step of determining whether the time for writing
the writing data into the flash memory 1s more than the upper
limit processing time comprising:

getting a unit processing number according to the number

of the logical units 1n which the writing data 1s written
and the number of the physical units available 1n the
spare area; and

determining whether the unit processing number 1s more

than an upper limit unit processing number, wherein the
time for writing the writing data temporarily stored in
the cache memory into the flash memory 1s determined
more than the upper limit processing time when the unit
processing number 1s more than the upper limit unit
processing number.

6. The data management method as claimed 1n claim 4,
wherein the step of writing at least the portion of the writing
data temporarily stored in the cache memory into the flash
memory comprising;

selecting at least one logical unit from the logical units into

which the writing data 1s written;

selecting at least one physical unit from the physical units

of the spare area; and

writing the writing data of the atleast one logical unit in the

cache memory and writing valid data in the physical
units mapped to the at least one logical unit into the at
least one physical unit from the physical units of the
spare area.

7. The data management method as claimed in claim 6,
wherein the step of writing at least the portion of the writing
data temporarily stored in the cache memory into the flash
memory comprising:

determining whether a ratio of data quantity of the writing

data written into the at least one logical unit in the cache
memory to a capacity of the at least one logical unit 1s
more than a ratio threshold; and

copying the valid data of the physical units mapped to the

at least one logical umt into the cache memory and
integrating the valid data with the writing data of the at
least one logical unit when the ratio of data quantity of
the writing data written into the at least one logical unit
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in the cache memory to the capacity of the at least one
logical unit 1s more than the ratio threshold.

8. The data management method as claimed in claim 1,
wherein the step of determiming whether the time for writing
the writing data temporarily stored 1n the cache memory 1nto
the flash memory 1s more than the upper limit processing time
COmprises:

determining whether a data quantity of the writing data
temporarily stored 1n the cache memory 1s more than a
data quantity threshold, wherein the time for writing the
writing data temporarily stored in the cache memory
into the flash memory 1s determined more than the upper
limit processing time when the data quantity of the writ-
ing data temporarily stored in the cache memory 1s more
than the data quantity threshold.

9. The data management method as claimed 1n claim 1,

turther comprising:

allocating a flash memory temporary storage area in the
flash memory storage system; and

writing at least a portion of the writing data temporarily
stored in the cache memory 1nto the flash memory tem-
porary storage area when the time for writing the writing
data temporarily stored 1n the cache memory into the
flash memory 1s more than the upper limit processing
time.

10. A flash memory controller, 1s adapted to a flash memory
storage system, wherein the flash memory storage system
comprises a cache memory and a flash memory, and the flash
memory comprises a plurality of physical blocks, the tlash
memory controller comprising:

a MICToprocessor unit;

a host interface unit, coupled to the microprocessor unit, 1s

used to connect to a host;

a flash memory interface unit, coupled to the microproces-
sor unit, 1s configured to connect to the flash memory;
and

a memory management unit, coupled to the microproces-
sor unit, wherein the memory management unit tempo-
rarily 1s configured to store a plurality of writing data
from a host 1n the cache memory, wherein the memory
management unit 1s further configured to determine
whether a time for writing the writing data temporarily
stored 1in the cache memory i1nto the flash memory 1s
more than a upper limit processing time, wherein the
memory management unit 1s further configured to write
at least a portion of the writing data temporarily stored 1n
the cache memory into the flash memory when the time
for writing the writing data stored 1n the cache memory
into the flash memory 1s more than the upper limit pro-
cessing time.

11. The tlash memory controller as claimed 1n claim 10,
wherein the memory management unit 1s further configured
to group at least a portion of the physical blocks 1nto a plu-
rality of physical units and allocates a plurality of logical
units, wherein each of the logical units maps to the at leastone
physical unit, wherein each of the writing data 1s written to
one of the logical units.

12. The flash memory controller as claimed in claim 11,
wherein the memory management unit 1s further configured
to determine whether the number of the logical units 1n which
the writing data 1s written 1s more than a data dispersity
threshold, wherein the memory management unit determines
the time for writing the writing data temporarily stored 1n the
cache memory into the flash memory 1s more than the upper
limit processing time when the number of the logical units 1n
which the writing data 1s written 1s more than the data disper-
sity threshold.

10

15

20

25

30

35

40

45

50

55

60

65

24

13. The flash memory controller as claimed 1n claim 11,
wherein the memory management unit 1s further configured
to group the physical units 1nto at least a data area and a spare
area.

14. The flash memory controller as claimed 1n claim 13,
wherein the memory management unit 1s further configured
to get a unit processing number according to the number of
the logical units in which the writing data 1s written and the
number of the physical units available 1n the spare area and
determines whether the unit processing number 1s more than
a upper limit unit processing number,

wherein the memory management unit determines the time

for writing the writing data temporarily stored in the
cache memory into the flash memory 1s more than the
upper limit processing time when the unit processing
number 1s more than the upper limit unit processing
number.

15. The flash memory controller as claimed 1n claim 13,
wherein the memory management unit 1s further configured
to select at least one logical unit from the logical units nto
which the writing data 1s written, select at least one physical
unit from the physical unmits of the spare area, and write the
writing data which 1s written into the at least one logical unit
in the cache memory and valid data in the physical units
mapped to the at least one logical unit into the at least one
physical umit from the physical units of the spare area.

16. The flash memory controller as claimed 1n claim 15,
wherein the memory management unit 1s further configured
to determine whether a ratio of data quantity of the writing
data written 1nto the at least one logical unit 1n the cache
memory to a capacity of the at least one logical unit 1s more
than a ratio threshold,

wherein the memory management unit 1s further config-

ured to copy the valid data of the physical units mapped
to the at least one logical unit into the cache memory and
integrate the valid data with the writing data of the at
least one logical unit when the ratio of data quantity of
the writing data written into the at least one logical unit
in the cache memory to the capacity of the at least one
logical unit 1s more than the ratio threshold.

17. The flash memory controller as claimed 1n claim 10,
wherein the memory management unit 1s further configured
to determine whether data quantity of the writing data tem-
porarily stored in the cache memory i1s more than a data
quantity threshold, wherein the memory management unit
determines the time for writing the writing data temporarily
stored in the cache memory mto the flash memory 1s more
than the upper limit processing time when the data quantity of
the writing data temporarily stored 1n the cache memory 1s
more than the data quantity threshold.

18. The flash memory controller as claimed 1n claim 10,
wherein the tlash memory storage system further comprises a
flash memory temporary storage area,

wherein the memory management unit 1s further config-

ured to write at least a portion of the writing data tem-
porarily stored in the cache memory into the flash
memory temporary storage area when the time for writ-
ing the writing data temporarily stored in the cache
memory nto the flash memory 1s more than the upper
limit processing time.

19. A flash memory storage system, comprising:

a cache memory;

a flash memory, comprising a plurality of physical blocks;

and

a flash memory controller, coupled to the cache memory

and the tlash memory,
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wherein the flash memory controller temporarily 1s config-
ured to store a plurality of writing data from a host in the
cache memory, wherein the flash memory controller 1s
further configured to determine whether a time for writ-
ing the writing data temporarily stored in the cache
memory into the flash memory 1s more than a upper limit
processing time, wherein the flash memory controller 1s
further configured to write at least a portion of the writ-
ing data temporarily stored in the cache memory 1nto the
flash memory when the time for writing the writing data
temporarily stored in the cache memory into the flash
memory 1s more than the upper limit processing time.

20. The tflash memory storage system as claimed 1n claim
19, wherein the flash memory controller 1s further configured
to group at least a portion of the physical blocks into a plu-
rality of physical units and allocates a plurality of logical
units, wherein each of the logical units maps to at least one
physical unit, wherein each of the writing data 1s written to
one of the logical unaits.

21. The flash memory storage system as claimed in claim
20, wherein the tlash memory controller 1s further configured
to determine whether the number of the logical units 1n which
the writing data 1s written 1s more than a data dispersity
threshold,

wherein the flash memory controller determines the time

for writing the writing data into the flash memory 1s
more than the upper limit processing time when the
number of the logical units in which the writing data 1s
written 1s more than the data dispersity threshold.

22. The flash memory storage system as claimed in claim
20, wherein the tlash memory controller 1s further configured
to group the physical units into at least a data area and a spare
area.

23. The flash memory storage system as claimed in claim
22, wherein the tlash memory controller 1s further configured
to get a unit processing number according to the number of
the logical units in which the writing data 1s written and the
number of the physical units available 1n the spare area and
determines whether the unit processing number 1s more than
a upper limit unit processing number,

wherein the flash memory controller determines the time

for writing the writing data into the flash memory 1s
more than the upper limit processing time when the unit
processing number 1s more than the upper limit unit
processing number.
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24. The flash memory storage system as claimed in claim
22, wherein the tlash memory controller 1s further configured
to select at least one logical unit from the logical unmits nto
which the writing data 1s written, select at least one physical
unit from the physical units of the spare area, and write the
writing data written into the at least one logical unit 1n the
cache memory and valid data 1n the physical units mapped to
the at least one logical unit 1into the at least one physical unit
from the physical units of the spare area.

25. The flash memory storage system as claimed 1n claim
24, wherein the tlash memory controller 1s further configured
to determine whether a ratio of data quantity of the writing
data written into the at least one logical unit 1n the cache
memory to a capacity of the at least one logical unit 1s more
than a ratio threshold,

wherein the tlash memory controller copies the valid data

of the physical units mapped to the at least one logical
unit nto the cache memory and integrates the valid data
with the writing data of the at least one logical unit when
the ratio of the data quantity of the writing data written
into the at least one logical unit in the cache memory to
the capacity of the at least one logical unit 1s more than
the ratio threshold.

26. The flash memory storage system as claimed 1n claim
19, wherein the flash memory controller 1s further configured
to determine whether data quantity of the writing data tem-
porarily stored in the cache memory i1s more than a data
quantity threshold, wherein the flash memory controller
determines the time for writing the writing data temporarily
stored in the cache memory mto the flash memory 1s more
than the upper limit processing time when the data quantity of
the writing data temporarily stored 1n the cache memory 1s
more than the data quantity threshold.

277. The flash memory storage system as claimed in claim
19, further comprises a flash memory temporary storage area,

wherein the flash memory controller writes at least a por-

tion of the writing data temporarily stored in the cache
memory 1nto the flash memory temporary storage area
when the time for writing the writing data temporarily
stored 1n the cache memory 1nto the flash memory 1s
more than the upper limit processing time.
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