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DEHAZING AN IMAGE USING A
THREE-DIMENSIONAL REFERENCE
MODEL

BACKGROUND

When a photograph 1s taken by a camera, an 1mage 1s
collected by a lens and retained 1n some medium. Historically,
the medium was typically 35 mm or some other type of film.
Over the last decade or so, the medium has increasingly
become digital memory. Digital cameras have become the
preferred camera choice, even for many professional photog-
raphers. Digital cameras send captured images “directly” to
digital memory. Of course, photographs taken with tradi-
tional film cameras can be scanned and converted 1nto digital
images. Regardless of the path taken by the image to become
digitally-stored, the digital image may be manipulated in
different manners for different purposes.

When images are captured outdoors, haze tends to
adversely impact the quality of the background. More spe-
cifically, weather and other atmospheric phenomena, such as
haze, greatly reduce the visibility of distant regions 1n 1mages
of outdoor scenes. Manipulating a digital image to remove the
elfect of haze, often termed “dehazing”, 1s a challenging
problem. Existing approaches require multiple 1images that
are taken under different weather conditions and/or produce
unsatisfactory results.

SUMMARY

An 1mage may be dehazed using a three-dimensional ref-
erence model. In an example embodiment, a device-imple-
mented method for dehazing includes acts of registering,
estimating, and producing. An 1image that includes haze 1s
registered to a reference model. A haze curve 1s estimated for
the image based on a relationship between colors in the image
and colors and depths of the reference model. A dehazed
image 1s produced by using the estimated haze curve to
reduce the haze of the image.

In another example embodiment, processor-accessible tan-
gible media include processor-executable instructions for
dehazing an 1mage. The processor-executable instructions,
when executed, direct a device to perform the following acts:
Compute an average model texture color over at least one
depth range for a reference model. Compute an average hazy
image color over the depth range for the image. Compute an
estimated haze curve for the image based on the average
model texture color and responsive to the average hazy image
color. Restore contrasts in the image using the estimated haze
curve to thereby dehaze the image and produce a dehazed
1mage.

This Summary 1s provided to mtroduce a selection of con-
cepts 1n a simplified form that are further described below 1n
the Detailed Description. This Summary 1s not intended to
identify key features or essential features of the claimed sub-
ject matter, nor 1s 1t intended to be used as an aid 1n determin-
ing the scope of the claimed subject matter. Moreover, other

systems, methods, devices, media, apparatuses, arrange-
ments, and other example embodiments are described herein.

BRIEF DESCRIPTION OF THE DRAWINGS

The same numbers are used throughout the drawings to
reference like and/or corresponding aspects, features, and
components.
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FIG. 1 illustrates an example of a general approach to
producing a modified image with a dehazing operation using
an 1mage manipulator and based on a reference model.

FIG. 2 illustrates an example of a general scheme for reg-
1stering an 1mage with a reference model.

FIG. 3 1s a flow diagram that 1llustrates an example of a

method for manipulating an image to dehaze the image based
on a reference model.

FIG. 4 1s a block diagram of a real-world environment that
illustrates example factors that are related to haze and impact
observed intensities when an 1image 1s captured.

FIG. 5 1s a block diagram including an example haze curve
that represents the effect of haze, which causes an original
intensity to be attenuated to a hazy intensity.

FIG. 6 1s ablock diagram of an example image manipulator
that enhances an image by producing a modified image from
a reference model using an 1image dehazer.

FIG. 7 1s a block diagram 1llustrating example devices that
may be used to implement embodiments for dehazing an
image using a three-dimensional reference model.

DETAILED DESCRIPTION

Many of the images that people typically take are of a
spectacular, often well-known landscape or cityscape. Unfor-
tunately, 1n many cases the lighting conditions or the weather
are not optimal when the photographic 1mages are taken. The
resulting 1mages may be dull or hazy. As explained herein
above, dehazing an 1image 1s a challenging problem that has
yet to be solved 1n a fully satisfactory manner with existing
approaches.

Despite the increasing ubiquity of digital photography, the
metaphors used to browse and interact with photographic
images have not changed significantly. With few exceptions,
they are still treated as two-dimensional entities, whether they
are displayed on a computer monitor or printed as a hard copy.
Yet 1t 1s known that augmenting an 1mage with depth infor-
mation can open the door to a variety of new and exciting
mampulations. Unfortunately, inferring depth information
from a single image that was captured with an ordinary cam-
era 1s still a longstanding unsolved problem 1n computer
v1s101.

Fortunately, there 1s a great increase of late 1n the number
and the accuracy of geometric models of the world, including
both terrain and buildings. By registering images to these
reference models, depth information can become available at
cach pixel of the image. This geo-registering enables a num-
ber of applications that are afforded by these newiound depth
values, as well as the many other types of information that are
typically associated with such reference models. These appli-
cations include, but are not limited to: dehazing (or adding
haze to) 1mages, approximating changes in lighting, novel
view synthesis, expanding the field of view, adding new
objects into the 1mage, integration of GIS data into the photo
browser, and so forth.

An 1mage manmipulation system that mnvolves geo-register-
ing 1s motivated by several recent trends that are now reaching
critical mass. One trend 1s that of geo-tagged photos. Many
photo-sharing web sites now enable users to manually add
location information to photos. Some digital cameras feature
a built-in GPS, allowing automatic location tagging. Also, a
number of manufacturers offer small GPS units that allow
photos to be easily geo-tagged by software that synchronizes
the GPS log with the photos. In addition, location tags can be
enhanced by digital compasses that are able to measure the
orientation (e.g., tilt and heading) of the camera. It is expected
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that 1n the future more cameras will have such functionality
and that most photographic images will be geo-tagged, even
without manual efforts.

Another trend 1s the widespread availability of accurate
digital terrain models, as well as detailed urban models. The
combination of geo-tagging and the availability of fairly
accurate three-dimensional (3D) models enable many images
to be relatively precisely geo-registered. In the near future,
partially or fully automatic geo-registration 1s likely to be
available as an online service.

Having a sufficiently accurate match between an image and
a 3D geometric model offers new possibilities for enhancing
images, especially those including an outdoor and/or scenic
component. For example, haze and unwanted color shifts may
be removed, alternative lighting conditions may be experi-
mented with, images may be completed, viewpoints may be
synthesized, and so forth. These manipulations may be per-
formed even on single outdoor 1mages, which are taken in a
casual manner without any special equipment or any particu-
lar setup. As a result, they can be applicable to a large body of
existing outdoor photographic 1mages, so long as at least the
rough location where each photograph was taken 1s determin-
able.

Thus, 1n contrast with existing single-image dehazing
approaches, certain example embodiments that are described
herein leverage the availability of increasingly accurate 3D
reference models. Embodiments may employ a data-driven
dehazing procedure that 1s capable of performing effective,
stable, and aesthetically-pleasing contrast restorations, usu-
ally even of extremely distant regions.

Generally, example system embodiments are described for
enhancing and otherwise manipulating outdoor photographic
images by “combining” them with already-existing, geo-ret-
erenced digital terrain and urban models. An interactive reg-
istration process may be used to align an 1image with such a
reference model. After the image and the model have been
registered, an abundance of information becomes available to
the system. Examples of available information include depth,
texture, color, geographic iformation system (GIS) data,
combinations thereodf, and so forth.

This information enables a variety of operations, ranging,
from dehazing and relighting of the 1mage, to novel view
synthesis and overlaying of the image with geographic infor-
mation. Augmenting photographic 1mages with already-
available 3D models of the world can support a wide variety
ol new ways for people to experience and interact with every-
day snapshots. The description that follows focuses on
example approaches to dehazing images.

FI1G. 1 illustrates an example of a general approach 100 to
producing a modified image 108 with a dehazing operation
110 using an 1mage mampulator 106 and based on a reference
model 104. As 1illustrated, approach 100 includes an image
102, reference model 104, image manipulator 106, modified
image 108, and dehazing operation 110. Image 102 may be,
for example, any digital two-dimensional image, such as
those taken by digital or traditional-film cameras. Reference
model 104 provides one or more 3D models of the real-world.
Examples of reference models 104 are described further
herein below with particular reference to FIG. 2.

In an example embodiment, 1mage 102 and reference
model 104 are provided to image manipulator 106. Image 102
1s registered 1n conjunction with reference model 104. Image
manipulator 106 performs a dehazing operation 110 to pro-
duce modified image 108. Modified image 108 1s a dehazed
version of image 102. As described further herein below,
dehazing operation 110 entails estimating a haze curve for
image 102 based on a relationship between colors 1n image
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102 and colors of reference model 104. Image manipulator
106 may be realized as software, firmware, hardware, fixed
logic circuitry, some combination thereof, and so forth

FIG. 2 illustrates an example of a general scheme 200 for
registering 1mage 102 with reference model 104. As illus-
trated, scheme 200 includes a real-world environment 202, a
camera (or capture) position 204, image acquisition param-
cters 206, and a user 208. Scheme 200 also includes a pro-
cessing system 210 and an 1mage registration 212 1n addition
to image 102 and reference model 104.

In an example embodiment, reference model 104 generally
corresponds to real-world environment 202. More specifi-
cally, but by way of example only, respective individual loca-
tions, points, and visible subject matter of real-world envi-
ronment 202 correspond to respective 3D maps, pixels, and
textures of reference model 104. Processing system 210
includes or otherwise has access to reference model 104.
Processing system 210 may be a discrete device or a distrib-
uted set of two or more devices iterconnected by a network
and formed from software, firmware, hardware, or fixed logic
circuitry, some combination thereof, and so forth. Processing
system 210 may include image manipulator 106 (of FIG. 1).

Retference models 104 may be created or acquired from any
of many possible sources. For example, due to commercial
projects that attempt to reproduce the Earth visually on the
web, both the quantity and the quality of such models are
rapidly increasing. In the public domain, NASA {for instance
provides detailed satellite imagery (e.g., from Landsat) and
clevation models (e.g., from Shuttle Radar Topography Mis-
sion). Also, a number of cities around the world are creating
detailed 3D models of their cityscape (e.g., New York, Berlin
3D, etc.).

It should be noted that while the reference models that are
mentioned herein are fairly detailed, they are still far from the
degree of accuracy and the level of detail one would need 1n
order to use these models alone to directly render photo-
graphic-quality images. Instead, the 3D information atforded
by the use of these models may be leveraged while at the same
time the photographic qualities of the original image may be
at least largely preserved.

Initially, a user 208 captures image 102 1n real-world envi-
ronment 202 at camera position 204. Associated with this
camera position 204 and the act of capturing image 102 are
image acquisition parameters 206. Using processing system
210, user 208 performs 1mage registration 212 to register
image 102 1n conjunction with one or more reference models
104. In this manner, one or more parameters ol 1mage acqui-
sition parameters 206 are used to link 1image 102 to the data in
reference model 104. The registration process may be fully or
partially manual or automatic.

Assuming that image 102 has been captured by a, e.g.,
pin-hole camera, image acquisition parameters 206 may
include position, pose, and focal length (e.g., seven param-
cters 1n total). To register such an 1mage to a 3D geometric
model of a scene, it sullices to specily four or more corre-
sponding pairs ol points. By way of example, camera position
204 may be specified for image registration 212 with a loca-
tion (e.g., spatially 1n three dimensions) and three angles of
the camera (e.g., two directional angles and one field of view
angle). Assuming that the approximate position (e.g., camera
position 204) from which the image was taken 1s available
(e.g., from a geotag, as provided independently from the user,
etc.), the model may be rendered from roughly the correct
position. If the user specifies sulliciently numerous corre-
spondences between the image and the reference model, the
parameters may be recovered by solving a nonlinear system
of equations.
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It should be noted that haze primarily affects relatively
remote objects 1n the background of an 1image but not rela-
tively closes objects 1n the foreground of the image. Conse-
quently, dehazing need not be performed on foreground
objects. Moreover, reference models are less likely to include
models of foreground objects that are dynamic or less perma-
nent, such as people, cars, and even individual trees. For
images depicting foreground objects that are not contained 1n
the reference model, the user may matte out the foreground
before combining the remainder of the image with the refer-
ence model. Usually, for the dehazing applications described
herein, the matte does not need to be overly accurate, espe-
cially 1t it 1s conservative (e.g., substantially all of the fore-
ground pixels are contained in the matte).

When the foreground 1s manually matted out by the user,
the matting process can typically be completed 1n about 1-2
minutes per image. So, for some 1mages, the user first spends
some time on interactive matting prior to 1mage manipula-
tion. It should be noted that as a consequence of the matting,
the fidelity of some of the image manipulations with regard to
the foreground may be reduced. After the 1mage manipula-
tions, the matted foreground may be composited back into the
overall photographic image.

FI1G. 3 1s a tlow diagram 300 that 1llustrates an example of
a method for manipulating an 1mage to dehaze the image
based on areference model. Flow diagram 300 includes seven
blocks 302-310, 308(1), and 308(2). Implementations of flow
diagram 300 may be realized, for example, as processor-
executable instructions and/or as part ol 1mage manipulator
106 (of FIG. 1) or processing system 210 (of FIG. 2).
Example relatively quantitative embodiments for implement-
ing tlow diagram 300 are described below using the concepts,
terms, and variables of FIGS. 4 and 5.

The acts of flow diagram 300 that are described herein may
be performed 1n many different environments and with a
variety of different devices, such as by one or more processing,
devices (e.g., of FIG. 7). The order in which the method 1s
described 1s not intended to be construed as a limitation, and
any number of the described blocks can be combined, aug-
mented, rearranged, and/or omitted to implement a respective
method, or an alternative method that 1s equivalent thereto.
Although specific elements of certain other FIGS. (e.g.,
FIGS. 1 and 2) are referenced 1n the description of this flow
diagram, the method may be performed with alternative ele-
ments.

For example embodiments, at block 302, an image 1s
received. For example, user 208 may store, input, upload, or
otherwise provide image 102. At block 304, the image is
registered to a reference model. For example, user 208 may
register image 102 in conjunction with one or more reference
models 104 using processing system 210. At block 306, an
image manipulation operation request 1s received. For
example, processing system 210 and/or image manipulator
106 may receive a request to perform a dehazing operation
110. The request may be submitted by user 208 upon provid-
ing 1mage 102, may be selected by user 208 from among a set
ol 1mage manipulation options, and so forth.

At block 308, the image 1s mampulated based on the rei-
erence model and responsive to the requested manipulation
operation. For example, image 102 may be manipulated with
image manipulator 106 by performing dehazing operation
110 on 1image 102 based on reference model 104.

More specifically, at block 308(1), a haze curve 1s esti-
mated based on a relationship between colors 1n the 1image
and colors and depths of the reference model. For example, a
haze curve representing the haze conditions under which
image 102 was captured may be estimated based on at least
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one relationship between the colors 1n 1mage 102 and the
colors of reference model 104. For instance, colors averaged
over predetermined depth ranges may be mapped between

reference model 104 and 1mage 102.
At block 308(2), a modified (e.g., dehazed) image may be

produced by using the estimated haze curve to reduce haze in
the image. For example, an estimated haze curve that repre-
sents the effects of haze on observed intensities at a registered
camera point may be employed to reduce haze 1n 1image 102.

At block 310, a modified image 1s output. For example,
modified 1image 108, which 1s a dehazed version of 1mage
102, may be output. Modified image 108 may be, for instance,
stored to memory, transmitted over one or more networks
(e.g., back to user 208), displayed on a screen, printed on
paper, some combination thereot, and so forth.

FIG. 4 1s a block diagram of real-world environment 202
that illustrates example factors that are related to haze and
impact observed intensities when an 1mage 1s captured. As
illustrated, example real-world environment 202 includes
camera position 204 and multiple remote objects 402. Spe-
cifically, two remote objects 402(1) and 402(2) are shown.
However, more or fewer remote objects 402 may be present in
an 1mage.

In example embodiments, a remote object 402 may be any
object that 1s not 1n the foreground of the 1mage. Examples of
remote objects 402 include, but are not limited to, buildings,
hills/mountains, the horizon, the sky, a beach, a prairie, bod-
1es of water, or other distant objects that are capable of being
captured 1in an 1image. Remote objects 402 are generally rep-
resented 1n reference models 104.

Between camera position 204 and each remote object 402,
a respective depth z may be defined. Thus, a depth z(1) 1s
definable between camera position 204 and remote object
402(1), and a depth z(2) 1s definable between camera position
204 and remote object 402(2). Airlight A 1s also present
between camera position 204 and remote objects 402. Air-
light A contributes to the effect of haze.

FIG. 5 15 a block diagram 500 including an example haze
curve 1(z) that represents the effect of haze, which causes an
original intensity I to be attenuated to a hazy intensity I,. As
illustrated, block diagram 500 includes a remote object 402
having an original intensity I, and a modeled remote object
402* having a model texture color I . Modeled remote object
402%* corresponds to remote object 402. Modeled remote
object 402* 1s part of reference model 104.

Typically, original intensity I at remote object 402 1s
attenuated by haze until 1t 1s captured by a camera as hazy
intensity I, at camera position 204. The eftfects of haze (e.g.,
haze per se, fog, other atmospheric phenomena, etc.) are
usually dependent upon a respective depth z between camera
position 204 and a respective remote object 402. In example
embodiments, a haze curve 1(z) represents the attenuating
eifect of haze as a function of depth z. Example principles for
a haze curve 1(z) are described herein below. Additionally,
example implementations for estimating a haze curve 1(z) and
employing the estimation to dehaze an 1image are described
below.

Example quantitative approaches to dehazing are
described next. As explained above, atmospheric phenomena,
such as haze and fog, can reduce the visibility of relatively
distant regions 1n 1mages of outdoor scenes. Due to atmo-
spheric absorption and scattering, only part of the light
reflected from remote objects reaches the camera. Further-
more, this light 1s mixed with airlight, which i1s scattered
ambient light present between the remote object and the cam-
era. Consequently, remote objects 1n the scene typically
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appear considerably lighter and relatively featureless, as
compared to proximate objects.

If the depth at each 1image pixel 1s determined, 1n theory it
1s possible to remove the effects of haze by fitting an analyti-
cal model as presented in Equation (1):

I, =TI f(2)+A(1-A2)). (1)

In Equation (1), I, 1s the observed hazy intensity at a pixel, I,
1s the original intensity reflected towards the camera from the
corresponding scene point, and A 1s the airlight. Also, 1(z)=
exp(—pz) 1s the attenuation 1n intensity as a function of dis-
tance (depth) due to outscattering. Thus, after estimating the
parameters A and {3, the original intensity I may be recovered
by inverting the model as shown i Equation (2):

L= A+ (U= A) (2)

flz)

This model assumes single-scattering and a homogeneous
atmosphere. Hence, it 1s more suitable for short ranges of
distance and might fail to correctly approximate the attenua-
tion of scene points that are more than, e.g., a few kilometers
away. Furthermore, because the exponential attenuation
decreases quickly to zero, noise might be severely amplified
in the remote areas. Although reducing the degree of dehazing
and/or regularization may be used to alleviate the problems
derived from the model assumptions, these possibilities can-
not completely solve the model’s problems.

Instead, for certain example embodiments, stable values
for the haze curve 1(z) are estimated directly from the rela-
tionship between the colors 1n the 1mage and the colors and
depths of the model textures. More specifically, a have curve
f(z) and an airlight value A are computed such that Equation
(2) maps averages of colors in the 1mage to the corresponding
averages of (e.g., color-corrected) model texture colors.
These parameters may be estimated automatically as
described below.

For robustness, certain example implementations operate
on averages of colors over depth ranges. For each value of z,
the average model texture color im(z) 1s computed for those
pixels whose depth 1s 1n a predetermined range defined by
[z-0, z+0], as well as the average hazy 1mage color Th(z) for
the same pixels. Although other depth interval parameter 6
values may be used, an example value 1s 500 meters. The
averaging over depth ranges reduces the sensitivity to model
texture artifacts, such as registration and stitching errors, bad
pixels, contained shadows and clouds, and so forth.

It should be noted that model textures typically have a
global color bias as compared to 1mages from “standard”
cameras. For instance, Landsat uses seven sensors whose
spectral responses differ from that of the typical RGB sensors
in cameras. Thus, the colors 1n the resulting model textures
are merely approximations to the ones that would have been
captured by an RGB-based camera. This color bias may be
corrected by measuring the ratio between the image and the
texture colors 1n the foreground (e.g., 1n each channel) and
then by using these ratios to correct the colors of the entire
texture. More precisely, a global multiplicative correction
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factor (e.g., vector) C may be calculated as shown in Equa-
tion (3):

Fy

B Fo (3)
~ lum(Fy) / lum(F,)’

C

where F, 1s the average of ih(z) with z<z., and F_ 1s a s1mi-
larly computed average of the model texture. The function
“lum(c)” denotes the luminance of a color c. Although other
values for a foreground threshold depth z- may be used, an
example value for z.1s 1600 meters.

For more detailed example embodiments, the haze curve
f(z) may be computed as described below. Ignoring for the
moment the physical interpretation of A and 1{z), Equation (2)
may be considered to simply stretch the intensities of the
image around A, using the scale coeflicient f(z)~'. The inten-
tion 1s to find an airlight value A and haze curve 1(z) that can
map the hazy image colors I ,(2) to the color-corrected texture
colors CI_(z). Substituting I,(z) forI,, and CI, (z) forI_, into
Equation (2) produces Equation (4):

Th(z)— A (4)

fz)=— :
Cl,(z)—A

Different choices of A will result in different scaling curves
1(z). For example implementations, the airlight variable 1s set
to A=1 because this guarantees 1(z)=0. Other values of A may
be implemented instead. However, using A>1 can result in
larger values of 1(z), and hence less contrast in the dehazed
image. Also, using A<1 might be prone to instabilities.

The recovered haze curve 1(z) enables the effective resto-
ration of the contrasts in the image. However, the colors 1n the
background may undergo a color shift. Compensation for this
color shift may be performed. This compensation may be
performed by adjusting the airlight A, while keeping the haze
curve 1(z) fixed, such that after the adjustment the dehazing
preserves the colors of the 1image 1n the background.

For example implementations, when adjusting the airlight
A, the average background color B, of the image 1s first
computed as the average of I, (z) with z>z .. Second, a s1mi-
larly computed average of the model texture B_ 1s made.
Although other values for the background threshold depth z,
may be selected, an example value 1s 5000 meters. The color
of the background is preserved 11 the ratio of Equation (3)

By -1 (5)

B, -1

A+ By -A)-f
_ -

R

has the same value for each color channel. Thus, Equation (5)
may be rewritten to obtain the adjusted airlight A as shown in
Equation (6)

R— ! (6)

A=1B :
g

with R set to be R=max(B,, /B .s» B, creen/Brcreen:
B, »7.e!Busie) This particular choice of R results in the
maximum A that guarantees A=1. Finally, Equation (2) along
with the recovered have curve 1(z) and the adjusted airlight A
are used to dehaze the 1image.
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It should be understood that 1n practice one might not want
to remove the haze completely as has been described herein
above because haze sometimes provides perceptually-signifi-
cant depth cues. Moreover, dehazing typically amplifies some
noise in regions where little or no visible detail remains 1n the
original 1mage. Nevertheless, at least most outdoor scenic
images benefit from some degree of dehazing. If desired, the
dehazing as described herein may be downscaled to decrease
the degree of dehazing.

A model forthe haze in an 1mage may be obtained using the
approaches described above. With this model, new “remote”
objects may be inserted into the scene in a more seamless
fashion by applying the haze model to these objects as well.
More specifically, the model may be applied to the nserted
remote object 1n accordance with the depth at which the
object 1s intended to be 1nserted. Computationally, applica-
tion of the model may be accomplished by mverting Equation
(2) to produce Equation (7):

L, =A+(I —A)(z). (7)

The determined values of the airlight A and the haze curve 1(z)
are used to produce hazy intensity I, values from original
intensity I_ values responsive to the insertion depth z.

Thus, 1n example embodiments, an average model texture
color over at least one depth range 1s computed for a reference
model. An average hazy image color over the at least one
depth range 1s computed for an 1image. A haze curve for the
image 1s computed based on the average model texture color
and responsive to the average hazy image color (e.g., using
Equation (4)). Contrasts in the image can then be restored
using the haze curve to thereby dehaze the image and produce
a dehazed 1image (e.g., with Equation (2)).

The haze curve may be computed for the image with an
airlight value. I so, the airlight value may be adjusted to
compensate for color shifts. Furthermore, the adjusting may
include the following acts: computing an average hazy back-
ground color with respect to the image; computing an average
model background color with respect to the reference model;
and adjusting the airlight value based on the average model
background color and responsive to the average hazy back-
ground color (e.g., using Equations (5) and (6)). The airlight
value may further be adjusted responsive to respective red-
green-blue components of the average model background
color and the average hazy background color (e.g., to set R for
Equation (6)).

When the spectral response differs between the texture
colors of the reference model and the image, the following
approach may be implemented. An average hazy foreground
color with respect to the 1image and an average model fore-
ground color with respect to the reference model are com-
puted. A color correction factor based on the average model
foreground color and responsive to the average hazy fore-
ground color 1s computed (e.g., using Equation (3)). The
computation of the haze curve (e.g., with Equation (4)) for the
image may then be based on a color-corrected average model
texture color using the color correction factor.

When an object 1s to be added to the background of the
image, haze may be applied to the object using a version of the
haze curve (e.g., from Equation (7)) that 1s tuned to a particu-
lar depth at which the object 1s to be 1nserted into the 1image.
The object may then be inserted into the image at the particu-
lar depth with the applied haze.

FIG. 6 1s a block diagram 600 of an example image
manipulator 106 that enhances an 1image 102 by producing a
modified image 108 from a reference model 104 using an
image dehazer 606. As illustrated, 1mage manipulator 106
includes an image registration unit 602, a haze curve estima-
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tor 604, and 1mage dehazer 606. Haze curve estimator 604
includes a color corrector 608, a color shift compensator 610,
and an object inserter 612.

Image 102 and reference model 104 are mnput to 1image
mampulator 106. Image 102 and reference model 104 are
cach provided to both 1mage registration unit 602 and haze
curve estimator 604. Haze curve estimator 604 outputs an
estimated haze curve 1(z). Image dehazer 606 accepts as input
image 102 and estimated haze curve 1(z). Image dehazer 606
outputs modified image 108.

Thus, for certain example embodiments, 1mage manipula-
tor 106 includes an 1mage registration unit 602, a haze curve
estimator 604, and image dehazer 606. Image registration
unit 602 registers an image 102, which includes haze, to one
or more reference models 104. Haze curve estimator 604
estimates a haze curve for image 102 based on at least one
relationship between colors 1n 1mage 102 and colors and
depths of the one or more reference models 104. Image
dehazer 606 produces a dehazed image (modified image 108)
by using the estimated haze curve to reduce the haze of image
102.

Haze curve estimator 604 may compute the haze curve and
an airlight value such that an equation relating original inten-
sity and hazy intensity maps averages of the colors 1n 1mage
102 to corresponding averages of the colors of texture maps of
reference models 104. The averages of the colors of the tex-
ture maps of reference models 104 and the averages of the
colors in 1image 102 may be calculated over at least one depth
range by considering pixels within a predetermined depth
range interval.

Color corrector 608 may correct the color bias 1n a texture
of reference model 104 by measuring a ratio between average
foreground colors of 1mage 102 and average foreground col-
ors of reference model 104. Object inserter 612 may apply
haze to an object using a version of the estimated haze curve
that 1s tuned to a particular depth at which the object 1s to be
inserted into 1image 102. Object inserter 612 may then nsert
the object into 1mage 102 at the particular depth with the
applied haze.

In certain example implementations, haze curve estimator
604 may also estimate the haze curve by mapping average
hazy 1image colors 1n 1image 102 to average model texture
colors of reference models 104. Color shift compensator 610
may compensate for color shift in background colors of
image 102 by adjusting an airlight value so as to preserve the
background colors responsive to a ratio that depends on an

average background color in image 102 and an average back-
ground color from the model texture colors of reference mod-
cls 104.

FIG. 7 1s a block diagram 700 1llustrating example devices
702 that may be used to implement embodiments for dehaz-
ing an image using a three-dimensional reference model. As
illustrated, block diagram 700 1includes two devices 702a and
702b, person-device iterface equipment 712, and one or
more network(s) 714. As explicitly shown with device 702aq,
cach device 702 may include one or more input/output inter-
taces 704, at least one processor 706, and one or more media
708. Media 708 may include processor-executable instruc-
tions 710.

For example embodiments, device 702 may represent any
processing-capable device. Example devices 702 include per-
sonal or server computers, workstations, hand-held or other
portable electronics, entertainment appliances, network com-
ponents, some combination thereof, and so forth. Device
702a and device 7020 may communicate over network(s)

714.
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Network(s) 714 may be, by way of example but not limi-
tation, an 1nternet, an intranet, an Ethernet, a public network,
a private network, a cable network, a digital subscriber line
(DSL) network, a telephone network, a wireless network,
some combination thereof, and so forth. Image submission
and manipulation may both be performed at one device 702.
Alternatively, a user may submit an 1mage at one device 702aq,
and the 1mage manipulation may occur at another device
702b. Regardless, reference models may be located at the
same or a different device 702 (e.g., that is likewise accessible
over network 714). Person-device interface equipment 712
may be a keyboard/keypad, a touch screen, a remote, a mouse
or other graphical pointing device, a display screen, a speaker,
and so forth. Person-device interface equipment 712 may be
integrated with or separate from device 702a.

I/O interfaces 704 may include (1) a network interface for
monitoring and/or communicating across network 714, (1) a
display device interface for displaying information on a dis-
play screen, (111) one or more person-device interfaces, and so
forth. Examples of (1) network interfaces include a network
card, amodem, one or more ports, a network communications
stack, a radio, and so forth. Examples of (11) display device
interfaces iclude a graphics driver, a graphics card, a hard-
ware or software driver for a screen or monitor, and so forth.
Examples of (111) person-device mterfaces include those that
communicate by wire or wirelessly to person-device interface
equipment 712. A given interface may function as both a
display device mterface and a person-device interface.

Processor 706 may be implemented using any applicable
processing-capable technology, and one may be realized as a
general-purpose or a special-purpose processor. Examples
include a central processing unit (CPU), a microprocessor, a
controller, a graphics processing unit (GPU), a derivative or
combination thereof, and so forth. Media 708 may be any
available media that 1s included as part of and/or 1s accessible
by device 702. It includes volatile and non-volatile media,
removable and non-removable media, storage and transmis-
sionmedia (e.g., wireless or wired communication channels),
hard-coded logic media, combinations thereof, and so forth.
Media 708 1s tangible media when 1t 1s embodied as a manu-
facture and/or as a composition of matter.

Generally, processor 706 1s capable of executing, perform-
ing, and/or otherwise eflectuating processor-executable
instructions, such as processor-executable instructions 710.
Media 708 1s comprised of one or more processor-accessible
media. In other words, media 708 may include processor-
executable mstructions 710 that are executable by processor
706 to elfectuate the performance of functions by device 702.
Processor-executable instructions 710 may be embodied as
software, firmware, hardware, fixed logic circuitry, some
combination thereot, and so forth.

Thus, realizations for dehazing an 1mage using a three-
dimensional reference model may be described 1n the general
context ol processor-executable instructions. Processor-ex-
ecutable instructions may include routines, programs, appli-
cations, coding, modules, protocols, objects, components,
metadata and definitions thereot, data structures, APIs, efc.
that perform and/or enable particular tasks and/or implement
particular abstract data types. Processor-executable 1nstruc-
tions may be located in separate storage media, executed by
different processors, and/or propagated over or extant on
various transmission media.

As specifically illustrated, media 708 comprises at least
processor-executable instructions 710. Processor-executable
instructions 710 may comprise, for example, 1mage manipu-

lator 106 (o1 FIGS. 1 and 6) and/or processing system 210 (of

FIG. 2). Generally, processor-executable instructions 710,
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when executed by processor 706, enable device 702 to per-
form the various functions described herein. Such functions
include, by way of example but not limitation, those that are
illustrated in flow diagram 300 (of FIG. 3) and those pertain-
ing to features illustrated in the various block diagrams,
approaches, and schemes, as well as combinations thereof,
and so forth.

The devices, acts, features, functions, methods, modules,
data structures, techniques, components, etc. of F1IGS. 1-7 are
illustrated 1n diagrams that are divided into multiple blocks
and other elements. However, the order, interconnections,
interrelationships, layout, etc. 1n which FIGS. 1-7 are
described and/or shown are not intended to be construed as a
limitation, and any number of the blocks and/or other ele-
ments can be modified, combined, rearranged, augmented,
omitted, etc. in many manners to implement one or more
systems, methods, devices, media, apparatuses, arrange-
ments, etc. for dehazing an 1image using a three-dimensional
reference model.

Although systems, methods, devices, media, apparatuses,
arrangements, and other example embodiments have been
described 1n language specific to structural, logical, algorith-
mic, and/or functional features, 1t 1s to be understood that the
invention defined in the appended claims 1s not necessarily
limited to the specific features or acts described above.
Rather, the specific features and acts described above are
disclosed as example forms of implementing the claimed
invention.

What 1s claimed 1s:

1. One or more processor-accessible tangible media com-
prising processor-executable instructions for dehazing an
input 1image, wherein the processor-executable instructions,
when executed, direct a device to perform acts comprising:

registering the mput image to a reference model compris-

ing a 3D geometric model of a scene corresponding to at
least part of the input image to determine depth ranges of
the input 1mage;

computing an average model texture color over at least one

depth range of the reference model;

computing an average hazy image color over the at least

one depth range of the mput image;

computing an estimated haze curve for the input image

based on the average model texture color and responsive
to the average hazy image color, the estimated haze
curve being a function of depth; and

restoring contrasts in the mput 1mage using the estimated

haze curve to thereby dehaze the input 1image and pro-
duce a dehazed image.

2. The one or more processor-accessible tangible media as
recited 1n claim 1, wherein the act of computing an estimated
haze curve comprises computing the estimated haze curve for
the input image with an airlight value; and wherein the pro-
cessor-executable instructions, when executed, direct the
device to perform a further act comprising;:

adjusting the airlight value to compensate for color shiits.

3. The one or more processor-accessible tangible media as
recited 1n claim 2, wherein the act of adjusting comprises:

computing an average hazy background color with respect

to the 1nput 1mage;

computing an average model background color with

respect to the reference model; and

adjusting the airlight value based on the average model

background color and responsive to the average hazy
background color.

4. The one or more processor-accessible tangible media as
recited 1n claim 3, wherein the act of adjusting further com-
prises:
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adjusting the airlight value responsive to respective red-
green-blue components of the average model back-
ground color and the average hazy background color.

5. The one or more processor-accessible tangible media as
recited in claim 1, wherein the processor-executable instruc- 2
tions, when executed, direct the device to perform further acts
comprising;

computing an average hazy foreground color with respect

to the 1nput 1mage;

computing an average model foreground color with respect

to the reference model; and

computing a color correction factor based on the average

model foreground color and responsive to the average
hazy foreground color;

wherein the act of computing an estimated haze curve

comprises computing the estimated haze curve for the
input 1mage based on a color-corrected average model
texture color using the color correction factor.
6. The one or more processor-accessible tangible media as
recited 1n claim 1, wherein the processor-executable 1nstruc-
tions, when executed, direct the device to perform further acts
comprising;
applying haze to an object using a version of the estimated
haze curve that 1s tuned to a particular depth at which the
object 1s to be inserted mto the input image; and

inserting the object into the mput 1mage at the particular
depth with the applied haze.

7. A device-implemented method for dehazing an input
image, the method comprising acts of:

registering the input image having haze to one or more

reference models to determine depth ranges of the input
image, each reference model comprising a 3D geometric
model of a scene corresponding to at least part of the
input 1mage;

estimating a haze curve for the input 1image based on at

least one relationship between colors and depths in the
input 1mage and colors and depths of the one or more
reference models; and

producing a dehazed 1image by using the estimated haze

curve to reduce the haze of the input 1mage.

8. The method as recited in claim 7, wherein the act of
estimating comprises:

computing the estimated haze curve and an airlight value

such that an equation relating original intensity and hazy 45
intensity maps averages of the colors in the input image
to corresponding averages of the colors of texture maps

of the one or more reference models.
9. The method as recited in claim 8, wherein the act of
computing comprises:
calculating the averages of the colors of the texture maps of
the one or more reference models over at least one depth
range by considering pixels of the model within at least
one predetermined depth range.
10. The method as recited 1in claim 7, wherein the act of 55
estimating comprises:
correcting color bias 1n a texture of the one or more refer-
ence models by measuring a ratio between average fore-
ground colors of the input image and average foreground
colors of the one or more reference models using at least
one foreground threshold depth.
11. The method as recited 1n claim 7, wherein the act of
estimating comprises:
estimating the estimated haze curve by mapping average
hazy image colors 1n the mput image to average model 65
texture colors of the one or more reference models over
one or more depth ranges.
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12. The method as recited 1n claim 11, wherein the act of
estimating further comprises:

estimating the estimated haze curve by mapping the aver-
age hazy image colors in the mnput image to color-cor-
rected average model texture colors of the one or more
reference models.

13. The method as recited 1n claim 11, wherein the act of

estimating further comprises:

compensating for color shift in background colors of the
input 1mage by adjusting an airlight value.

14. The method as recited 1n claim 13, wherein the act of

compensating further comprises:

preserving the background colors responsive to a ratio that
depends on an average background color 1n the mput
image and an average background color from the model
texture colors of the one or more reference models using
at least one background threshold depth.

15. The method as recited in claim 7, further comprising;:

applying haze to an object using a version of the estimated
haze curve that 1s tuned to a particular depth at which the
object 1s to be 1nserted nto the mput image; and

inserting the object into the 1nput 1mage at the particular
depth with the applied haze.

16. A device that 1s capable of dehazing an input 1image, the

device comprising:

an 1mage registration unit to register the mput 1mage hav-
ing haze to one or more reference models to determine
depth ranges of the mput 1image, each reference model
comprising a 3D geometric model of a scene corre-
sponding to at least part of the input image;

a haze curve estimator to estimate a haze curve for the input
image based on at least one relationship between colors
and depths 1n the mput 1mage and colors and depths of
the one or more reference models; and

an 1image dehazer to produce a dehazed 1image by using the
estimated haze curve to reduce the haze of the mput
image.

17. The device as recited in claim 16, wherein the haze
curve estimator 1s further configured to compute the esti-
mated haze curve and an airlight value such that an equation
relating original intensity and hazy intensity maps averages of
the colors 1n the input 1mage to corresponding averages of the
colors of texture maps of the one or more reference models;
and wherein the averages of the colors of the texture maps of
the one or more reference models and the averages of the

colors 1n the input image are to be calculated over at least one
depth range by considering pixels within at least one prede-
termined depth range.

18. The device as recited in claim 16, wherein the haze
curve estimator comprises:

a color corrector to correct color bias 1n a texture of the one
or more reference models by measuring a ratio between
average foreground colors of the input image and aver-
age foreground colors of the one or more reference mod-
els.

19. The device as recited in claim 16, wherein the haze
curve estimator 1s further configured to estimate the estimated
haze curve by mapping average hazy image colors 1n the input
image to average model texture colors of the one or more
reference models; and wherein the haze curve estimator com-
Prises:

a color shift compensator to compensate for color shift 1n
background colors of the input 1image by adjusting an
atrlight value so as to preserve the background colors
responsive to a ratio that depends on an average back-
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ground color 1n the mput 1mage and an average back-
ground color from the model texture colors of the one or
more reference models.
20. The device as recited 1n claim 16, wherein the haze
curve estimator comprises:
an object inserter to apply haze to an object using a version
of the estimated haze curve that 1s tuned to a particular

16

depth at which the object 1s to be inserted 1nto the input
image; wherein the object mserter 1s to 1nsert the object

into the mput 1mage at the particular depth with the
applied haze.
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