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S TORAGE APPARATUS AND INTERFACE
EXPANSION AUTHENTICATION METHOD
THEREFOR

TECHNICAL FIELD

The present invention relates to a storage apparatus
equipped with a plurality of switch units with a plurality of

ports for adding interfaces with at least one of a host system
and storage device, and the mvention 1s 1deal for use 1n, for
example, a storage apparatus and intertace expansion authen-
tication method capable of changing the connection configu-
ration of the interfaces.

BACKGROUND ART

Various systems have been developed using databases
along with the development of the information industry 1n
recent years. In a storage apparatus for storing databases,
communication between a host system such as a so-called
open system or mainirame, and storage devices such as hard
disk drives 1s performed via a controller having a cache, a
processor, and interfaces with the host system and the storage
device.

Each interface unit for performing communication with the
host system and the storage devices have been fixed on a side
ol the controller. Recently, there 1s a technology 1n capable of
flexibly changing the mput/output (heremafter, sometimes
called “I/O”) configuration 1n the storage apparatus with the
arrangement to modulize these interface units and configure
the modulized interface units being mountable and dismount-
able to the controller (see Non-Patent Literature 1).

As an example of such module configuration mountable
and dismountable to the controller, there 1s a configuration 1n
which I/O modules and a controller body are connected to
cach other and which enables connection of various kinds of
I/0O modules by adopting, for example, PCI-Express for con-
necting the I/O modules. A storage apparatus capable of
tflexibly adding or changing an interface unit by inserting or
removing I/0O modules, using the above-described technique,
has been provided (see Patent Literature 1).

CITATION LIST
Non Patent Literature

NPL 1: “Introduction to the EMC CLAR110ON CX4 Series
Featuring UltraFlex Technology, Applied Technology,
December 2009, pgs. 1-27.

Patent Literature

PTL 1: US 2006/0134936 Al

SUMMARY OF INVENTION
Technical Problem

However, there 1s a possibility with the prior storage appa-
ratus that a load on each switch unit may change during data
transier, depending on to which port of the switch unit an
interface unit for a host system or a storage device 1s con-
nected. I aload on each switch unit changes depending on the
connection configuration of the interface units, each switch
unit for the prior storage apparatus cannot function sudfi-
ciently, and degration of data transier tends to easily occur
when the switches perform data transfer between duplicated
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2

controllers for the purpose of mirroring; and there 1s a possi-
bility that the data transier efficiency of the entire apparatus
may degrade.

The present invention was devised 1n light of the circum-
stances described above and suggests a storage apparatus
capable of restraining degration of data transfer performance
during data transfer for mirroring between duplicated con-
trollers, and also suggests an interface expansion authentica-
tion method for such a storage apparatus.

Solution to Problem

In order to solve the above-described problem, a storage
apparatus having first and second controllers for controlling
data transier between a host system and a storage device, the
first and second controllers respectively comprising: a first
and second switch units, each of which 1s equipped with a first
port for connecting each interface unit for the host system and
an 1nterface unit for the storage device, and a second port for
connecting the first controller with the second controller, and
which permits or prohibits data transfer using each of the first
port and the second port; and a processor for controlling data
transier with the host system or the storage device via the first
port, while controlling data transfer between the first control-
ler and the second controller via the second port, by control-
ling the first or second switch unit; wherein the first and
second controllers are connected to each other via: a first path
for connecting the second port of the first switch unit in the
first controller to the second port of the first switch unit 1n the
second controller; and a second path independent of the first
path, for connecting the second port of the second switch unit
in the first controller to the second port of the second switch
unit in the second controller.

Also, an interface expansion authentication method for a
storage apparatus having first and second controllers for con-
trolling data transier between a host system and a storage
device, the mterface expansion authentication method com-
prising: an acquisition step executed by each processor of the
first and second controllers, for obtaining the current connec-
tion configuration of an interface umt connected to each first
port of first and second switch units where the first port for
connecting each interface unit of the host system and the
storage device; a generation step executed by the processor,
for generating system configuration information about the
connection configuration of the interface units for all the first
ports of the first and second controllers based on the configu-
ration information about both the first and second controllers;
a verification step executed by the processor, for verifying the
current connection configuration by comparing system con-
figuration rules about the specified connection configuration
of the interface unit to be connected to each first port of the
first or second switch unit with the system configuration
information; and a control step executed by the processor, for
permitting or prohibiting data transfer using each first port of
the first or second switch unit based on the verification result

in the verification step.

Advantageous Effects of Invention

According to this invention, a load 1s equally distributed to
cach controller according to the connection configuration of
an interface unit to a first port of a switch unit 1n each con-
troller and to prevent degradation of data transfer perfor-
mance during data transier between the controllers.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 1s a schematic configuration diagram of a computer
system according to an embodiment of the present invention.
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FIG. 2 1s a configuration diagram of a storage apparatus
according to the embodiment.
FIG. 3 1s a block diagram explaining the first system con-

figuration rule.

FIG. 4 15 a block diagram explaimning the second system
coniiguration rule.

FIG. 5 1s a block diagram explamning the third system
coniiguration rule.

FIG. 6 1s a block diagram explaining the third system
configuration rule.

FIG. 7 1s an explanatory diagram of resource allocation
when an I/O module 1s added.

FI1G. 8 1s a block diagram explaining processing for adding,
an I/O module.

FI1G. 9 1s a flowchart illustrating an example of an interface
expansion verification method for the storage apparatus.

FIG. 10 shows how system configuration information 1s
generated.

FIG. 11 1s a flowchart illustrating an operation example
when the system configuration 1s changed.

FIG. 12A shows an example of three types of system con-
figuration rules.

FIG. 12B shows an example of three types of system con-
figuration rules.

FI1G. 12C shows an example of three types of system con-
figuration rules.

FIG. 13 shows an example of a management screen dis-
played on a display unit for a management apparatus.

REFERENCE SIGNS LIST

101a First controller

1015 Second controller

102a,102b,104a, 1045, 313a, 3135, 411a,4115 I/O mod-
ules

413a, 413b,504a, 504b, 511a, 5115, 513a, 5135 1/O mod-
ules

110 Host system

107 Network

108 Storage apparatus

109 Management apparatus

201a Local memory

2015 Local memory

202a Cache

2025 Cache

204a Processor

2045 Processor

20354 First switch unit

2055 First switch unit

206a Second switch unit

2065 Second switch unit

950 Management screen

Dual0, Duall Inter-controller connection path

P00 to P13 I/O ports

DESCRIPTION OF EMBODIMENTS

An embodiment of the present invention will be described
below 1n detail with reference to the attached drawings.

(1) Configuration of Computer System According to
this Embodiment

FI1G. 1 shows the general configuration of a computer sys-
tem according to this embodiment. This computer system
includes a host system 110, a network 107, a storage appara-
tus 108, and a management apparatus 109. The host system
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4

110 and the storage apparatus 108 are connected to the net-
work 107. The host system 110 1s a host computer and trans-
fers data to and from the storage apparatus 108 via the net-
work 107.

The storage apparatus 108 transfers data to and from the
host system 110, stores data from the host system 110, and
reads data stored in a storage device 106 and transfers the read
data. The storage apparatus 108 schematically includes a first
controller 101a, a second controller 1015, and a storage
device 106. The storage apparatus 108 1s configured to have
duplicated controllers that have almost the same configura-
tion. These first and second controllers 1014, 1015 are con-
nected together via inter-controller connection paths Dual0,
Duall that are first and second paths.

Each of the first controller 101a and the second controller
1015 1s provided with at least one I/O port as a first port. The
first controller 101a 1s provided with 1I/O ports 102a, 103a,
104a, 105a, while the second controller 1015 1s provided with
I/O ports 1025, 1035, 1045, 1055.

In this embodiment, a host I/O module that 1s an interface
unit for the host system 110, or a drive I/O module that 1s an
interface umt for the storage device 106 1s connected to each
of the I/O ports 102a, 104a, 1025, 1045. The host or drive I/O
module(s) will be heremaftter generally referred to as the “1/O
module(s).” Also, the host system may be sometimes gener-
ally referred to as the “host,” and the storage device as the

“drive.”

The /O ports 103a, 105a, 1035, 1055 of the first controller
101a and the second controller 1015 to which no I/O module
1s connected are unused ports to which an I/O module can be
added. The I/O modules 1024, 1025 are interface units for
transferring information by packets to and from the host
system 110 via the network 107 according to a specified
communication protocol.

The network 107 1s a network mainly used to transfer data
between the host system 110 and the storage apparatus 108. A
network such as a LAN (Local Area Network) or a SAN
(Storage Area Network) 1s adopted as the network 107, which
1s configured to include, for example, a network switch or a
hub.

The host system 110 1s, for example, a computer or a file
server that serves as the core part of a business system. The
host system 110 1s equipped with hardware resources such as
a processor, memory, network interface, and local iput/out-
put devices. The host system 110 1s equipped with software
resources such as device drivers, an operating system (OS),
and application programs. Accordingly, the host system 110
communicates with, and transfers data to and from, the stor-
age apparatus 108 by executing various programs under the
control of the processor.

The I/O modules 104a, 1045 are 1I/O modules that control
transier of information to and from the storage device 106 by
blocks, which are access units for the storage devices, accord-
ing to a specified communication protocol.

The storage device 106 includes a plurality of drives such
as hard disk drives (HDD: Hard Disc Drnives). The storage

device 106 may be an SSD (Solid State Drive) on which a
plurality of nonvolatile memories are mounted as storage
media. The storage device 106 1s configured so that a large
number of such drives or storage media are mounted in an
array.

The expansion I/O ports 103a, 105a, 1035, 1055 are slots
according to a bus standard such as PCI-Express. I/O modules
to be connected to these expansion I/O ports are also config-
ured according to the bus standard.

The management apparatus 109 1s equipped with: hard-
ware resources such as a processor, a memory, a network
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interface, a display unit, and local input/output devices; and
soltware resources such as management programs. The man-
agement apparatus 109 1s connected to each of the controllers
101a, 1015 1n the storage apparatus 108. Incidentally, the
management apparatus 109 may be configured so that it 1s
connected via the network 107 to each controller 1014, 10154.

The management apparatus 109 periodically obtains infor-
mation from the storage apparatus 108 and displays 1t on a
management screen described later (for example, a screen
shown 1 FIG. 13). The management apparatus 109 has a
function transferring information necessary for operation of
the storage apparatus 108 to the storage apparatus 108 in
accordance with operation by a system administrator by refer-
ring to the management screen. The system administrator can
monitor and control the storage apparatus 108 as necessary
tor the operation purpose by operating 1t while watching the
management screen displayed on the management apparatus
109.

FIG. 2 1s a block diagram showing the internal configura-
tion of the storage apparatus 108 according to this embodi-

ment. The storage apparatus 108 1includes two dualized con-
trollers 101a, 1015. These first and second controllers 1014,
1016 are connected to each other via the inter-controller
connection paths Dual0, Duall which are independent of
cach other.

The first controller 101a (CTL0) 1s equipped with the pro-
cessor 204a, a memory 201a, a first switch unit 20354, and a
second switch unit 206a. On the other hand, the second con-
troller 1016 (CTL1) 1s equipped with the processor 2045, a
memory 2015, a first switch unit 2055, and a second switch
unit 2065.

Each processor 204a, 2045 includes a memory controller
and communicates with the memory 2014, 2015 via memory
buses 208a, 208b. Each processor 204a, 2045 has a plurality
of I/0 ports. A bus standard such as PCI-Express 1s adopted
for such I/O ports, and any device having an interface that
meets the bus standard.

The first switch unit 205q and the second switch unit 2064
are connected respectively to the plurality of I/O ports of the
processor 204a. The first switch unit 2055 and the second
switch unit 2065 are connected respectively to the plurality of
I/0O ports of the processor 2045.

An area for the memory 201qa 1s divided 1nto a cache 202a
and a local memory 203a. An area for the memory 2015 1s
divided 1into a cache 2026 (Cachel) and a local memory 20356
(LM1). Each cache 202q, 20256 1s an area for storing data
transierred from each I/O module. Each local memory 203a,
2035 1s an area for storing control mformation about each
processor 204a, 2045b.

The memory 201a 1s connected via the memory bus 208a
to the processor 204a. The memory 201q 1s used to transier
data to and from alocal cache 1n a CPU for the processor 204a
via an I/0O port of the processor 204a. On the other hand, the
memory 2015 1s connected via the memory bus 2085 to the
processor 2045. The memory 2015 1s used to transfer data to
and from a local cache 1n a CPU for the processor 2045 via an
I/0 port of the processor 2045.

The first switch unit 205q and the second switch unit 2064
having a plurality of I/O port for one processor 204a are
mounted on the first controller 1014, the configuration of the
first controller 1014 1s suited for I/O module expansion. On
the other hand, the first switch unit 2055 and the second
switch unit 2065 having a plurality of I/O ports for one pro-
cessor 2045 are mounted on the second controller 1015, the
configuration of the second controller 1015 1s suited for I/O
module expansion.
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In the first controller 1014, the first switch unit 205« has
I/O ports P00, P01 as a plurality of IO ports. The second
switch unmit 2064 has 1/0 ports P02, P03 as a plurality of I/O
ports. In the second controller 1015, the first switch unit 20556
has 1I/O ports P10, P11 as a plurality of the I/O ports. The
second switch unit 2065 has 1/O ports P12, P13 as a plurality
of the I/O ports.

In the example shown in FI1G. 2, the host I/O modules 1024,
1025 are connected to the I/O ports P00, P10 respectively, and
the drive I/O modules 104a, 1045 are respectively connected
to the I/0O expansion ports P02, P12. On the other hand, there
are the expansion I/O ports P01, P03, P11, P13 to which no
I/O module 1s connected; and at the time of I/O expansion,
expansion I/O modules are connected to these expansion 1/0
ports P01, P03, P11, P13. Incidentally, these I/O ports such as
P00 correspond to the first ports.

Each of the first and second switch units 205a, 206a 1s
respectively connected to the processor 204a. The first and
second switch units 205a, 2064 have a function permitting or

prohibiting data transier by using each port under the control
of the processor 204a. Each of the first switch unit 205 and
the second switch unit 206a has a multicast function. The first
and second switch units 205a, 206a generate packets of data
to be transierred based on a specified transfer destination
address and transfers them to the transfer destination (such as
the memory 201a). Meanwhile, because of the multicast
function, the first and second switch units 205q, 206a can
duplicate the data in the packet form and transfer them to
other desirable transier destinations.

The I/O modules connected to the 1/0 ports of the first and
second switch units 205q, 2064 transier data to and from the
memory 201a via the processor 204a. On the other hand, the
first and second switch units 2055, 2065 are respectively
connected to the processor 2045. The I/O modules connected
to the first and second switch units 20554, 2065 transfer data to
and from the memory 2015 via the processor 2045.

The first and second switch units 2055, 2065 are provided
with not only the I/O ports, such as P00, serving as the
interface units for the host system 110 and the storage device
106, but also ports P04, P0S. The ports P04, P05 are used for
paths connecting the first controller 101a¢ and the second
controller 1015. The first and second switch units 2055, 2065
permit and prohibit data transier by using any of the I/O ports
such as P00 and the ports such as P04 under the control of the
processor 204a.

The inter-controller connection path Dual0 connects the
port P04 of the first switch unit 205q for the first controller
101a with the port P14 of the first switch unit 2055 for the
second controller 10154. On the other hand, the inter-control-
ler connection path Duall 1s a path independent of the inter-
controller connection path Dual0 and connects the port P05 of
the second switch unit 2064 for the first controller 101a with
the port P15 of the second switch umt 2065 for the second
controller 1015. Incidentally, these ports P04, P05, P14, P15
correspond to the second ports.

Each switch unit 205a, 206a, 20556, 2065 has the multicast
function. This multicast function duplicates a packet trans-
ferred from the host system 110 via the I/O module 1 the
switch, replaces the address of the relevant duplicated packet,
controls the transier destination in its controller which has
received the packet, and also controls transter of the packet to
a transier destination 1n the other controller. Incidentally, the
multicast function 1s standardized by, for example, PCI SIG.

In the storage apparatus 108 which uses the configuration
with the duplicated controllers as described above, data trans-
terred from the host system 110 1s stored 1n the caches 202a,
2026 which the controllers 101a, 1015 have respectively, 1n
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order to prevent loss of the data transferred from the host
system 110 due to a failure of the controller(s). The storage

apparatus 108 performs synchronous transier of data to the
caches 202a, 20256 for both the controllers 101a, 1015 by
using the multicast function of, for example, the first switch
unit 2054, thereby performing a so-called double data write
action.

The storage apparatus 108 which uses the above-described
configuration can change the I/O module configuration of the
entire storage apparatus by selecting the type of an I/O mod-
ule to be connected to each expansion I/O port (such as P01).
According to this embodiment, the content about the connec-
tion configuration of an I/O module for each I/O port of each
controller 101a, 1015 1s referred to as the “configuration
information”; and the connection configuration about I/O
modules of the entire storage apparatus i1s defined as the
“system configuration”; and the content about the system
configuration 1s referred to as the “system configuration
information.” Incidentally, 1n this embodiment, the term *““sys-
tem configuration rules” 1s used to mean rules for specifying,
the desirable connection configuration of the I/O modules for
the I/0O ports. Incidentally, the system configuration rules can
be set arbitrarily by the system administrator using the man-
agement apparatus 109.

In the storage apparatus 108, the load status of the inter-
controller connection paths Dual0, Duall, through which
transier via a plurality of I/O modules 1s multiplexed, and
cach processor-to-switch-unit buses 207a, 2076 varies
depending on differences of the system configuration. Data
transier by the storage apparatus 108 can be divided into an
action to transier data from the host system 110 to the storage
device 106 (write action) and an action to transier data read
from the storage device 106 to the host system 110 (read
action).

When the storage apparatus 108 performs the write action
or the read action, the load status of each of the inter-control-
ler connection paths Dual0, Duall and the processor-to-
switch-unit buses 207a, 207b varies depending on the
arrangement of different types of I/O modules (host I/O mod-
ules and drive I/O modules) connected to each switch (such as

205a).

(2) System Configuration Rules

Next, verification of the connection configuration of the
I/0O modules for the I/O ports by using the system configura-
tion rules will be explained. Three types of system configu-
ration rules will be explained below as an example, by using,
the configuration of the storage apparatus 180 shown in FIG.
2 as the mitial configuration.

(2-1) First System Configuration Rule

In the first controller 101qa, different types of I/O modules
are connected to a plurality of 1/O ports of at least one of the
first switch unit 205q and the second switch unit 20556. The
expression “different types of I/O modules™ used herein
means /0 modules which are, for example, both the host I/O
modules and the drive I/O modules. On the other hand, the
expression “the same type of I/O modules” means I/O mod-
ules which are, for example, either the host I/O modules or the
drive I/O modules.

FIG. 3 1s a block diagram showing an example of the
configuration i which I'O modules are added according to
the first system configuration rule. F1G. 3 shows an example
where the connection configuration of the I/O modules shown
in FIG. 2 1s set as the mitial configuration, and a host I/O
module 1s added to the controllers 101a, 1015 respectively
according to the first system configuration rule.
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In the first controller 101a, an I/O host 3134 1s newly added
to the I/0 port P03 of the second switch unit 2064 1n the state
where the drive I/O module 104q 1s connected to the I/0 port
P02 of the second switch unit 206a.

On the other hand, 1n the second controller 1015, different
types of I/O modules are connected to a plurality of I/O ports
of at least one of the first switch unit 2055 and the second
switch unit 2065. Specifically speaking, 1n the second con-
troller 1015, a host I/O module 3135 1s newly added to the I/O
port P13 of the second switch unit 2065 1n the state where the
drive I/O module 1045 1s connected to the I/O port P12 of the
second switch unit 2065.

In other words, 11 the configuration of the storage apparatus
108 shown i FIG. 2 1s set as the mitial configuration as
described above and host I/O modules are to be added, the
host I/O module 3134, 3135 are respectively connected to the
expansion ports P03, P13 of the second switch units 206a,
2060, as shown in FIG. 3. On the other hand, when adding
drive I/O modules, drive I/O modules (not shown in the draw-
ing) are respectively connected to the expansion ports P01,
P11 of the first switch unit 2054, 20556. Because of the above-
described connection configuration of the I/O modules, the
storage apparatus 108 transfers data as described below. The
case ol a write action will be explained as an example of the
data transfer.

FIG. 3 shows the case where a write action Writel that 1s
transier of data from the host I/O module 102a (Host I/0 00)
for the first controller 101a, as an example of data transier
from the host system 110, and a write action Write2 that 1s
transier of data from the added host I/O module 313a (Host
I/0 01) for the second switch umit 2064, as an example of data
transier from the host system 101, occur at the same time.

Packets produced by the write action Writel via the host
I/O module 102a (Host I/O 00) are transferred through the
first switch unit 205a and the processor 204a to the cache
202a. When this happens, the first switch unit 205q uses the
multicast function to duplicate the data on a packet basis and
then change the transfer destination of the relevant packet to
a transfer destination address 1n the second controller 1015.
As a result, the first switch unit 205a performs synchronous
transier of the data through the inter-controller connection
path Dual0, through the first switch unit 2055, and through the
processor 2045 on the second controller 1015, to the second

cache 2025b. That 1s, the same content packets are doubly
stored 1n the caches 202a, 2025 for both the controllers 1014,

1015.

On the other hand, packets produced by the write action
Write2 via the host I/O module 313a (Host 1/O 03) are trans-
terred through the second switch unit 2064 and the processor
204a, to the first cache 2024 1n almost the same manner as
described above. The second switch unit 206a uses the mul-
ticast function to perform synchronous transier of the data
through the inter-controller connection path Duall and then
through the second switch unit 2065 and the processor 2045
for the second controller 1015, to the cache 2025 1n almost the
same manner as described above. That 1s, the same content
packets are doubly stored in the caches 202a, 20256 in the
controllers 101a, 1015.

The above-described configuration where data transferred
via each host I/O module 1s duplicated and stored in the
caches 202a, 2025 uses the inter-controller connection paths
Dual0, Duall and each processor-to-switch buses 207a, 2075
as separate transier paths.

If the first system configuration rule described above 1s
applied to the storage apparatus 108, a processing load
imposed by the write action Writel from each host I/O mod-
ule 1s distributed to the first controller 101a and the second
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controller 1015. Specifically, the processing load imposed by
the write action Writel 1s distributed to the plurality of the
processor-to-switch buses 207a, 207b. As a result, the load
imposed on the storage apparatus 108 1n the system status
where the write action 1s continuously performed, 1s equally
divided to both the controllers 101a, 1015, and throughput of
the entire system for writing data from the host system 110 to
the corresponding caches can be enhanced.

In the storage apparatus 108, the first controller 101a and
the second controller 1015 are connected to each other via the
inter-controller connection paths Dual0, Duall which are
independent of each other as described above. Accordingly,
when the processor 204q for the storage apparatus 108 trans-
fers data between the first controller 101a and the second
controller 1015 for the purpose of mirroring, a data transfer
competition can be reduced due to the two paths Dual,
Duall, so that data can be transferred smoothly.

The storage apparatus 108 1s configured so that I/O mod-
ules for both the host system 110 and the storage device 106
are connected to the plurality of I/O ports of at least one of the
first switch unit 2054 and the second switch unit 205a. As a
result, even i1f the amount of data transferred between the
processor 204q and the first switch units 2034, 20556 increases
as described above, 1t 1s possible to prevent the data transter
processing from influencing the second switch units 206a,
2065. Also, even 1l the amount of data transferred between the
processor 204a and the second switch units 206a, 2065
Increases, 1t 1s possible to prevent the data transfer processing
from influencing the first switch umts 205q, 2055. In short, a
load 1s not disproportionately imposed on the controllers
101a, 1015 depending on the positions of the I/O ports to
which the I/O modules are connected, but the load 1s distrib-
uted to each controller.

(2-2) Second System Configuration Rule

Next, the second system configuration rule will be
explained below. The second system configuration, like the
first system configuration rule described above, 1s based on
the 1nitial configuration of the storage apparatus 108 shown in
FIG. 2. When adding a host I/O module according to the
second system configuration rule, only the same type of I/O
modules are added to each switch unit. Specifically speaking,
I/O modules for only the host system 110 or the storage
device 106 are connected to a plurality of I/O ports of the first
switch unit 205¢a or the second switch unit 206a.

FIG. 4 1s a block diagram showing an example of the
configuration i which I'O modules are added according to
the second system configuration rule. FIG. 4 shows an
example in which host I/O modules and drive I/O modules are
added to each controller 101a, 1015 according to the second
system configuration rule based on the connection configu-
ration of the I/O modules as shown 1 FIG. 2 as the mitial
configuration.

A host I/O module 411a 1s added to the I/O port P01 of the
first switch unit 2034 for the first controller 101a. A host I/O
module 4115 1s added to the IO port P11 of the first switch
unit 2055 for the second controller 1015. Meanwhile, a drive
I/O module 4134 1s added the I/O port P03 of the second
switch unit 206a for the first controller 101a. A drive I/O
module 4135 1s added to the I/O port P13 of the second switch
unit 2065 for the second controller 1015.

Next, the write action and the read action will be explained
as an example of data transfer from the host system 110. FIG.
4 shows how data 1s transferred from the host I/O module
102a via the cache 2024 to the drive I/O module 104a (write
action Writel). FIG. 4 also shows how data 1s transferred the

drive I/O module 4134 via the cache 202a to the host I/0O
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module 411a (read action Readl). In FIG. 4, the read action
Readl and the write action Writel are executed at the same
time.

Packets produced by the write action Writel via the host
I/O module 102aq are transierred via the first switch unit 205q
and the processor 204q to the cache 202a. When this happens,
the first switch unit 205a uses the multicast function to dupli-
cate the transferred data on a packet basis and change the
transier destination of the data duplicated on a packet basis to
a transfer destination address 1n the second controller 1015.
The first switch umt 2035a synchronously transfers the data
duplicated on a packet basis via the first switch unit 2055 and
the processor 2045 to the cache 2025 1n the second controller
1015.

Specifically speaking, the packet-based data 1s duplicated
and transferred to the caches 202a, 2025 for the first control-
ler 101a and the second controller 1015. The packets pro-
duced by the write action Writel and stored in the cache 202qa
are transferred from the cache 202a via the processor 204a
and the second switch unit 206« to the drive I/O module 1044,
and then stored 1n the atorementioned storage device 106.

Next, the read action Readl will be explained. The read
action Readl is executed at the same time as the write action
Writel as described above. Data read from the storage device
106 1s transferred via the drive I/O module 4134, the second
switch unit 2064, and the processor 204a, and then to the
cache 202a. The data stored 1n the cache 202q 1s transferred
via the processor 2044, the first switch unit 2054a, and the host
I/O module 411a, and then to the host system 110.

At any time during the data transfer from the host system
110 and the data transfer to the host system 110, no single-
direction data transfer 1s performed i1n each processor-to-
switch bus 207a. Because data 1s not transferred only 1n one
direction at the same time 1n the processor-to-switch buses
207 a, transier performance in the write action or read action
1s equal to transier performance of the processor-to-switch
buses 207a write action read action.

In the storage apparatus 108, I/O modules for only the host
system 110 or the storage device 106 are connected to a
plurality of I/O ports (such as P01) of the first switch unit
205a or the second switch unit 206a as described above.
Because such connection configuration makes an image of
performance guarantee between the write action and the read
action by the host system 110 and sequential write actions and
read actions do not compete against each other, 1t 1s possible
to obtain performance to execute the read action during the
write action.

(2-3) Third System Configuration Rule

Next, the third system configuration rule will be explained.
The third system configuration rule i1s similar to the second
system configuration rule described above because only the
same type ol I/O modules are connected to each switch unit
2054a,206a, 2055, 2065 tor each controller 101a, 1015. How-
ever, there 1s a difference between the third system configu-
ration rule and the second system configuration rule as
described below.

The third system configuration rule 1s characterized 1n that
the type of I/O modules, which are connected to each of the
switch units 2054 etc., on the first and second controllers
101a, 1015, 1s same on a diagonal line.

FIG. 5 1s a block diagram showing an example of the
configuration to which the third system configuration rule 1s
applied. The configuration shown 1n the drawing represents
the iitial configuration before any I/O module 1s added.
Regarding the first controller 101qa 1n this state, the 1/O port
P01 of the first switch unit 205q and the 1/0 port P03 of the

second switch unit 2064 are unused ports to which I/O mod-
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ules can be added. On the other hand, regarding the second
controller 1015, the I/O port P11 of the first switch unit 20556
and the I/O port P13 of the second switch unit 2065 are
unused ports to which I/O modules can be added.

FIG. 6 1s a block diagram showing an example of the
configuration where I/O modules are added according to the
third system configuration rule. The configuration shown in
the drawing represents the configuration where host I/O mod-
ules 511qa, 511band drive I/O modules 513a, 513b arerespec-
tively added to the first controller 101a and the second con-
troller 1015.

Regarding the first controller 101a, the I/O modules 102a,
511a for only the host system 110 are respectively connected
to the I/O ports P00, P01 of the first switch unit 2054, and the
I/O modules 104a, 513a for only the storage device 106 are
respectively connected to the I/O ports P02, P03 of the second
switch unit 206a. On the other hand, regarding the second
controller 1015, the I/O modules 5025, 5115 for only the
storage device 106 are respectively connected to the I/O ports
P10, P11 of the first switch unit 2055, and the I/O modules
504b, 5135 for only the host system 110 are respectively
connected to the I/O ports P12, P13 of the second switch unit
2066.

In other words, when adding host I/O modules to the initial
configuration shown 1n FIG. 5, the host I/O module 511a 1s
connected to the expansion port P01 of the first switch unit
205a for the first controller 101a and the host I/O module
5135 1s connected to the expansion port P13 of the second
switch unit 2065 for the second controller 1015 as shown 1n
FIG. 6.

On the other hand, when adding drive I/O modules to the
initial configuration shown 1n FIG. §, the drive I/O module
513a 1s connected to the expansion port P03 of the second
switch unit 2064 for the first controller 101a and the drive I/O
module 5115 1s connected to the expansion port P11 of the
first switch unit 2055 for the second controller 1015 as shown
in FIG. 6.

Next, write actions and actions to transfer data to the host
system 110 by means of cache read in the configuration
shown in FIG. 6 will be explained. An example 1n the drawmg
shows the case where write actions Writel, Write2 via host
I/0 modules 102a, 5045 and data transfer Hit Readl, Hit
Read2 by means of cache read via host I/O modules 511a,
5135 occur at the same time.

Data produced by the write action Writel via the host I/O
module 102a 1s transferred via the first switch unit 205q and
the processor 204a to the cache 2024 1n the first controller
101a. The first switch unit 205¢q uses the multicast function to
duplicate the data to be transierred on a packet basis and
change the transfer destination of the packet-based data to a
transier destination address in the second controller 1015. As
a result, the first switch unit 2035a synchronously transfers the
data via the inter-controller connection path Dual0, the first
switch unit 2056 and the processor 2045, and then to the
cache 2025. When data produced by the write action Write2
from the host I/O module 5045 1s also transferred via the
second switch unit 2065 and the processor 2045 to the cache
2025 1in the same manner as described above, the data 1s
synchronously transierred via the inter-controller connection
path Duall to the cache 202q for the first controller 101a by
means of the multicast function.

Concurrently with the write actions Writel etc., data relat-
ing to the read action Hit Readl via the host I/O module 511a
1s transierred from the cache 202a via the processor 2044, the
first switch unit 2054, and the host I/O module 5114, and then
to the host system 110. Similarly, data relating to the read
action HitRead2 via the host I/O module 5135 is transterred
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from the cache 2025 via the processor 204H, the second
switch unit 2065, and the host I/O module 51354, and then to
the host system 110.

If the third system configuration rule i1s applied as
described above, the first controller 101a and the second
controller 1015 are configured that the I/O modules only for
the host system 110 are connected to the plurality of I/O ports
of the first switch unit 2054 or 20554. On the other hand, the
I/O modules only for the storage device 106 are connected to
the plurality of I/O ports of the second switch umt 206a or
206b. Alternatively, the first controller 101a and the second
controller 1015 are configured that the I/O modules only for
the storage device 106 are connected to the plurality of I/O
ports of the first switch unit 205a or 2055. On the other hand,
the I/O modules only for the host system 110 are connected to
the plurality of I/O ports of the second switch unit 206a, 2065.

If the third system configuration rule 1s applied as
described above, the data transfer from the host system 110
and the data transfer to the host system 110 are not performed
in the same direction in each processor-to-switch bus 207a4.
Furthermore, in the processor-to-switch buses 207a and the
inter-controller connection paths Dual0, Duall, the amount
of data flow caused by the write actions by the host 1/0
modules 1s respectively equal to the amount of data tlow
caused by the write action performed 1n one controller. In
other words, a load imposed by the data transier caused by the
write actions 1n the first controller 101a and the second con-
troller 1015 1s efficiently distributed to each controller. As a
result, the first controller 1014 and the second controller 1015
can distribute the load imposed by the data transter to both the
controllers without avoiding disproportionately imposing the
load to only one controller, so that the storage apparatus 108

can transier data very efliciently as a whole.

(3) Management of Configuration Information and
System Configuration Information

When adding I/O modules according to the system con-
figuration rules, it 1s desirable that the current system con-
figuration should be recognized when changing the system
configuration by adding/reducing the I/O modules to/from
the storage apparatus 108. The storage apparatus 108 verifies
whether the system configuration 1s appropriate for the write
action or the read action by comparing the current system
configuration with each system configuration rule. Further-
more, the storage apparatus 108 displays the verfication
result on the management apparatus 109, thereby presenting
it visually to the administrator and showing whether the cur-
rent system configuration 1s the desirable system configura-
tion or not. Incidentally, the system configuration 1s related to
not only the number and types of the I/O modules to be added,
but also the positions of the I/O ports 1n each switch unit.

Configuration Information Update

FIG. 7 1s a memory map showing an example of an access
space accessed by the processor 204q for the first controller
101a. Incidentally, the first controller 101a will be mainly
explained below, but almost the same explanation can be
given about the second controller 1015.

When the processor 204a transiers data to, or writes or
reads control information to or from, components such as the
memory 201a and the switch unit 205a, and the I/O modules
connected to such components, the processor 204a accesses
the above-mentioned access space. When the processor 204a
initializes the controller, for example, at the time of power-on
or system reset, 1t secures an access space for accessing each
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of all the I/O ports P00, P01, P02, P03 of the switches 2054,
2064 and also secures an access space for the memories such
as 201a.

The access space shown in FIG. 7 includes a memory
access space (which corresponds to a Memory Space in the
drawing) for, for example, the cache 202q and an access space
(which corresponds to an I/O Space in the drawing) for each
device mounted on the controller. The I/0 space 1s partitioned
tor each of'the first and second controllers 101a (CTL0), 1015
(CTL1) and for each switch unit 2054, etc. mto spaces for
accessing each I/0 port. The processor 204a accesses each of
the partitioned spaces 1n order to access the I/O module con-
nected to each 1I/O port.

Referring to FIG. 7, particularly the spaces secured for the
switch unit 205a (SW00), 206a (SWO01) are turther divided
into smaller spaces for each I/O port. Each space correspond-
ing to each I/0 port 1s assigned to the relevant I/O module
connected to each port and 1s used as the access space for each
ol the devices such as host and drive I/O modules for trans-
ferring data to and from the host system 110 or the storage
device 106.

Regarding the first controller 101a, not only cache memory
spaces for, for example, the cache 2025 for the second con-
troller 1015 are secured in the above-described memory
space, but also I/O spaces for the first switch unit 2055
(SW10) and the second switch unit 20656 (SW11) are secured
in the above-described 1/0 space so that the processor 204a
can also access the cache 2026 and the I/O modules for the
second controller 1015.

Next, the access spaces secured mainly for the switch units
in the I/O space shown 1n FIG. 7 will be explained below 1n
detail. The access spaces for the switch units are necessary
when the processor 204a transiers data by controlling the first
switch unit 205q and the second switch unit 2054 for the first
controller 1014 and transfers control information. Moreover,
the access space for each switch unit includes access spaces
tor the I/0 ports P00, P01 of the first switch umt 205a and
access spaces for the I/O ports P02, P03 of the second switch
unit 206a.

Furthermore, for example, the access space for the I/O port
P00 1s used by the processor 204a when accessing the 1/0
module (the host I/O module 104a) connected to that I/O port
P0. A control space for the host I/O module 1044 1s mapped 1n
the access space for the I/O port P00. The control space herein
used means a so-called control register map.

Meanwhile, the access space to be accessed by the proces-
sor 204a 1s also secured for the I/O port P01 in the same
manner. IT an I/O module 1s not connected to the I/O port P01,
the processor 204a recognizes that no access device 1s
assigned to that space, and thereby does not access the space.
Incidentally, almost the same explanation can be given about
the I/0 ports P02, P03.

As described above, the access space for each I/O port 1s
secured 1rrespective of whether the access space 1s actually
connected to an I/O module or not. When adding and con-
necting an I/O module to the I/O port, the processor 204a
identifies the expansion I/O port and controls access to the
access space corresponding to that I/O port.

Management of Connection Status

Next, detection of the I/O module, identification of the I/O
port to which the I/O module 1s added, and management of the
I/0O module connection status regarding each 1/0 port in the
controller, which are executed by the processor 204a when
adding an I/0 module, are explained below.

FIG. 8 1s a diagram showing an example of processing
executed when an I/O module 1s added. FIG. 8 shows the case
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the second switch unit 206a for the first controller 101a.
Incidentally, FIG. 8 shows only the parts necessary for expla-
nation, and the parts not specifically explained are omitted in
the drawing. The following explanation will be given with
reference to, for example, FI1G. 2.

The processor 204a manages the devices 1n the first con-
troller 101a and also manages devices such as added 1/O
modules. If the I/O module 3134 1s connected to the 1/O port
P03, the second switch unit 206a generates an interrupt. Spe-
cifically speaking, the second switch unit 206a notifies the
processor 204a of the addition of the I/O module. This inter-
rupt contains information for identitying the I/O port (such as
the I/O port P03) to which the I/O module 1s added. An
example of this information 1s an MSI (Message Signaled
Interrupt) vector number. The information for identifying the
I/O port 1s transierred to the processor 204a for the first
controller 101a on which the second switch 206a which has
generated the mterrupt 1s mounted.

As triggered by the generation of the interrupt, the proces-
sor 204q 1dentifies the I/O port P03, to which the I/O module
1s added, based on, for example, the MSI. The processor 204a
performs configuration of the host I/O module 313q via the
identified 1I/O port P03.

The configuration involves, for example, initialization of a
connection bus (such as PCI-Express) between the I/O port
P03 and the I/O module 3134, activation of a communication
protocol, 1dentification of a device that performs protocol
control of a host I/O module or a drive I/O module on the I/O
module 3134, initialization of the device, and activation pro-
cessing.

Configuration will be explained below. In FI1G. 8, at first,
the processor 204a initializes the added I/O module. This
initialization executed by the processor 204a 1nvolves, for
example, reset of the bus between the I/O port P03 and the I/O
module 313a which 1s the expansion target, and reset of
mounted on the I/O module 313a.

Furthermore, the processor 204a maps the access space for
controlling the host I/O module 3134 to the access space for
the I/O port P03. Subsequently, the processor 204a accesses a
speciflied area (address) in the access space and recognizes the
type of the added I/O module 313q. If the PCI 1s applied, the
processor 204a recognizes the type of the added I/O module
313a by accessing, for example, a Vender/Device ID Field.

The types of I/O modules are divided 1nto two main types:
a host 1mterface and a drive interface. Examples of various
protocols for the host interface include FC (Fibre Channel),
1ISCSI (Internet Small Computer System Interface), and
FCoE (Fibre Channel over Ethernet); and examples of vari-
ous protocols for the drive interface include FC, SAS (Serial
Attached SCSI), and SATA (Sernial Advanced Technology
Attachment). Furthermore, the same type of protocols are
classified into different groups according to performance and
model types. The processor 204q 1dentifies the type of the
relevant I/O module in such details by means of configura-
tion.

The processor 204a loads various protocol control pro-
grams (hereinafter referred to as the “control programs”™) into
the memory 201a, depending on the 1dentified type of the I/O
module 313a. The processor 204a allocates resources neces-
sary for the control programs. An example of such resources
includes information necessary for control such as an inter-
rupt specific to the I/O module 3134, the addition of which 1s
detected by the interrupt described above. Such a control
program corresponds to a device driver. Examples of various
resources include PCI (Peripheral Component Interconnect)
buses, devices, and function number, and IRQ (Interrupt
Request).
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After such configuration terminates, the processor 204q
recognizes that the host I/O module 313a has been added to
the I/O port P03 of the second switch unit 206qa; and the
processor 204a then updates configuration information 0
stored 1n the local memory 203a(L.MO0).

Details of Configuration Information ¢

As shown i FIG. 7, the configuration information 0
includes a correspondence relationship between the switch
units and the I/0 ports 1n the controller, information about
whether or not an I/O module has been added to each I/O port,
and 1dentification information about the types of the I/O mod-
ules. The types of the I/O modules also include not only the
protocol described above, but also information for 1dentifying,
the further detailed categories according to model types and
performance.

When updating the configuration information 0 as shown
in FIG. 8 as a result of addition of the host I/O module 313a,
the processor 204a reflects the information about the host I/O
module 313a only to the I/O port P03 of the second switch
unit 206a (which corresponds to SWO01 1n the drawing) cor-
responding to the configuration information 0, while 1t does
not reflect the information about the host I/O module 313a to
other ports (such as P02). The configuration information 0 1s
retained 1n the local memory 203a (which corresponds to
L.MO 1n the drawing). The processor 204a updates the con-
figuration information 0 in the access space for the local
memory 203a m FIG. 7 (corresponding to LMO (CTLO0) n
FIG. 7).

Removal of I/O Module

Next, an example of an action of the first controller 101a to
remove an I/O module will be explained below. The proce-
dure for removing an I/O module 1s performed basically 1n the
order reverse to the order of addition of an I/O module.

Firstly, a specified administrator operates an operating unit
for the management apparatus 109 and designates the 1/O
module 313q to be removed. The management apparatus 109
notifies the storage apparatus 108 of designation information
indicating the designated I/O module 313a. The processor
204a deletes information about the I/O module 1dentified by
the designation information from the configuration informa-
tion 0. The processor 204a releases the control programs
which have been already loaded and relate to the I/O module
to be removed. As a result, the administrator can now physi-
cally remove the I/O module 3134 from the relevant I/O port.

The above explanation refers to the processing executed by
the first controller 101a. However, the processor 2045
executes almost the same processing 1n the second controller
1015 when an I/O module 1s added to, or removed from, the
second controller 1015.

Management aiter Addition or Removal of I/O Module

Next, how the storage apparatus 108 manages addition (or
removal) of an I/O module will be explained below. In the
storage apparatus 108, the processor 204a mounted on the
first controller 101¢ manages the memory 201a, the first
switch unit 2054 and the second switch unit 2064, as well as
I/0 modules such as the I/O module 313a connected to the
first switch unit 205¢q and the second switch unit 206q mainly
within the range of the controller, and also accesses and
controls them. The system configuration management 1s per-
formed for each controller with regard to, for example, all the
I/0 ports mounted on both the controllers 101a, 1015, and the
I/O modules connected to such IO ports. Furthermore, 1n this
embodiment, more appropriate system configuration man-
agement 1s realized by verilying the system configuration
consistency as detected by each controller.

The processor 204a, 2045 generates configuration infor-
mation for each controller. For example, the processor 204a
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generates the configuration information 0 about the first con-
troller 101a, and the processor 2045 generates the configura-

tion information 1 about the second controller 1015. At least
one of the processors 204a, 2045 generates system configu-
ration information about both the controllers based on both
pieces of the configuration information 0 and configuration
information 1. Each processor 204a, 2045 verifies the system
configuration based on the system configuration information
as described below 1n light of the system configuration rules
described earlier. Incidentally, this wverification 1s also
referred to as the consistency verification 1n this embodiment.

(4) Interface Expansion Authentication Method for
Storage Apparatus 108

Next, creation and check of the system configuration infor-
mation, and management of the I/O modules connected to the
storage apparatus 108 will be explained with reference to
FIGS. 9 and 10.

FIG. 9 15 a flowchart illustrating an example of an authen-
tication method used when an interface 1s added to the storage
apparatus 108. Incidentally, the left side of FIG. 9 shows the
procedures performed by the first controller 101a (which
corresponds to CTLO 1n the drawing), while the right side of
FIG. 9 shows the procedures performed by the second con-
troller 1016 (which corresponds to CTL1 in the drawing).
FIG. 10 shows how the configuration information and the
system configuration information about each controller 1014,
1015 are updated.

An interface expansion authentication method used for the
storage apparatus 108 will be explained below also with ret-
erence to FIG. 8 and other drawings by selecting mainly the
first controller 101a as an example. When an I/O module 1s
first connected to an I/O port of the second switch unit 206qa
to add the I/O module, the second switch unit 206a generates
an interrupt against the processor 204a 1n step S901 shown 1n
FIG. 9. Incidentally, the I/O module expansion is also per-
formed 1n the second controller 1015 1n response to the
expansion at the first controller 101a. Next, 1n step S902, the
processor 204a performs configuration as described earlier.
In step S903, the processor 204a updates the configuration
information 0 stored 1n the local memory 201a (LMO0). In this
step, the processor 204a updates the configuration informa-
tion 0 by writing information indicating, for example, the
addition of the I/O module to the I/O port to the configuration
information 0.

After updating the configuration information 0, the proces-
sor 204a notifies the second controller 1015 of completion of
the update of the configuration information 0 1n step S904.
Incidentally, the processor 2046 for the second controller
1015 also executes processing for updating the configuration
information 1 in the same manner. The first controller 101a
waits for completion notice of the update of the configuration
information 1 from the second controller 1015. After receiv-
ing such notice, the first controller 101a proceeds with the
following processing.

The reason the processor 204a waits for the above-de-
scribed notice 1s 1n order to avoid permitting data transfer to
the newly added I/O modules by preventing the processor
204a from updating the system configuration information
until the I/O modules are added to both the controllers 1014,
1015, and the configuration and both of the configuration
information 0 and 1 1n each controller 101a, 1015 are
updated.

I1 the addition of the I/O module 1s incomplete due to, for
example, the occurrence of a failure in one of the first con-
troller 101a and the second controller 1015, the processor
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204a can prevent the data transier action from starting in the
state where the connection configuration of the I/O modules

to the relevant 1I/O ports does not follow the first system
configuration rule, the second system configuration rule, or
the third system configuration rule, that 1s, where the storage 5
apparatus 108 1s 1n an 1nappropriate I/O module expansion
state.

When the first controller 101a receives the aforementioned
update completion notice from the second controller 1015 in
step S905, the processor 204a for the first controller 101a 10
resumes processing for managing the system configuration as
described below.

As described above, the local memory 203a (LMO) for the
first controller 101a stores the configuration information 0
about the first controller 101a, while the local memory 20356 15
(LM1) for the second controller 1015 stores the configuration
information 1 about the second controller 1015. In the first
controller 101a, a host I/O module 1s added to the I/O port P03
of the second switch unit 206a (SW01). Meanwhile, 1n the
second controller 1015, a host I/O module 1s added to the /O 20
port P13 of the second switch unmit 2066 (SW11). These pieces
of configuration information 0 and 1 are updated by the pro-
cessor 204a as described below.

In step S906, the processor 204a for the first controller
101a first obtains the configuration information 1 from the 25
local memory 2035 (which corresponds to LM1 1n the draw-
ing) for the second controller 1015. In step S907, the proces-
sor 204q integrates the configuration information 1 with the
configuration information 0, thereby generating the system
configuration information. This system configuration infor- 30
mation contains the connection configuration of the I/O mod-
ules for all the I/O ports 1n the first controller 101a and the
second controller 1015 as described earlier. The processor
204a stores and updates the system configuration information
in the local memory 203a (which corresponds to LMO 1n the 35
drawing) for the first controller 101a. As shown in FIG. 10,
the system configuration information contains information
about the connection state of I/O modules for all the I/O ports
in both the controllers 1014, 1015 and information for iden-
tifying the types of the I/O modules. 40

In step S908, the processor 204a reads the updated system
configuration information from the local memory 203a
(LMO0), and verifies the I/O module connection status based
on the system configuration information. Specific details of
step S908 will be described later. 45

In step S909, the processor 204a recognizes the connection
status of the I/O modules to the I/O ports based on the system
configuration information and verifies whether or not the
connection configuration consistency 1s secured according to
the system configuration rules. Specific details of step S909 50
will be described later. In these steps S908 and S909, the
processor 204a performs verification to permit data transier
using the I/0O ports only 1f the current connection configura-
tion matches any of the specified connection configurations in
light of the system configuration rules. 55
Incidentally, 1n this embodiment, the first system configu-
ration rule, the second system configuration rule, and the third
system configuration rule shown i FIG. 12A to 12C respec-
tively are set as the system configuration rules used in step
S909. These rules are information which defines the specified 60
connection configurations about I/O modules to be connected
to each of the I/O ports of the first switch unit 205q and the
second switch unit 2055 as described above, and 1s stored 1n
the memory 201a. The connection configuration of the 1I/O
modules connected to the I/O ports according to each system 65
configuration rules has already been explained and thereby
omitted.
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The above-described step S908 corresponds to step S111
shown 1n FIG. 11, while the above-described step S909 cor-

responds to step S112. Incidentally, CTL0 and CTL1 in FIG.
11 are respectively abbreviations for the first controller 1014
and the second controller 101a. In step S111, the processor
204a first checks whether or not the number of I/O modules
connected to the first controller 101a 1s equal to the number of
I/0O modules connected to the second controller 1015. Also 1n
step S111, the processor 204a turther checks whether or not
the number of I/O modules connected to the first controller
101a and grouped by types 1s equal to the number of I/O
modules connected to the second controller 1015 and
grouped by types.

If the above-described condition 1s not satisfied in step
S111, the processor 204a determines that the connection
status of the I/O modules to the I/O ports 1s not desirable
(system-not-ready state), and then prohibits data transfer
using the relevant the 1I/O ports.

On the other hand, 1t the above-described condition 1s
satisfied 1n step S111, the processor 204a executes step S112.
This step S112 corresponds to the above-described step S909.
In step S112, the processor 204a verifies whether or not the
connection configuration of the I'O modules connected to the
I/O ports 1s 1n a designated connection configuration 1n light
of the system configuration rule.

This verification checks whether or not the I/O modules for
cach switch in each controller 101a and 1015 are located 1n
the I/O ports at the specified positions. Furthermore, this
verification checks whether or not the type of the I/O module
connected to the relevant I/O port 1s the same as the type of the
I/O module specified for the 1/O port at the same position
according to the selected system configuration rule. If the
condition 1s satisiied in step S112, the processor 204a transits
to the system-ready state where the storage apparatus 108 can
transier data via the added I/O module(s).

Furthermore, 11 the conditions 1n step S111 and S112 as
shown 1n FIG. 11 are not satisfied, the processor 204a may
transfer data in a conditional ready state described later
instead of the system-not-ready state according to this
embodiment. This means that the processor 204a permits data
transier via the I/O ports when the predetermined conditions
are satisfied, even 1 the current connection configuration
does not match any of the specified connection configurations
according to the system configuration rules.

Specifically speaking, 1f the current connection configura-
tion does not match any of the specified connection configu-
rations according to the system configuration rules, the pro-
cessor 204a outputs an output signal for displaying at least the
unmatched connection configuration to the management
apparatus 109. The “unmatched connection configuration™
herein used 1s just an example, and the connection configu-
ration o the I/O modules connected to all the I/O ports may be
displayed as shown i1n the display content of a management
screen described later as shown 1n FIG. 13. Subsequently, as
triggered by mput of a specified operation signal from the
management apparatus 109 1n accordance with the operating
unit operated by the system administrator, the processor 204a
permits data transier via the I/O ports.

With this arrangement, even 1f the connection configura-
tion of the I/O modules connected to the I/O ports 1s not
identical to the specified connection configuration, but no
particular problem occurs when the data transfer 1s started
depending on the connection configuration, It 1s possible to
cificiently transier data by making effective use of part of the
resources for the storage apparatus 108.

I1 the connection of any I/O module, which 1s not specified
in the selected system configuration rule, to the I/O port to
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which another I/O module 1s connected 1s detected during the
consistency verification described above, the processor 204a
transits to such a conditional ready state described above.
Incidentally, the processor 204a does not perform consis-
tency check of an I/O port where the connection of the 1/O
module 1s not specified according to the system configuration
information. Furthermore, the processor 204a may perform
the verification of the system configuration information
detected 1n the controller (step S111) and the verification of
consistency with the system configuration rules (step S112)
simultaneously 1n one step, instead of performing the verifi-
cation procedures individually as separate steps as described
above.

In steps S910 to S912 shown m FIG. 9, the verification
result of the controller 101a 1s compared with that of the
controller 1015, and whether the verification result of the
controller 101a corresponds with that of the controller 1015 1s
verified. In step S910, the processor 204a for the first con-
troller 101a notifies the second controller 1015 of the above
verification result. In step S911, the processor 204a for the
first controller 101a receives the verification result from the
second controller 1015. In step S912, the processor 204a
compares the system configuration information about the first
controller 101a with the system configuration information
about the second controller 1015, and verifies whether these
pieces ol system configuration information are identical or
not.

With this arrangement, 1t 1s possible to prevent the proces-
sor 204a from setting the storage apparatus 108 1n the system-
ready state and permitting data transier the first controller
101a and the second controller 1015 1n the state where the
current connection configuration of the I/O modules 1s not
consistent with the specified connection configuration. Inci-
dentally, when the processor 204a sets the system-not-ready
state, 1t 1s possible that a failure might have occurred 1n either
or part of the first controller 101a and the second controller
1015b. I the above-described verification procedures are per-
formed, it 1s possible to detect, before activation, that the
storage apparatus 108 has not achieved reliability as a storage
apparatus, and 1t 1s also possible to detect in advance any
presumable problems, such as data transfer failures or a fail-
ure to fully exhibit the performance in response to access
from the host system 110, that may occur after activation of
the storage apparatus 108. Examples of the failures herein
mentioned may include hardware failures or control software
deficiency.

By performing the above-described consistency verifica-
tion, the storage apparatus 108 can perform more reliable
verification when expanding the I/O modules. At the end of
the processing of the above-described step S909, the proces-
sor 204a determines the system status (whether the system-
ready state, the conditional ready state, or the system-not-
ready state) and then permits or prohibits data transfer via the
added I/O module(s). However, the timing of the above pro-
cessing 1s not limited to the example explained above, and the
processor 204a may determine the final system status and
then permits or prohibits data transter after finishing the pro-
cessing in step S912.

Conditional Ready State

If the processor 204a determines that the system status
should be the conditional ready state 1n the above step, this
means that the system configuration information of the stor-
age apparatus 108 which has been updated by adding the I/O
module(s) 1s not consistent with the system configuration
rule. Possible situations of this case will be explained below.

The first state may be the case where, for example, the
number of I/O modules for the controller 101a should be
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originally the same as that for the controller 1015, but the
number of I/O modules capable of data transfer for the con-
troller 101a 1s not actually the same as that for the controller
10156. The possible reason why the numbers of the I/O mod-
ules for the controllers 101a, 1015 are not the same may be
because even 1f the same number of I/O modules 1s added to
cach controller 101a, 1015, configuration at each controller
101a, 1015 might not have ended normally with regard to the
I/0O module added to one controller 101a.

Another possible reason why the numbers of the I/O mod-
ules for the controllers 101a, 1015 are not equal may be
because the user handling the storage apparatus 108 has
added the I/O module only to one controller 101a 1ntention-
ally or by mistake. On a side note, examples of possible
causes for failure 1n configuration include nsufficient con-
nection between the controller main body and the I/O module,
disconnection, and the occurrence of a failure on the device
for controlling the communication protocol for communica-
tion with the host system 110 or the storage device 106.

The second state may be the case where different types of
I/O modules have been added by mistake. A possible example
would be the case where one of the I/O modules connected to
the host system 1101s FC, but the other I/O module connected
to the host system 110 1s 1SCSI. The third state may be the
case where the I/O modules, for example, on which devices
that have different types of transfer performance each other,
are mounted to the I/O ports even with the same protocol type

Even when the storage apparatus 108 1s in the system-not-
ready state, data transfer to and from the host system 110 may
be permitted with a certain degree of performance, instead of
expecting the storage apparatus 108 to give its best perfor-
mance under the maximum load. In this case, when the sys-
tem administrator operates the management screen on the
management apparatus 109 as described later, the processor
204a causes the storage apparatus 108 to transit to the system-
ready state under certain conditions and permits data transier
using only the I/O modules for which configuration has been
normally performed.

Manual Data Transfer Permission

FIG. 13 1s a diagram showing a management screen 950 as
an example of a screen displayed on a display umt for the
management apparatus 109. As described above, the manage-
ment apparatus 109 1s connected to the storage apparatus 108
and 1s equipped with a processor (not shown 1n the drawing),
the display unit, and the operating unit such as a mouse that
can be operated by, for example, the administrator. The
above-mentioned processor communicates with the first con-
troller 101a and the second controller 1015 for the storage
apparatus 108 and obtains the system configuration informa-
tion from the storage apparatus 108. The processor displays
the management screen 9350 on the display unit based on a
signal from the processor 204aq for the storage apparatus 108.

The content of the management screen 950 1s based on, for
example, the system configuration information obtained
above. The processor displays a pointer etc., on the manage-
ment screen 950, and displays and places the content based on
the operation with the above-mentioned operating unit over
the management screen 950. The processor outputs the opera-
tion signal based on the operation with the operating unit to
the storage apparatus 108.

The management screen 950 has radio buttons 951, an
update button 952, a status display area 933, a display area
954, and an area 955. The radio button 951 is an object for
selecting the system configuration rule. One of the aforemen-
tioned first to third system configuration rules 1s selectable
here. The update button 952 1s an object that permits to apply
the system configuration rule selected by the radio button 951
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to the apparatus. The status display area 953 1s a display area
tor displaying the current system status. The display area 954

1s a display area for displaying the arrangement of the I/O
modules according to the selected system configuration rules.
The area 955 1s a display area for displaying the current 3
system configuration.

When one of the radio buttons 951 1s selected by operating,
the specified pointer, the system configuration rule corre-
sponding to that radio button 951 1s selected. When the opera-
tion button 952 1s pressed after the system configuration rule 10
1s selected, the system configuration rule selected as above 1s
applied to the relevant storage apparatus 108. The selected
system configuration rule 1s applied to both the controllers
(the first controller 101a and the second controller 1015).
When the system configuration rule 1s newly applied, the 15
display area 954 1s updated by the processor so that it will
display the content according to the selected system configu-
ration rule.

Furthermore, the processor for the management apparatus
109 updates the status of the storage apparatus 108 from time 20
to time by periodically communicating with each controller
101a, 1015 for the storage apparatus 108, and displays the
current system configuration as a result of the I/O module
expansion on the display area 955. The display area 933 1s an
area for displaying the system status. The display area 953 25
displays that the system status 1s “system-ready”; however,
the display area 953 may display another state, that 1s, “con-
ditional ready” or “system-not-ready” as described earlier.
This display area 953 may also display “during configura-
tion” or “configuration completed” at the time of the I/O 30
module expansion. Incidentally, imstead of displaying each
system state individually in the display area 953, the proces-
sor may also display all the system states that can be dis-
played, side by side in the display area 953 and highlight the
item 1ndicating the current system status. 35

The operation button 956 1s operated when setting the
storage apparatus 108 to the conditional ready state. If the
operation button 956 1s pressed as designated by the system
administrator by operating the operating unit, the processor
outputs the specified operation signal to the storage apparatus 40
108. The conditional ready state as described above 1s amode
in which even if the current connection configuration 1s not
consistent with the system configuration rule, the storage
apparatus 108 1s forced to transit to the system-ready state. If
the storage apparatus 108 1s set by the processor 204a to the 45
conditional ready state, the storage apparatus 108 can transfer
data via the I/O modules that are properly connected to the I/O
ports and the configuration 1s proper.

(5) Other Embodiments 50

The above-described embodiments are examples given for
the purpose of describing this invention, 1t 1s not intended to
limit the mmvention only to the embodiments. Accordingly,
this mvention can be utilized 1n various ways unless the 55
utilizations depart from the gist of the invention. For example,
processing sequences of various programs have been
explained sequentially in the embodiment described above;
however, the order of the processing sequences 1s not particu-
larly limited to those described above. Therefore, unless any 60
conilicting processing result 1s obtained, the order of process-
ing may be changed or concurrent operations may be per-
formed.

The management apparatus 109 may be changed to various
forms in the embodiment described above. For example, what 65
should be displayed on the management screen 1s not limited
to the system configuration, format, and letters shown 1n FIG.
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13, and the processor for the management apparatus 109 may
display other content on the management screen 930 as long
as 1t displays the imnformation similar to those shown 1n FIG.
13. The processor may display the current system configura-
tion 1n the display area 955 on the management screen 950 by
highlighting an I/O port(s) that 1s not consistent with the
system configuration rules displayed on the display area 954
as a result of verification of consistency with the system
configuration rules. Furthermore, 1f the relevant I/O port 1s
not consistent with the system configuration rules, the pro-
cessor may display the cause of inconsistency and how to deal
with the inconsistency issue 1n a message display area (mes-

sage window) 957 at the bottom of the management screen
950.

The mvention claimed 1s:

1. A storage apparatus having first and second controllers
for controlling data transfer between a host system and a
storage device,

the first and second controllers respectively comprising:

a first switch unit and a second switch unit, each of the
switch units 1s equipped with a first port for connect-
ing either an interface unit for the host system or an
interface unit for the storage device, and a second port
for connecting the first controller with the second
controller, and which permits or prohibits data trans-
fer using each of the first port and the second port;

a processor configured to control data transier with the
host system or the storage device via a respective of

the first ports, while controlling data transfer between

the first controller and the second controller via a
respective second port, by controlling the first or the
second switch unit; and

a memory configured to store system configuration
rules;

wherein the first and second controllers are connected to

cach other via:

a first path for connecting the second port of the first
switch unit 1n the first controller to the second port of
the first switch unit 1n the second controller; and

a second path independent of the first path, for connect-
ing the second port of the second switch unit 1n the
first controller to the second port of the second switch
unit 1n the second controller,

wherein the system configuration rules set kinds of 1/O

modules which are physically positioned to respective of

the first ports of the first and second switch units;
wherein the processor 1s configured to verily the consis-

tency of a current system configuration of each of the

first ports of the first and second switch unit according to

a currently set one of the system configuration rules.

2. The storage apparatus according to claim 1, wherein the
first or second switch unit 1s provided with a plurality of the
first ports.

3. The storage apparatus according to claim 2, wherein the
interface umits on the host system are connected and the
storage device 1s connected to the first ports for at least one of
the first and second switch units.

4. The storage apparatus according to claim 2, wherein the
interface units for the host system or the storage device are
connected to the plurality of the first ports for the first or
second switch unit.

5. The storage apparatus according to claim 2, wherein,
regarding the first and second controllers,

the interface unit of the host system 1s connected to any of

the plurality of the first ports of the first switch unait,
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while the interface unit of the storage device 1s con-
nected to any of the plurality of the first ports of the
second switch unit; or

the interface unit of the storage device 1s connected to any

of the plurality of the first ports of the first switch unit,
while the interface unit of the host system 1s connected to
any of the plurality of the first ports for the second switch
unit.

6. The storage apparatus according to claim 2, wherein 1n
the first and second controllers, the number of the interface
units connected to the plurality of the first ports of the first or
second switch unit of the first controller 1s equal to the number
of the mterface units connected to the plurality of the first
ports of the first or second switch unit of the second controller.

7. The storage apparatus according to claim 1, wherein the
processor obtains a connection configuration of the interface
unit connected to each first port of the first or second switch
unit;

the first controller and the second controller respectively

comprise a memory unit for storing configuration infor-
mation representing a current connection configuration
obtained by the processor; and

in at least one of the first controller and the second control-

ler, a respective processor generates system configura-
tion information including the connection configura-
tions of the intertace units for all the first ports of the first
and second controllers based on both of the configura-
tion information about the first and second controllers,
and stores an obtained system configuration information
in the memory unait.

8. The storage apparatus according to claim 7, wherein

if the current connection configuration matches any of the

specified connection configurations 1n light of respec-
tive of the system configuration rules, the processor 1s
configured to permit data transier using the first ports.

9. The storage apparatus according to claim 8, wherein 1t
the current connection configuration does not match any of
the specified connection configurations, but satisfies a prede-
termined condition, the processor 1s configured to permit data
transier using the first ports.

10. The storage apparatus according to claim 9, wherein 1f
the current connection configuration does not match any of
the specified connection configurations, the processor 1s con-
figured to output an output signal for displaying at least the
unmatched connection configuration; and thereafter, when
triggered by mput of a specified operation signal as the pre-
determined condition, the processor permits data transfer
using the first ports.
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11. The storage apparatus according to claim 10, wherein
the processor outputs a signal, as the output signal, for dis-
playing the current connection configuration on a display unit
for a management apparatus for externally operating the stor-
age apparatus; and

when triggered by input of the specified operation signal
which 1s output in response to the operation of an oper-
ating unit for the management apparatus, the processor
1s configured to permit data transier using the first ports.

12. An imterface expansion authentication method for a
storage apparatus having first and second controllers for con-
trolling data transfer between a host system and a storage
device,

the interface expansion authentication method comprising:

an acquisition step executed by respective processors ol the
first and second controllers, for obtaining a current con-
nection configuration of an interface unit connected to
respective first ports of first and second switch units
where the respective first ports connect each interface
unit of the host system and the storage device;

a generation step executed by a respective of the proces-
sors, for generating system configuration information
about a connection configuration of the interface units
for all the first ports of the first and second controllers
based on system configuration information about both
the first and second controllers;

a verification step executed by a respective of the proces-
sors, for verilying a current connection configuration by
comparing system configuration rules, wherein the sys-
tem configuration rules set kinds of I/O modules which
are physically positioned to respective of the first ports
of the first and second switch unit, about a specified
connection configuration of the interface unit to be con-
nected to each first port of the first or second switch unit
with the system configuration information; and

a control step executed by a respective of the processors,
for permitting or prohibiting data transfer using each
first port of the first or second switch unit based on the
verification result in the verification step.

13. The interface expansion authentication method for the
storage apparatus according to claim 12, wherein in the con-
trol step, if the current connection configuration does not
match any of specified connection configurations, the proces-
sor outputs an output signal tier displaying at least the
unmatched connection configuration; and thereafter, when
triggered by 1nput of a specified operation signal as the pre-
determined condition, the respective processor permits data
transier using the first ports.
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