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AUTOMATED FORENSIC DOCUMENT
SIGNATURES

FIELD OF THE INVENTION

This invention relates generally to methods and systems for
computer data management and tracking. Specifically, 1t
relates to methods and systems of digital data identification
and the creation, storage, management, processing and com-
parison of content sensitive digital signatures.

BACKGROUND OF THE INVENTION

Over the last decade, the use of computers and the Internet
has grown exponentially. Indeed, for many individuals, gov-
ernment agencies and private corporations it 1s an integral part
of their daily lives and business practices. People can com-
municate, transfer information, engage i commerce and
expand their educational opportunities with little more than a
tew key strokes and the click of a mouse. Like revolutionary
technologies before 1t, the great advancement of computer
systems, information technology and the Internet carries
enormous potential both for advancement and for abuse.
Unfortunately, criminals exploit these same technologies to
commit crimes and harm the safety, security, and privacy of
the society.

Although there are no exact figures on the cost of computer
crimes 1n America, estimates run into the billions of dollars
cach year. The United States Federal Bureau of Investigation
(FBI) has indicated that digital evidence has spread from a
few types of mvestigations, such as hacking and child por-
nography, to virtually every investigative classification,
including fraud, extortion, homicide, identity theit, and so on.
Although there are as yet no definitive statistics on the scope
ol the problem, there 1s no doubt that the number of crimes
involving computers and the Internet 1s rising dramatically. A
survey conducted by the Computer Security Institute in 2007
revealed substantial increases in computer crime. About half
(46%) of the companies and government agencies surveyed
reported a security incident within the preceding twelve
months. The reported total loss of the participants 1s $66,930,
950. The average annual loss for each participant 1s $350,424
compared to $168,000 for the previous year. And unlike more
traditional crimes, computer crime 1s especially difficult to
investigate. Other criminal and terrorist acts and preparations
leading to such acts, increasingly mnvolve the use of computer
systems and information technologies as well. These criminal
and terrorist activities leave behind a trail of digital evidence.
Digital evidence varies widely in formats and can include
computer files, digital images, sound and videos, e-mail,
instant messages, phone records, and so on. They are rou-
tinely gathered from seized hard drives, file servers, Internet
data, mobile digital devices, digital cameras and numerous
other digital sources that are growing steadily in sophistica-
tion and capacity.

Computer forensics 1s the practice of acquiring, preserv-
ing, analyzing, and reporting on data collected from a com-
puter system, which can include personal computers, server
computers, and portable electronic devices such as cellular
phones, PDAs and other storage devices. Collecting and ana-
lyzing these types of data 1s usually called digital data 1den-
tification. The goal of the process 1s to find evidence that
supports or refutes some hypothesis regarding user activity on
the system. When accurately and timely 1dentified by a foren-
s1c 1nvestigator, digital evidence can provide the invaluable
proof that helps the conviction of a criminal, or prevents a
looming terrorist attack. A delay in identifying suspect data
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2

occasionally results in the dismissal of some criminal cases,
where the evidence 1s not being produced in time for pros-
ecution.

The amount of digital evidence 1s growing rapidly. Not
only has the number of crimes mvolving digital evidence
increased dramatically over time, but the total volume of data
that 1s involved has increased at an even faster pace. This 1s the
result of the increased presence of digital devices at crime
scenes combined with a heightened awareness of digital evi-
dence by mvestigators. Given the declining prices of digital
storage media and the corresponding increases in sales of
storage devices, the volume of digital information that inves-
tigators must deal with 1s likely to continue 1ts meteoric
increase.

A typical computer forensic process involves first the
determination that the evidence requirements merit a forensic
examination. Individuals who are expected to have access to
that evidence are then identified. Further, all computer sys-
tems used by these individuals which might contain relevant
data are located. Forensic images of those systems are taken,
and analyzed for relevant evidence. Traditionally, a forensic
investigator seizes all storage media, creates a drive image or
duplicates 1t, and then conducts their examination of the data
on the drive image or duplicate copy to preserve the original
evidence. A “drive image” 1s an exact replica of the contents
ol a storage device, such as a hard disk, stored on a second
storage device, such as a network server or another hard disk.
One of the first steps 1in the examination process 1s to recover
latent data such as deleted files, hidden data and fragments
from unallocated file space. Digital forensic analysis tools
used today are stand alone systems that are not coordinated
with systems used by the forensic investigators and Informa-
tion Technology (IT) staif. Current computer forensics analy-
s1s 1s largely a manual labor intensive process. It requires
computer forensic mvestigators that have specialized train-
ing. The cost of the analysis 1s high. The rate for some com-
puter forensic investigators can be more than $250/hour. It
usually requires a long analysis time taking from days to
weeks. Because it 1s a manual process, there 1s potential for
human error resulting in missed data and missed discovery. In
addition, when facing a complex investigation that involves a
large number of computer systems, 1t 1s difficult to determine
what systems to analyze. This may have two undesirable
results: expending limited time and resources on useless sys-
tems, or missing systems that contain vital information.

The tremendous increase 1n data exacerbates these prob-
lems for forensic investigators. The number of pieces of digi-
tal media and their increasing size will push budgets, process-
ing capability and physical storage space available to the
forensic mvestigators to their limits. In an effort to reduce the
volume of digital files for review, seized digital evidence 1s
processed to reduce the amount of this data. Presently, there 1s
no elffective means to quickly sort through the amount of data
based on the content of the data, and 1dentify documents and
files of interest for further detailed examination. Present solu-
tions still require manual review from forensic investigators
to 1dentily specific data needed to prove guilt or innocence.

Government and business entities use sophisticated com-
puters systems to store, track and disseminate information
within the entity and communicate with outside individuals
and entities. Information can be stored as files that exist on a
computer file system, and can exist 1n many heterogeneous
forms such as plain text documents, formatted documents
(e.g. Microsoit Word® documents, Open Document Format
documents), spread sheets, presentations, Portable Document
Format documents, images of paper documents, graphics,
sound recordings, videos, faxes, email messages, voice mes-
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sages, web pages, and other stored digital media. Information
can also be stored as entries 1n databases such as a relational
database or a document management system. This informa-
tion 1s subject to a wide range of user manipulations, such as
create, edit, copy, rename, move, delete and backup. Infor-
mation can also move among the entity computer systems
through various communication means, such as emails,
attachments, file sharing, shared file systems and push tech-
nology. Information can also leave the entity computer sys-
tems either by someone within the entity sending 1t to an
outsider, or can be retrieved by an outsider from the entity
computer systems by obtaining information containing
removable storage media or through network access proto-
cols such as HTTP, FTP, and peer-to-peer file sharing. All of
this creation, manipulation, transfers, and communication of
digital information can be part of the legitimate business
process. However, abuse of the computer system also
involves the same processes of creation, manipulation, trans-
fer, and communication of information, albeit unauthorized
or illegitimately. The Computer Security Institute 2007 sur-
vey also revealed that insider abuse of the network access or
email edged out virus incidents as the most prevalent security
problem. While a majority of all computer attacks enter via
the Internet, the most significant of all dollar losses stem from
internal intrusions.

The most important asset of many companies 1s their Intel-
lectual Property (IP). Customer lists, customer credit card
lists, copyrights including computer code, confidential prod-
uct designs, proprietary information such as new products in
development, and trade secrets are all forms of IP that can be
used against the company by its competitors. Common risks
for a corporation may be theit of trade secrets and other
privileged information, theft of customer or partner informa-
tion, disclosure of confidential information, and disclosure of
trade secrets and other valuable information (designs, formu-
las etc.).

Corporations may also incur liability or exposure to risks
when unauthorized contents are stored in the computer sys-
tems, such as child pornographic material, or pirated copies
of media or software. An organization must know which of 1ts
assets require protection and the real and perceived threats
against them.

Current information security builds layers of firewalls and
content security at the network perimeter, and utilizes per-
missions and identity management to control access by
trusted insiders to digital assets, such as business transac-
tions, data warehouses and files. This structure lulls the busi-
ness managers into a false sense of security. Many employees
are restricted 1n their access to sensitive data, but access
control 1s usually not easily fine tuned to accommodate the
ever changing assignments and business needs of all the
employees. Moreover, as 1s necessary to perform their func-
tion, Information Technology (I'T) employees have access to
sensitive data and processes. Indeed, I'T employees are the
custodians and authors of those objects. This may place them
in positions to reveal information to others that will damage
the company or directly sabotage a company’s operations in
various ways. I'T employees who are disgruntled, angry, or
secking to steal information for profitable gain, may attempt
to steal sensitive digital information which could lead to
substantial losses for the organization. A laid-oif employee1s
a prime source of potential leakage of such information.

Content-security tools based on HI'TP/SMTP proxies are
used against viruses and spam. However, these tools weren’t
designed for intrusion prevention. They don’tinspect internal
traffic; they scan only authorized e-mail channels. They rely
on file-specific content recognition and have scalability and
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maintenance 1ssues. When content security tools don’t fit,
they are ineffective. Relying on permissions and identity

management 1s like running a retail store that screens you
coming in but doesn’t put magnetic tags on the clothes to
prevent you from wearing that expensive hat going out.

A hash analysis 1s a method that can be used for comparing
the content of digital evidence. A cryptographic one-way
hash (or “hash” for short) can be a way to calculate a digital
fingerprint: a very large number that often uniquely 1dentifies
a digital file. A hash 1s a calculated function on the bits that
make up a file. Therefore, two files with different names but
the exact same contents will produce the same hash. However,
using hash systems to identily conclusive or known suspect
files faces several challenges. By design of the hash function,
a small difference, even a single bit, 1n the mput file will
generate a significantly different output hash. The difference
between two hash numbers does not reflect the level of simi-
larity of the input files. The hash method cannot be used to
identify files that have been altered, whether minimally or
substantially. They are therefore not able to identify deriva-
tive files, files that contain common contents but are arranged
or formatted ditferently or contain more or less other content.
For the same reason, hash analysis 1s not effective against
multimedia files (1mage, video, and sound). As a conse-
quence, an individual using these files to commit crimes may
escape hash based detection and prosecution.

It would be beneficial and desirable to integrate newer,
advanced technologies to automate the detection and classi-
fication process for suspect files and 1dentily related altered or
derivative files. This would allow forensic investigators to
focus on 1dentitying relevant data during the forensic process
and addresses many of the problems of efliciency, cost and
delay facing digital forensic examinations today. There 1s also
a need for a technology to scan and manage digital data on a
computer system based on the content of the data. There 1s a
turther need for a solution to allow government agencies and
corporations to automatically monitor and prevent unautho-
rized use or exchange of classified or proprietary data.

SUMMARY OF THE INVENTION

The present invention 1s a method, system, and computer
readable media for proactively generating, preserving and
comparing computer forensic evidence for a computer sys-
tem. The method involves generating at least one signature for
at least one target based on the content of the target. The at
least one signature can be generated at any time, or when a
predetermined operation 1s commenced. The at least one gen-
erated signature can be stored, or not, prior to or after forensic
use. The generated signature(s) are compared with one or
more previously generated signature(s) to determine whether
any compared signatures have similarities above a predeter-
mined threshold. Alternatively, the present invention could, at
any time, simply compare previously existing signatures gen-
erated from a target.

The target can be any file, any file that 1s owned by a user,
any operating system file, any file that 1s part of a proprietary
information system, or any file that 1s related to a network
intrusion attack. When the target i1s any type of file, the pre-
determined operation can be any one or more of creating,
deleting, renaming, editing, moving, updating, linking, merg-
ing, modifying and copying the file. The target could also be
a database entry; and when a database entry, the predeter-
mined operation can be any one or more of selecting, insert-
ing, updating, deleting, merging, beginning work, commiut-
ting, rollback, creating, dropping, truncating, and altering of
the database entry. The target can further be a database defi-
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nition. When the target 1s a database definition, the predeter-
mined operation can be any one or more of creating, dropping,
and altering the database defimition.

The target can also be network trailic; and when network
trail
network traflic entering a network or leaving a network, or a
network traffic 1s mitiated from a computer system, or a
computer system recetves network traffic. The network traific
may be any one or more of a signal protocol, an email, an
attachment of an email, an instant message conversation, a
text message, a remote login, a virtual private network, a
viewed webpage, a file transier and {ile sharing.

Generating the at least one signature can involve extracting,
a set of tokens from the at least one target, processing the set
ol tokens, generating a fingerprint from the set of tokens, and
generating the signature for the target by combining the fin-
gerprints with other related information of the target. Process-
ing the set of tokens can include sorting the set of tokens, and
may further include filtering the set of tokens. The method for
generating the fingerprints may imvolve a hash method, or an
implementation of a bit vector method.

Other related information of the target can be accessible by
an operating system, and can be any one or more of file name,
date of record, time of record, user or owner information,
network address, network protocol, access history and finger-
print history. Other related information of the target could
also be information accessible by an application.

The generated signature(s) could be stored 1n a manner
preventing deletion or modification by a user, other than a
user with special access rights, such authorized personnel or
a forensic investigator. The signature(s) could further be
made available only to authorized personnel or a forensic
ivestigator with access rights. The signature(s) and respec-
tive targets can be stored on the same computer system,
different computer systems, and/or on a shared file system.
Finally, the signature(s) can be stored on write-once, read-
many media.

In another aspect of the present mmvention, a computer
readable medium 1s provided that configures a computer sys-
tem to perform the methods described above of proactively
generating, preserving and comparing computer forensic evi-
dence for a computer system. In summary, computer readable
medium {facilitates the method of generating at least one
signature for at least one target based on the content of the
target; and comparing the at least one generated signature
with at least one previously generated signature to determine
whether the signatures have similarities above a predeter-
mined threshold.

In a further aspect of the present invention, the present
invention also provides an apparatus for the generation, pres-
ervation and comparison of computer forensic evidence. The
apparatus/system can include a processor arranged to gener-
ate at least one signature for at least one target based on the
content of the target, and a comparator configured to compare
the at least one generated signature with at least one previ-
ously generated signature to determine whether the signa-
tures have similarities above a predetermined threshold. In
addition, the system can additionally include an extension
module configured to trigger signature generation upon
occurrence of a certain action, and a mechanism for storing
the generated signatures. The implemented system may have
an operating system service (e.g., a Windows® service or
Unix/Linux daemon) running 1n the background to generate a
signature for a given file and to store 1t, and then to query the
stored signatures to determine similarity with other signa-
tures.

"
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DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a schematic diagram of an exemplary computing,
environment;

FIG. 2 1s a schematic diagram of an exemplary network
environment:

FIG. 3 1s a flow chart illustrating an exemplary method for
generating a signature for a document;

FIG. 4 15 a flow chart illustrating document modification
and new fingerprint generation pursuant to one embodiment
ol the present invention;

FIG. 5 1s a flow chart illustrating an exemplary method to
perform a latent signature

FIG. 6 1s a flow chart illustrating an exemplary method for
user misuse detection;

FIG. 7 1s a flow chart illustrating another exemplary
method for user misuse detection through the use of user
signature profiles;

FIG. 8 1s a flow chart illustrating an exemplary method for
the detection of an unauthorized network communication of
sensitive information; and

FIG. 9 1s a schematic block diagram 1llustrating an exem-
plary embodiment of a system of the present invention, show-
ing event trigger, fingerprint/signature generation, signature
query and comparison, and signature storage.

DETAILED DESCRIPTION

Example Computing Environment

FIG. 1 and the following discussion are intended to provide
a brief general description of a suitable computing environ-
ment 1n which an example embodiment of the invention may
be implemented. It should be understood, however, that hand-
held, portable, and other computing devices of all kinds are
contemplated for use 1n connection with the present mnven-
tion. While a general purpose computer 1s described below,
this 1s but one example. The present invention also may be
operable on a thin client having network server interoperabil-
ity and interaction. Thus, an example embodiment of the
invention may be implemented in an environment of net-
worked hosted services 1n which very little or mimimal client
resources are implicated, e.g., a networked environment in
which the client device serves merely as a browser or inter-
face to the World Wide Web.

Although not required, the invention can be implemented
via an application programming interface (API), for use by a
developer or tester, and/or included within the network
browsing software which will be described in the general
context ol computer-executable instructions, such as program
modules, being executed by one or more computers (e.g.,
client workstations, servers, or other devices). Generally, pro-
gram modules include routines, programs, objects, compo-
nents, data structures and the like that perform particular tasks
or implement particular abstract data types. Typically, the
functionality of the program modules may be combined or
distributed as desired in various embodiments. Moreover,
those skilled 1n the art will appreciate that the invention may
be practiced with other computer system configurations.
Other well known computing systems, environments, and/or
configurations that may be suitable for use with the invention
include, but are not limited to, personal computers (PCs),
server computers, hand-held or laptop devices, multi-proces-
sor systems, microprocessor-based systems, programmable
consumer e¢lectronics, network PCs, minicomputers, main-
frame computers, and the like. An embodiment of the mnven-
tion may also be practiced 1n distributed computing environ-
ments where tasks are performed by remote processing
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devices that are linked through a communications network or
other data transmission medium. In a distributed computing
environment, program modules may be located 1n both local
and remote computer storage media including memory stor-
age devices.

FIG. 1 thus 1llustrates an example of a suitable computing
system environment 100 1 which the mvention may be
implemented, although as made clear above, the computing
system environment 100 1s only one example of a suitable
computing environment and 1s not intended to suggest any
limitation as to the scope of use or functionality of the mven-
tion. Neither should the computing environment 100 be inter-
preted as having any dependency or requirement relating to
any one or a combination of components illustrated 1n the
exemplary operating environment 100.

With reference to FIG. 1, an example system for imple-
menting the mvention includes a general purpose computing
device 1n the form of a computer 110. Components of the
computer 110 may include, but are not limited to, a process-
ing unit 120, a system memory 130, and a system bus 121 that
couples various system components including the system
memory to the processing unit 120. The system bus 121 may
be any of several types of bus structures including a memory
bus or memory controller, a peripheral bus, and a local bus
using any of a variety of bus architectures. By way of
example, and not limitation, such architectures include Indus-

try Standard Architecture (ISA) bus, Micro Channel Archi-
tecture (MCA) bus, Enhanced ISA (EISA) bus, Video E

Elec-
tronics Standards Association (VESA) local bus, Peripheral
Component Interconnect (PCI) bus (also known as Mezza-
nine bus), and PCI-Express bus.

The computer 110 typically includes a varniety of computer
readable media. Computer readable media can be any avail-
able media that can be accessed by the computer 110 and
includes both volatile and nonvolatile, removable and non-
removable media. By way of example, and not limitation,
computer readable media may comprise computer storage
media and communication media. Computer storage media
includes both volatile and nonvolatile, removable and non-
removable media implemented in any method or technology
for storage of information such as computer readable mstruc-
tions, data structures, program modules or other data. Com-
puter storage media includes, but 1s not limited to, random
access memory (RAM), read-only memory (ROM), Electri-
cally-Erasable Programmable Read-Only Memory (EE-
PROM), tlash memory or other memory technology, compact
disc read-only memory (CDROM), digital versatile disks
(DVD) or other optical disk storage, magnetic cassettes, mag-
netic tape, magnetic disk storage or other magnetic storage
devices, or any other medium which can be used to store the
desired information and which can be accessed by the com-
puter 110. Communication media typically embodies com-
puter readable instructions, data structures, program modules
or other data in a modulated data signal such as a carrier wave
or other transport mechanism and includes any information
delivery media. The term “modulated data signal” means a
signal that has one or more of 1ts characteristics set or changed
in such a manner as to encode information in the signal. By
way ol example, and not limitation, communication media
includes wired media such as a wired network or direct-wired
connection, and wireless media such as acoustic, radio fre-
quency (RF), infrared, and other wireless media. Combina-
tions of any of the above should also be included within the
scope of computer readable media.

The system memory 130 includes computer storage media
in the form of volatile and/or nonvolatile memory such as

ROM 131 and RAM 132. A basic mput/output system 133
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(BIOS), containing the basic routines that help to transfer
information between elements within computer 110, such as
during start-up, 1s typically stored in ROM 131. RAM 132
typically contains data and/or program modules that are
immediately accessible to and/or presently being operated on
by the processing unit 120. By way of example, and not
limitation, FIG. 1 illustrates operating system 134, applica-
tion programs 135, other program modules 136, and program
data 137. RAM 132 may contain other data and/or program
modules.

The computer 110 may also include other removable/non-
removable, volatile/nonvolatile computer storage media. By
way of example only, FIG. 1 1llustrates a hard disk drive 141
that reads from or writes to non-removable, nonvolatile mag-
netic media, a magnetic disk drive 151 that reads from or
writes to a removable, nonvolatile magnetic disk 152, and an
optical disk drive 155 that reads from or writes to a remov-
able, nonvolatile optical disk 156, such as a CD ROM or other
optical media. Other removable/non-removable, volatile/
nonvolatile computer storage media that can be used in the
example operating environment include, but are not limited
to, magnetic tape cassettes, flash memory cards, digital ver-
satile disks, digital video tape, solid state RAM, solid state
ROM, and the like. The hard disk drive 141 1s typically
connected to the system bus 121 through a non-removable
memory interface such as interface 140, and magnetic disk
drive 151 and optical disk drive 155 are typically connected to
the system bus 121 by a removable memory interface, such as
interface 150.

The drives and their associated computer storage media
discussed above and 1llustrated 1n FIG. 1 provide storage of
computer readable instructions, data structures, program
modules and other data for the computer 110. In FIG. 1, for
example, the hard disk drive 141 1s illustrated as storing
operating system 144, application programs 143, other pro-
gram modules 146, and program data 147. Note that these
components can either be the same as or different from oper-
ating system 134, application programs 135, other program
modules 136, and program data 137. Operating system 144,
application programs 145, other program modules 146, and
program data 147 are given different numbers here to 1llus-
trate that, at a mimimum, they are different copies. A user may
enter commands and information into the computer 110
through mput devices such as a keyboard 162 and pointing
device 161, commonly referred to as a mouse, trackball or
touch pad. Other mput devices (not shown) may include a
microphone, joystick, game pad, satellite dish, scanner, or the
like. These and other input devices are often connected to the
processing unit 120 through a user input intertace 160 that 1s
coupled to the system bus 121, but may be connected by other
interface and bus structures, such as a parallel port, game port
or a universal serial bus (USB).

A monitor 191 or other type of display device 1s also
connected to the system bus 121 via an interface, such as a
video interface 190. In addition to monitor 191, computers
may also include other peripheral output devices such as
speakers and a printer (not shown), which may be connected
through an output peripheral interface 195.

The computer 110 may operate in a networked environ-
ment using logical connections to one or more remote com-
puters, such as a remote computer 180. The remote computer
180 may be a personal computer, a server, a router, a network
PC, a peer device or other common network node, and typi-
cally includes many or all of the elements described above
relative to the computer 110, although only a memory storage
device 181 has been 1llustrated 1n FI1G. 1. The logical connec-
tions depicted 1n FIG. 1 include a local area network (LAN)
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171 and a wide area network (WAN) 173, but may also
include other networks. Such networking environments are
commonplace in offices, enterprise-wide computer networks,
intranets and the Internet.

When used in a LAN networking environment, the com-
puter 110 1s connected to the LAN 171 through a network
interface or adapter 170. When used in a WAN networking
environment, the computer 110 typically includes means for
establishing communications over the WAN 173, such as the
Internet. In a networked environment, program modules
depicted relative to the computer 110, or portions thereof,
may be stored 1n the remote memory storage device. By way
of example, and not limitation, FIG. 1 illustrates remote
application programs 185 as residing on a memory device
181. Remote application programs 185 include, but are not
limited to web server applications such as Microsoit® Inter-
net Information Services (IIS)® and Apache HTTP Server
which provides content which resides on the remote storage
device 181 or other accessible storage device to the World
Wide Web. It will be appreciated that the network connections
shown are exemplary and other means of establishing a com-
munications link between the computers may be used.

One of ordinary skill 1n the art can appreciate that a com-
puter 110 or other client devices can be deployed as part of a
computer network. In this regard, the present invention per-
tains to any computer system having any number of memory
or storage units, and any number of applications and pro-
cesses occurring across any number of storage units or vol-
umes. An embodiment of the present invention may apply to
an environment with server computers and client computers
deployed 1n a network environment, having remote or local
storage. The present invention may also apply to a standalone
computing device, having programming language function-
ality, interpretation and execution capabilities.

Example Network Environment

FI1G. 2 illustrates an embodiment of a network environment
in which an embodiment of the present mmvention can be
implemented. The network environment 200 contains a num-
ber of local server systems 210, which may include a number
of file servers 211, web servers 212, and application servers
213 that are owned and managed by the owner of the local
network. These servers are 1n communication with local user
systems 220 which may include a large variety of systems
such as workstations 221, desktop computers 222, laptop
computers 223, and thin clients or terminals 224. The local
user systems 220 may contain their own persistent storage
devices such as in the case of workstations 221, desktop
computers 222, and laptop computers 223. They can also have
access to the persistent storage provide by the local servers
210. In the case of thin clients and terminals 224, network
storage may be the only available persistent storage. The local
user systems are usually connected to a variety of peripherals
260 that handle data mput and output, such as scanners,
printers and optical drives. There may also be a number of
different kinds of removable media 250 that attach to the user
systems 220 at times. These removable media 250 can be
based on magnetic recording, such as tloppy disks and por-
table hard drives, or be based on optical recording, such as
compact disks or digital video disks. Further, removable
media can also be based onnon-volatile memory such as flash
memory which can be a USB flash drive, and all forms of flash
memory cards. The users within the local network usually get
access to the wider area network such as the Internet 280
though the local server systems 210 and typically some net-
work security measures such as a firewall 270. There might
also be a number of remote systems 290 that can be in com-
munication with the local server systems 210 and also the
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local user systems 220. The remote computer systems can be
a variety ol remote terminals 291, remote laptops 292, remote
desktops 293, and remote web servers 294.

FIG. 2 illustrates an exemplary network environment.
Those of ordinary skill 1in the art will appreciate that the
teachings of the present invention can be used with any num-
ber of network environments and network configurations.
The Present Invention

The present mvention teaches methods and systems to
improve computer forensics with search and machine learn-
ing. This mvention allows organizations that anticipate the
need for forensic analysis to prepare in advance by keeping
small amounts of information about any content on computer
systems, such as files, database entries or schema, or network
traffic, as the content 1s created, deleted, modified, copied or
transmitted or received. Computational and storage costs are
expanded 1n advance, which allows faster, better and less
expensive computer forensics mvestigations.

The present invention provides a novel proactive approach

for computer forensic mvestigations. For any type of content
that 1s created, deleted, modified, copied, transmitted or
recetved, a small amount of information about the content,
called a signature, 1s created and stored away. A signature
contains one or more fingerprints and other information asso-
ciated with the target. A fingerprint 1s a relatively small num-
ber of bits, as compared to the size of the file that 1s computed
based on the content of a target. The target can be any file, any
file that 1s owned by a user, any operating system file, any file
that 1s part of a proprietary information system, any file that 1s
related to a network intrusion attack, any database entry or
definition, or network traffic. For a text file, for example, a
signature contains one or more fingerprints computed based
on the content of the file along with other information asso-
ciated with the file, such as the file name, date and time of
record, user/owner information, and fingerprint history. For a
database entry or definition, the signature contains one or
more fingerprints that are calculated based on the content of
the database entry or definition along with other information
associated with the database entry or defimition. For network
traffic, the signature contains one or more fingerprints that are
calculated based on the content of the network traffic and
along with other information associated with the network
traffic, such as time and date information, sender and recipi-
ent network addresses, and network protocol.
The fingerprints of the present invention are digital digests
of the content of atarget. In the hash method, all bits that make
up a lile are considered as the content of a file. In the present
invention, however, the content of a target 1s defined and
represented by selections of tokens that are logically selected
from the target. As an example, the content of a target that
contains textual information can be defined by a selection of
words and phrases within the target. For targets that lack a
semantic meaning, 1diosyncratic characteristics of the target
can be 1dentified and used to represent the contents. Finger-
prints are small, taking up a small amount of storage space,
when compared to the original content of the target. Finger-
prints are also easy to compute, and can i1dentify a file, a
database entry or definition, or network traflic by 1ts content
as defined by the list of selected tokens. Fingerprints can
accommodate small modifications of the file (e.g., small edits
or reformatting of a file may not alter 1ts fingerprint). The
fingerprints of a minimally edited version of a file mostly or
tully match the fingerprints of the original file.

The creation of a signature usually comprises four steps.
First, a set of tokens of interest are extracted from a target,
such as a file, database entry or definition, or network tratfic.
Second, the token set undergoes a predetermined sequence of
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processing, such as sorting and filtering. Third, a fingerprint s
then generated for each retained token set. Lastly, the finger-
print 1s combined with other information associated with the
target file, database entry or definition, or network traffic to
generate a signature.

Using a document that contains text information as an
example, the first step involves parsing the document, extract-
ing text information and retaining tokens of interest. Tokens
ol interest may include, but are not limited to, all words,
phrases, selective parts of speech, e.g., nouns (names, places,
etc.), words longer than a fixed number of characters, words
not found in a dictionary, words found within a certain set of
predefined lists of words, words of a “foreign nature”, words
based on inverse document frequencies (histograms), in other
words, words based on collection statistics, and acronyms.

Processing the token set may involve sorting the token set,
and may further include filtering the token set. Sorting the
token set can be based on, but not limited to, Unicode (alpha-
betical) ordering, biased weighting on inverse document fre-
quency, and phrase or word length. Filtering the token set and
retaining a subset of the tokens can be based on, but not
limited to, rules such as selecting the top X % of the tokens,
(1.e., X>=11); ormiddle tokens, (1.e., 12>=X>=T11; or bottom
tokens, 1.e., X<=12); or selective sets of tokens, (1.e., every t
tokens, e.g., third, seventh, etc.); or no filtration at all, namely
retaining all tokens. The retained tokens may be sorted again
as previously described. However, sorting 1s unnecessary if
one wishes to retain the same sorting conditions as used
previously.

Creating one or more fingerprints of the retained token list
can follow several computational methods. For example, a
hash based method, where using a hash function, one can
encode the sorted list of retained tokens and generate a unique

hash for the retained token list. Many popular hash functions
can be used for the calculation of the hash, such as MD3,
SHA-1, RIPMED, WIRLPOOL, and the variations of these
hash functions. Using a hash method for fingerprint creation
1s advantageous as it calculates quickly, and saves space.
However, hash methods are not reversible (i.e., given a hash
code, 1t 1s computationally impractical to retrieve the original
token list).

Another method for fingerprint creation 1s a bit vector
method, which uses a bit vector to encode the presence or
absence of retained tokens. The bit vector could be a binary
vector using a sequence ol Boolean values, each stored as a
single bit, or a non-binary numeric vector. The advantage of
the bit vector method 1s that 1t 1s a reversible process, but bit
vectors are often more costly in terms of storage space.

The creation of fingerprints 1s generally some form of lossy
compression based on a predefined operation. However, it 1s
within the scope of the invention to use a lossless compression
method. For multimedia content, such as an 1mage, sound
and/or video file, mathematical transformations can be used
to create fingerprints. It 1s apparent to those skilled 1n the art
that fingerprint creation can be achieved through a variety of
methods, and are not limited to the above mentioned
approaches. Once the fingerprints are created, other informa-
tion associated with the document 1s extracted and combined
with the fingerprints to create a signature. The other associ-
ated information may be information about the document that
1s accessible through the operating system, which may
include, but 1s not limited to, file name, date and time of
record, user/owner information, access history, and finger-
print history. Other information may also include information
about the document accessible through an application, which
may include, but not limited to, author, time of editing, num-
ber words, title, subject, comments, and any other customiz-
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able fields or application specific information. There are
numerous possibilities regarding the information that can be
incorporated 1nto a signature. A person skilled in the art could
choose to incorporate any number of desired attributes of the
target 1nto a signature, depending on the specific implemen-
tation.

FIG. 3 shows an exemplary diagram of the process of
generating a signature for a document. The document 1s first
parsed and non-textual information 1s removed. A set of
tokens 311 are extracted 310 from the document. One ordi-
narily skilled in the art would appreciate that there are a
number of other acceptable ways to perform the extraction of
the token list. The token set 1s then processed to yield aunique
token list. In the FIG. 3 embodiment, the processing of the
token set mnvolves sorting the token set 320, which produces
a sorted list of tokens 323, and filtering the token set 324,
which generates one or more filtered lists of tokens 325. One
ordinarily skilled in the art would appreciate that there are a
number of other acceptable ways to perform the processing of
the token set. The retained tokens are then used to generate
one or more fingerprints of the document 330. In one embodi-
ment of the invention, a hash or bit vector can be calculated
for the entire list of retained tokens and used as a fingerprint.
In another embodiment of the invention, the processed token
l1st can be presented in the form of several subsets of tokens.
A hash or bit vector can be calculated for each of the subset of
tokens, and the document 1s represented with a list of finger-
prints corresponding to each retained subset of tokens. In yet
another embodiment of the invention, a hash or bit vector 1s
calculated for each retained token, and the document 1s rep-
resented with a list of fingerprints corresponding to each
retained token. A signature 1s created 340 by combining other
information associated with the document 331 with one or
more fingerprints. The resulting signature 1s then stored.

When a document 1s modified, 11 the modification 1s small,
the fingerprint of the file might not change, and the signature
1s updated with relevant other information. If modifications to
a document are not small, then the modified document’s
fingerprint may not be sufficiently close to the original fin-
gerprint. After such modification, a new candidate fingerprint
1s created and compared to the original fingerprint. If suifi-
cient change has occurred in the document, and the candidate
fingerprint does not match the original fingerprint, the new
candidate fingerprint 1s added to the document’s signature.
The signature may encode other information, including but
not limited to information related to derrvation. In other
embodiments of the invention, similarity may be measured by
comparing fingerprints, signatures or both.

FIG. 4 1llustrates document modification and further fin-
gerprint generation. When a document 1s modified 410, a new
candidate fingerprint 1s generated 420 based on the content of
the modified document using the method exemplified 1n FIG.
3. The new candidate fingerprint 1s then compared with the
fingerprint representing the original version of the document
430. The actual orniginal document does not need to be
retrieved for comparison. If the candidate fingerprint does not
differ from the original document, the modification of the
document 1s minor. The original fingerprint 1s then combined
with updated other information associated with the document
450 and the updated signature 1s stored. If the candidate
fingerprint differs from the original document, a major modi-
fication has occurred. The candidate fingerprint 1s then added
to the original fingerprint 440. A new signature of the modi-
fied document 1s then created, incorporating the updated other
information of the document and stored. It a fingerprint his-
tory 1s implemented 1n the signature, 1t 1s also updated.
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The present invention can easily be adapted to other types
of files. It 1s also possible to construct similar fingerprints for
multimedia files such as 1mage, video, and sound files. A
variety ol mathematical transformations can be used to create
fingerprints for these file types, such as Laplace transform,
Karhunen-Loeve transform and Fourier transform. Metadata

text of sound, image, and video can be used to generate
fingerprints. Close captioning within a video file 1s text which
can be used to generate fingerprints, as previously described.
Speech can be converted to text using existing soitware tools.
Text thus derived can be used to generate fingerprints. More-
over, the digital content of these files can be encoded as a
sequence of tokens, like text documents. Executables and
dynamically linked libraries (DLL) can be represented as a
sequence ol tokens, which can be used to produce finger-
prints. Text embedded 1n these files can also be used to create
fingerprints. Reverse engineered programs (e.g., Java) can be
treated as text. Byte-code languages and scripting languages
(e.g., Perl, python) can also be treated as text. The fingerprint
creation process produces a relatively small amount of bits, as
compared to the original file, and serves as a digest of the
content of the original file. A person skilled in the art will
appreciate that numerous methods can be used for achieving
fingerprint creation. The fingerprint creation process 1n gen-
eral 1s a lossy compression process. However, lossless com-
pression schemes can also be adopted for the fingerprint
creation process.

The signatures are stored 1n a manner preventing a regular
user from modifying or deleting the signatures. Because the
signatures are used for forensic purposes, their generation and
storage 1s preferably transparent to the regular user. Only
authorized personnel and forensic investigators can have
access to the stored signatures. In a network environment,
signatures can be created on a user system and offloaded to a
network server for storage. Signatures can also be stored on a
local file system, while denying user access through use of
hidden files or hidden partitions. The signatures can also be
embedded 1n encrypted files. One can also use write-once,
read-many media for storing signatures. Only authorized per-
sonnel or forensic imvestigators can recover the storage media
and be responsible for safe keeping. OfI site storage of the
signatures may also be desirable. Cryptographic logging
mechanisms can be implemented to control and monitor the
access of the signatures.

The present invention can be implemented 1n a variety of
ways. In a stand alone system, such as an individual PC,
laptop, mobile device (e.g., cell phone, PDA, etc.), signature
information 1s stored locally. In a system that has access to
shared file systems, such as file servers, database servers, and
network attached storage (NAS), signature information 1s
stored locally or on the shared file systems. In a network based
implementation, any system with a network connection can
have signature information stored on remote servers. One
skilled 1n the art will appreciate that signatures can be stored
in a variety of ways depending on the system or the network
configurations of a particular environment.

Fingerprints can be created for information that 1s stored in
any database and also database definitions. Signatures for
cach database entry are based on content and can be created
for the entire database. As an example, signatures can be
created for emails stored within a server database, allowing
the tracing of email senders and receivers. Database defini-
tions, such as schema, relations, tables, keys, and data
domains can also have signatures created. When a data
manipulation or definition event occurs, such as create table,
drop table, or alter table, a new signature 1s created and stored.
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In addition to files, signatures can be created for other
applications. Changes to virtual machine file systems could
be indexed as changes occur. Contents of removable media
could have signatures created during mounting or un-mount-
ing (during connection and disconnection) to a computer
system. Compressed or archived files could be parsed and
have signatures created.

It can also be useful to create and store signatures for
network traffic. For example, signatures can be created for
emails entering and exiting a network. Email attachments can
have separate signatures created. Network traffic can thus be
linked to particular emails and files when stored. Contents of
instant message conversations and contents of file transfers
can also be used to create signatures for the particular network
activity. Signatures can also be created for text messages such
as the ones based on Short Message Service (SMS) protocol.
Web pages can also have signatures generated. When 1nte-
grated over time, a digest or profile of one or more user’s
Internet browsing history can be generated. A person skilled
in the art will appreciate that any information or signal trans-
mitting protocol can be used as a target for signature creation.
In one embodiment of the invention, a proxy firewall 1s used,
and signatures are created of network tratfic passing through.
Network policies can be configured so that the network traffic
passing through the proxy firewall 1s not encrypted. When so
configured, secure connections are established between an
inside user computer to the proxy firewall, and the proxy
firewall to an outside server using an encryption protocol such
as Transport Layer Security (TLS) or Secure Sockets Layer
(SSL). Network traffic encryption only occurs between the
inside user computer and the proxy firewall, and between the
proxy firewall and the outside server. Contents passing
through the proxy firewall are not encrypted and can, there-
fore, have signatures created. Signatures are stored among
other information associated information regarding the net-
work traffic with IP addresses used in communication, there-
tore facilitating the identification of the origin and destination
of the traffic.

Once signatures are stored, there are a variety of methods to
analyze them. Similarity between signatures can be ascer-
tained by comparing the signature or the fingerprints for exact
matching, percentage of matching, probability of matching,
or other mathematical calculation revealing the divergence of
the signatures or fingerprints. In one embodiment of the
invention, a latent analysis can be performed. Particular sig-
natures and/or fingerprints on individual machines locally or
remotely can be searched and compared. Signatures or fin-
gerprints that are stored in a database can be similarly
searched. In another embodiment of the invention, an active
analysis 1s performed. Instead of simply searching with sig-
natures and fingerprints, advance or retrospective analysis of
the signatures and fingerprints can be performed for the pur-
pose of data mining, user profiling, trend analysis, and
anomaly detection.

FIG. 5 presents an exemplary method for performing a
latent search. When provided with a signature of interest, the
signature can then be used directly as a query signature.
Where a document of interest 1s provided, a query signature
can be created 510 using the method exemplified in FIG. 3.
Stored signatures are then retrieved from storage 520 and
compared to the query signature 530. The comparison can be
performed on signatures, the fingerprints within the signa-
tures, or both. Similarity of the query signature to any stored
signature 1s then determined. If the fingerprints are calculated
using a hash method, the similarity 1s estimated based on hash
matches. If the fingerprints are calculated using a bit vector
method, the similarity 1s estimated based on bit vector corre-
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lation. If the comparison 1dentifies any stored signatures hav-
ing similarity above a predetermined threshold, the similar
signatures are output for further processing 540. Other infor-
mation within the stored signatures similar to the query sig-
nature 1s extracted 550. Other documents containing content
similar to the document of interest, computer systems hous-
ing the document of interest or any similar documents, and
users that had possession of the document of interest or any
similar documents, can all be identified 560.

FIG. 6 presents an exemplary method for user misuse
detection. When a user performs an operation to a document
that 1s within a list of predetermined operations, such as
create, modily, copy, move, or delete a document, the system
captures this user operation 610, and a new signature 1s cre-
ated 620 and stored 630. This new signature 1s then used as a
query signature, and compared with stored signatures 640. In
one embodiment of the invention, a subset of all stored sig-
natures, such as signatures of known documents containing,
classified or sensitive information, or illegal content can be
used. If the comparison does not identily any stored signature
within this subset having similarity to the query signature
above a certain threshold, the user 1s presumably not manipu-
lating classified, sensitive, or 1llegal content. No action needs
to be taken, the operation proceeds as normal. If the compari-
son 1dentifies any stored signature within this subset that has
similarity to the query signature above a certain threshold, the
user 1s presumed to be manipulating classified, sensitive, or
illegal content. A turther inquiry whether the user 1s expected
to manipulate such content 1s performed 650 based on criteria
such as security clearance, job assignment, or special permis-
sion. If the user 1s determined to have proper access permis-
s1on, and 1s expected to manipulate such content, the opera-
tion proceeds as normal. However, 11 the user does not have
proper permission, or 1s not expected to manipulate such
content, then the suspect content 1s 1dentified based on the
query and the stored similar fingerprint or signature 660, and
a misuse alert 1s sent to authorized personnel or a forensic
ivestigator 670.

FI1G. 7 presents another exemplary method for user misuse
detection. All the files that belong to or are accessed by a user
are 1dentified based on ownership information and access
information 710. Signatures of the entire collection of these
files can be used to generate a user profile for the user 720 and
are stored 730. An updated user profile 1s then generated at a
later time, either by request or based on a periodic schedule.
The newly generated user profile 1s then compared to any or
all of the stored user profiles of the same user at earlier times
740. If no difference above a certain threshold 1s detected
among the user profiles, there 1s no deviation in user behavior.
However, 11 the newly generated user profile differs from the
stored user profile above a certain threshold, a further inquiry
1s performed to determine whether there 1s a legitimate reason
for such deviation of user behavior 750. If a legitimate reason
1s found, such as change in job assignment or upgrade of
security clearance, the operation proceeds as normal. If no
legitimate reason 1s found for the deviation of user behavior,
the content of the mismatched signatures 1s identified 760,
and an alert of possible user misuse i1s sent to authorized
personnel or to a forensic mvestigator 770.

FIG. 8 presents an exemplary method for detection of
unauthorized network communication of sensitive informa-
tion. When a network server receives inbound or outbound
network traflic 810, a signature 1s then calculated based on the
content of the network traific 820 and stored 830. The si1gna-
ture 1s then used as a query signature and 1s compared to any
previously stored signatures 840. In one embodiment of the
invention, if the query signature has similarity to any stored
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signature above a certain threshold, it 1s then compared to a
subset of all stored signatures, such as signatures of known
documents containing classified or sensitive information, or
illegal content 850. If the query signature does not have
similarity above a certain threshold to any of the subsets of
stored signatures, no classified, sensitive, or illegal content 1s
detected. Network traflic 1s allowed to proceed as normal 860.
However, 11 classified, sensitive, or illegal content 1s detected,
suspect content and user information 1s identified 870, the
network traific 1s then quarantined 880, and an alert 1s sent to
an authorized personnel or to a forensic mnvestigator 890.

This proactive approach makes 1nvestigations {faster,
casier, and less expensive. Given one document, all systems
containing that or similar documents can be found quickly
and easily. This 1s true even if the given document 1s a hard
copy. Text information can be extracted from the hard copy
either automatically (e.g., scanned, segmented, and converted
to text using optical character recognition) or manually (e.g.,
transcribed by hand mnto a computer readable format) and
used to create a query signature. The present invention can
identily systems where a document once existed, even if 1t 1s
now or otherwise deleted. In classified computer networks
not connected to the Internet, such as those employed by
government intelligence agencies and defense contractors,
strict control of content entering and leaving the classified
network 1s necessary. However, traditionally, there generally
1s no elfective mechanism to track the flow of information
within the classified network. The present invention can
locate any content within the classified network, and provide
a system-wide tracking of any content of interest. In one
embodiment of the invention, areal time, system-wide map of
the distribution of any particular content can be generated and
monitored.

This mvention can also be used for evidence discovery.
(Given one user or a set of users, a forensic analysis could
determine documents of interest. Those identified documents
could be used to seed a fingerprint search across all systems.
That would rapidly 1dentity which other systems needed fur-
ther consideration for analysis. The present mvention can
determine the source of files that were not permanently
stored, such as temporary files deleted without a user’s
knowledge.

This mvention can be further used for misuse detection.
Many systems log accesses to restricted maternial. However,
restricted material 1s usually defined by its location within the
file system, or by other attributes of the file. Once the
restricted material leaves the protected file systems location,
or loses its original attributes, access logging will no longer be
able to detect misuse of the restricted material. The present
invention, however, can detect when the access logging fails
by verilying that documents that should have been logged
were logged. Collection statistics and fingerprints can deter-
mine when a document 1s atypical for a user, which may be a
sign of document misuse. The present invention can also help
to determine the source of leaks by 1dentifying the systems
within which a leaked document was present, and a time line
that tracks movement the leaked document through a net-
work.

This 1nvention can also be used for intrusion response.
When an intrusion 1s discovered, the signatures of files asso-
ciated with the intrusion can be recovered. Even 1f the original
files are deleted, the signatures can still be recovered based on
time stamps. Theserecovered signatures can be used to exam-
ine across systems for similar intrusions, and also provide
carly detection to prevent intrusion from similar attacks.

FIG. 91llustrates an exemplary system of the present inven-
tion. The system of FIG. 9 comprises four components: 1) a
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processor for creating/generating fingerprints and signatures
for a target, such as a document 910; 2) an extension module
to the operating system (OS) configured to trigger signature
generation upon occurrence of a certain action 920; 3) a
mechanism for storing the generated signatures 930; and 4) a
comparator for querying the system for stored signatures and
comparing those retrieved for similarity 940. The imple-
mented system may have either a Windows service or Linux
daemon running 1n the background to generate a signature for
a given file and to store 1t, and then to query the stored
signatures to determine similarity with other signatures. The
system runs with administrator or root privileges.

The extension module of the operating system has several
components. First the configuration imformation must be
stored on the system. In Windows, this would be registry
entries or configuration files. In Linux, a configuration file 1s
used, which 1s stored 1n/etc or another location. The configu-
ration mformation includes mechanisms for signature cre-
ation, other information to store with signatures, mechanism
and location for signature storage, events that trigger signa-
ture creation and mechanisms for extracting text based on file
type. Separate programs or modules can be called to perform
text extraction. In Windows, the COM model can be used to
extract text from Office documents. In Linux, various utilities
can be used to extract text from different file types.

The signature creation 1s linked into the OS so that signa-
tures are created when desired system events occur, such as
file deletion, file copy between file systems, and file modifi-
cation. As soon as the computer system starts, certain system
events are remapped to invoke the signature creation process,
and the system waits for the occurrence of these events. When
any one of these events 1s captured, the OS 1nvokes calls to the
signature creation process. In Linux, this can be achieved by
a loadable kernel module. In Windows, this can be done
through a variety of ways. When called, the system identifies
the digital object (file) that triggered the operation, and passes
a copy or pointer to the file for processing to the fingerprints
creation process. Tokens are extracted from the file and pro-
cessed, fingerprints are generated for the retained token list,
other information associated with the file (metadata) 1s incor-
porated with the fingerprints, and a signature 1s generated, all
based on the criteria specified in the configuration informa-
tion.

A basic system can incorporate the entire index of retained
tokens (1.e., without filtration). In this embodiment of the
invention, a simple tokemzation of a document may 1nclude
converting the entire document to lower-case (remove case
sensitive 1nformation) and obtaining individual tokens. A
token for this basic system 1s any string of length-4 or more
separated by either white space or any form of punctuation.
The individual tokens are then sorted according to Unicode
ordering to obtain unique tokens. A hash code or bit vector 1s
then generated for each token in the sorted unique token list.
In another embodiment of the invention, the same process 1s
used for tokenization of a document and sorting of the unique
token list. The process also includes the filtering of the unique
token list. Subsets of the unique token list are created based on
a list of criteria including, but not limited to, keeping tokens
of only 6 characters or longer in length, keeping tokens num-
bered (1n order) 25-50, keeping every 7th token, keep every
25th token, or other similar rules. A hash code or bit vector 1s
then generated for each subset of tokens.

Fingerprints may vary in complexity. A signature created
based on a complete index of retained tokens, such as a list
sorted according to Unicode, can be highly precise but sup-
port only minimal variance. The precision and tolerance to
variance ol a signature created based on a filtered index of
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retained tokens depends on the degree of filtration. A signa-
ture based on a highly filtered index provides high recall but
low precision. The number of filters employed to generate
signatures also affects the complexity. Multiple filters
increase precision but also increase the time required for
signature calculation and the storage space needed for signa-
ture safe-keeping.

A mechanism for storing signatures should be resilient
against modification by users. Once the signature 1s created, 1t
1s stored securely. A user other than authorized personnel or a
forensic mnvestigator should have no means to modily or
delete any signature entry. The signatures can be mserted into
a database, allowing for easy queries and off-system storage.
Alternatively, signatures can be stored 1n flat files having only
root or administrator permissions.

When given a signature, one can check to see 11 the signa-
ture 1s 1n the store. If given a file or document, text 1s extracted
from the file, fingerprints are created, then a signature, and the
created query signature 1s checked against the store. If mul-
tiple fingerprints are used to represent a file, any or all of the
fingerprints can be used to determine similarity above a pre-
determined threshold. A proper or predetermined threshold
can be the matching of all or some of the fingerprints, a
probabilistic analysis of the similarity of the fingerprints, or
any other mathematical analysis directed to signature diver-
gence. The higher the threshold, the lower the rate of false
positives; however, the higher the rate of false negatives.

These and other advantages of the present invention will be
apparent to those skilled 1n the art from the foregoing speci-
fication. Accordingly, it will be recogmized by those skilled 1in
the art that changes or modifications may be made to the
above-described embodiments without departing from the
broad mnventive concepts of the invention. It should therefore
be understood that this invention 1s not limited to the particu-
lar embodiments described herein, but 1s intended to include
all changes and modifications that are within the scope and
spirit of the mvention.

What 1s claimed:

1. A computerized method of proactively generating and
comparing computer forensic evidence for a computer sys-
tem, comprising the steps of:

generating at least one signature for at least one target

based on the content of the target; and

comparing the at least one generated signature with at least

one previously generated signature for the same at least
one target to determine whether the signatures have
similarities above a predetermined threshold,

wherein both the at least one generated signature and the at

least one previously generated signature are proactively
generated for computer forensic evidence for the at least
one target and configured to allow a forensic analysis
with the computer forensic evidence, and

wherein generating the at least one signature further

includes the step of extracting a set of tokens represent-
ing a subset of the content of the at least one target.

2. The method of claim 1, wherein the target 1s a file.

3. The method of claim 2, wherein the file 1s owned by a
user.

4. The method of claim 2, wherein the file 1s related to a
network intrusion attack.

5. The method of claim 2, wherein the at least one signature
1s generated upon occurrence of a predetermined operation,
and the predetermined operation 1s one or more of creating,
deleting, renaming, editing, moving, updating, linking, merg-
ing, modilying and copying the file.

6. The method of claim 1, wherein the target 1s a database
entry.
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7. The method of claim 6, wherein the at least one signature
1s generated upon occurrence of a predetermined operation,
and the predetermined operation 1s one or more of select,
insert, update, delete, merge, begin work, commut, rollback,
create, drop, truncate, and alter the database entry.

8. The method of claim 1, wherein the target 1s a database
definition.

9. The method of claim 8, wherein the at least one signature
1s generated upon occurrence of a predetermined operation,
and the predetermined operation 1s one or more of create,
drop, and alter the database definition.

10. The method of claim 1, wherein the target 1s network

IC.

11. The method of claim 10, wherein the at least one
signature 1s generated upon occurrence of a predetermined
operation, and the predetermined operation 1s when the net-
work traific enters a network or when the network traific
leaves a network.

12. The method of claim 10, wherein the network traffic
may be any one or more of a signal protocol, an email, an
attachment of an email, an instant message conversation, a
text message, a remote login, a virtual private network, a
viewed webpage, a file transter and file sharing of the network
traific.

13. The method of claim 1, wherein generating the at least
one signature for the at least one target comprises the steps of:

processing the set of tokens;

generating a fingerprint from the set of tokens; and

generating the signature for the at least one target by com-

bining the fingerprints with other related information of
the at least one target.

14. The method of claim 13, wherein processing the set of
tokens includes sorting the set of tokens.

15. The method of claim 14, wherein processing the set of
tokens further includes filtering the set of tokens.

16. The method of claim 13, wherein generating the {in-
gerprint from the set of tokens 1nvolves a hash method.

17. The method of claim 13, wherein generating the fin-
gerprint from the set of tokens 1nvolves implementation of a
b1t vector method.

18. The method of claim 13, wherein the other related
information of the target 1s accessible by an operating system,
and 1s at least one of file name, date of record, time of record,
user or owner information, network address, network proto-
col, access history and fingerprint history of the target.

19. The method of claim 13, wherein the other related
information of the target 1s accessible by an application.

20. The method of claim 1, further comprising the step of
storing the at least one generated signature 1n a manner pre-
venting deletion or modification of the at least one generated
signature by a user other than authorized personnel or a foren-
s1C 1nvestigator.

21. The method of claim 1, wherein the at least one gener-
ated signature 1s available to authorized personnel or a foren-
s1¢ 1nvestigator with access, rights.

22. The method of claim 1, where 1n the at least one gen-
erated signature and respective target are stored on the same
computer system.

23. The method of claim 1, where 1n the at least one gen-
erated signature 1s stored on a first computer system and the at
least one target 1s stored on a second computer system acces-
sible through a computer network.

24. The method of claim 13, further comprising a step of
generating a signature for a media file.
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25. The method of claim 24, wherein the media file com-
prises a video file.

26. The method of claim 25, wherein the signature 1s gen-
erated based on meta data of the video file.

277. The method of claim 26, wherein the signature for the
video file 1s generated based on length information included
in the meta data.

28. The method of claim 25, wherein the signature for the
video file 1s generated based on a closed caption of the video
file.

29. The method of claim 25, wherein the signature for the
video file includes frames corresponding to feature points of
the video file.

30. The method of claim 25, wherein the signature for the
video file includes frames corresponding to scene changes of
the video file.

31. The method of claim 24, wherein the media file com-
prises an audio file.

32. The method of claim 31, wherein the audio file includes
an audio file selected from the group consisting essentially of:
a music file and a speech file.

33. The method of claim 31, wherein the step of generation
a signature for the audio file includes a step of generating a
transcript based on the audio file and a step of generating the
signature for the audio file based on the transcript.

34. A non-transitory computer storage medium that con-
figures a computer system to perform a method of proactively
generating and comparing computer forensic evidence for a
computer system, the method comprising the steps of:

generating at least one signature for at least one target
based on the content of the target; and

comparing the at least one generated signature with at least
one previously generated signature for the same at least
one target to determine whether the signatures have
similarities above a predetermined threshold,

wherein both the at least one generated signature and the at
least one previously generated signature are proactively
generated for computer forensic evidence for the at least
one target and configured to allow a forensic analysis
with the computer forensic evidence, and

wherein generating the at least one signature further
includes the step of extracting a set of tokens represent-
ing a subset of the content of the at least one target.

35. Apparatus for proactively generating and comparing,

computer forensic evidence; comprising;:

a processor, CPU and memory arranged to generate at least
one signature for at least one target based on the content
of the target; and

a comparator configured to compare the at least one gen-
crated signature with at least one previously generated
signature for the same at least one target to determine
whether the signatures have similarities above a prede-
termined threshold,

wherein both the at least one generated signature and the at
least one previously generated signature are proactively
generated for computer forensic evidence for the at least
one target and configured to allow a forensic analysis
with the computer forensic evidence, and

wherein the processor extracts a set of tokens representing
a subset of the content of the at least one target to gen-
crate the at least one signature.
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