12 United States Patent
Park

US008270767B2

US 8,270,767 B2
Sep. 18, 2012

(10) Patent No.:
45) Date of Patent:

(54) SYSTEMS AND METHODS FOR PROVIDING
IMMERSIVE DISPLAYS OF VIDEO CAMERA
INFORMATION FROM A PLURALITY OF
CAMERAS

(75) Inventor: Youngchoon Park, Brooktield, WI (US)

(73) Assignee: Johnson Controls Technology

Company, Holland, MI (US)

(*) Notice:

Subject to any disclaimer, the term of this

patent 1s extended or adjusted under 35
U.S.C. 154(b) by 824 days.

(21)

(22)

Appl. No.: 12/422,116

Filed: Apr. 10, 2009

(65) Prior Publication Data

US 2009/0262206 Al Oct. 22, 2009

Related U.S. Application Data

(60)  Provisional application No. 61/045,553, filed on Apr.
16, 2008, provisional application No. 61/093,232,

filed on Aug. 29, 2008.

Int. CI.
GO6K 9/36 (2006.01)

US.CL ... 382/284; 382/238; 382/165; 382/166;
382/236; 382/244;345/426; 345/420; 345/519;
348/218.1; 348/584

Field of Classification Search 382/2%4,
382/238, 165, 166, 236, 244; 345/426, 420,
345/519; 348/218.1, 584

See application file for complete search history.

(1)

(52)

(58)

(56) References Cited

U.S. PATENT DOCUMENTS

6,046,745 A 4/2000 Morya et al.

6,794,987 B2 9/2004 Schiffmann et al.

7,952,583 B2* 5/2011 Waechteretal. ............. 345/426
2005/0008240 Al1* 1/2005 Banerjietal. ................ 382/238
2006/0132487 Al 6/2006 Sada et al.

FOREIGN PATENT DOCUMENTS

WO 2008/103929 A2 8/2008
OTHER PUBLICATIONS

U.S. Appl. No. 12/135,043, filed Jun. 6, 2008, Park.

Beymer et al., A Real-time Computer Vision System for Measuring
Traffic Parameters, pp. 495-501, Jun. 17, 1997.

Caprile et al., Using Vanishing Points for Camera Calibration, Inter-
national Journal of Computer Vision, vol. 4, No. 2, Kluwer Academic
Publishers, 15 pages, 1990.

Casey, J., A Sequel to the First Six Books of the Elements of Euclid,
Containing an Easy Introduction to Modern Geometry with Numer-
ous Examples, 5th edition, 3 pages, 1888.

WO

(Continued)

Primary Examiner — Mike Rahmjoo
(74) Attorney, Agent, or Firm — Foley & Lardner LLP

(57) ABSTRACT

A system for providing stitched video from a first camera and
a second camera to an electronic display system includes a
processing circuit configured to associate a view a first cam-
era with an approximate location. The processing circuit 1s
turther configured to build relationship data between the first
camera and a second camera using the approximate location.
The processing circuit 1s further configured to transiform
video from the first camera relative to video from the second
camera, the transformation based on the relationship data.
The processing circuit 1s further configured to use the trans-
formed video to cause the stitched video to be provided to the
clectronic display system.

15 Claims, 17 Drawing Sheets

B

/"/-10

\_

i

|

|

|

b
'--._.-"""*-.___.,.--"_"'[

~ Video
/ Processing

System




US 8,270,767 B2
Page 2

OTHER PUBLICATIONS

Chastain, S., Straighten a Crooked Photo and Fix Skewed Perspective

with Paint Shop Pro: Setting the Grid for Perspective Correction,
http://web.archive.org/web/20060516110012/http://graphissofit.

about.com/od/paintshoppro/ss/straighten_ 7. htm , 1 page, 2006.

Chen et al., New Calibration-free Approach for Augmented Reality
Based on Parameterized Cuboid Structure, Proceedings of the Sev-
enth IEEE International Conference on Computer Vision, Kerkyra,
Greece, Sep. 20-27, 1990, 10 pages.

Duda et al., Pattern Classification and Scene Analysis, 9 pages, Jun.
1973.

Egenhofer et al., On the Equivalence of Topological Relations, Inter-
national Journal of Geographical Information Systems, vol. 8, No. 6,

pp. 133-152, 1994.

Grammatikopoulos et al., Automatic Estimation of Vehicle Speed
from Uncalibrated Video Sequences, International Symposium on
Modern Technologies, Education and Professional Practice in Geod-
esy and Related Fields, Sofia, Bulgaria, Nov. 3-4, 2005, pp. 332-338.
Guttman, A., R-Trees: A Dynamic Index Structure for Spatial Search-
ing, Proceedings of Annual Meeting of ACM Sigmod, vol. 14, No. 2,
Boston, Massachusetts, Jun. 18-21, 1984, 13 pages.

Lowe, D.G., Distinctive Image Features from Scale-Invariant
Keypoints, International Journal of Computer Vision, Jan. 5, 2004, 28
pages.

Mikic et al., Activity Monitoring and Summarization for an Intelli-
gent Meeting Room, IEEE, 6 pages, 2000.

Park et al., A Logical Framework for Visual Information Modeling
and Management, Circuits Systems Signal Processing, vol. 20, No. 2,
pp. 271-291, 2001.

Porikli, F., Road Extraction by Point-wise Gaussian Models, Pro-
ceedings of SPIE Algorithms and Technologies for Multispectral,
Hyperspectral and Ultraspectral Imagery IX, Orlando, Florida, Apr.
21-24, 2003, 8 pages.

Rodriguez, T., Practical Camera Calibration and Image Rectification
in Monocular Road Traffic Applications, Machine Graphics and
Vision International Journal, vol. 15, No. 1, 23 pages, 2006.

Rowley et al., Neural Network-Based Face Detection, IEEE Trans-

actions on Pattern Analysis and Machine Intelligence, vol. 20, No. 1,
16 pages, Jan. 199%.

Schneidermann et al., A Statistical Method for 3D Object Detection
Applied to Faces and Cars, Proceedings of IEEE Conference on
Computer Vision and Pattern Recognition, vol. 1, Pittsburgh, Penn-
sylvania, 7 pages, 2000.

Schoepflin et al., Algorithms for Estimating Mean Vehicle Speed
Using Uncalibrated Traffic Management Cameras, taken from http://

www.wsdot.wa.gov/research/reports/fullreports/575.1 .pdf, 10
pages, Oct. 2003.
Simard et al., Boxlets: A Fast Convolution Algorithm for Signal

Processing and Neural Networks, Advances in Neural Information
Processing Systems 11, Proceedings of the 1998 Conference, 8

pages.
Song et al., Polygon-Based Bounding Volume as a Spatio-Temporal
Data Model for Video Content Access, Proceedings of SPIE, Internet
Multimedia Management Systems, Boston, Massachusetts, Nov. 6-7,
2000, 14 pages.

Sturm et al., A Method for Interactive 3D Reconstruction of
Piecewise Planar Objects from Single Images, British Machine
Vision Conference, vol. 1, 11 pages, 1999.

Tekalp, A., Digital Video Processing, Prentice Hall PTR, Upper
Saddle River, New Jersey, 11 pages, Aug. 1995.

Viola et al., Robust Real-Time Face Detection, International Journal
of Computer Vision, vol. 57, No. 2, Kluwer Academic Publishers, pp.
137-157, 2004.

Wolberg, G., Digital Image Warping, pp. 47-75, 1990.

Yang et al., A SNoW-Based Face Detector, Advances in Neural
Information Processing Systems 12, Proceedings of the 1999 Con-
ference, 9 pages.

Zhao, T., Tracking Multiple Humans in Complex Situations, IEEE
Transactions on Pattern Analysis and Machine Intelligence, vol. 26,
No. 9, IEEE Computer Society, pp. 1208-1221, Sep. 2004.
International Search Report and Written Opinion for International
Patent Application No. PCT/US2008/054762, mailed Sep. 10, 2008,

19 pages.

* cited by examiner



US 8,270,767 B2

Sheet 1 of 17

Sep. 18, 2012

U.S. Patent

O =]

LIB)SAQ
buIssao01d
O9PI/

81

Vi 9Old

L s S B anane e I




U.S. Patent

104

Wide Area
Network (WAN)

106 -

Sep. 18, 2012

104

Ve J S

Sheet 2 of 17

US 8,270,767 B2

Wireless

— Access Point




U.S. Patent Sep. 18, 2012 Sheet 3 of 17 US 8,270,767 B2

152
Video Storage
System
Building
Automation System _— 100
Communications T / Dedicated
BUS Building Video Bus
' Automation
System
154 AN
Camera w/ \_{“’: Camera w/
Video N Video
Processing — 157 Processing
Capabilities Wireless Capabilities
Camera w/ _/’
l Video 159
155 Processing
/’/- Capabilities
Camera w/
Video
158
Processing //
Capabilities Camera w/
Video
Building LAN Processing
or WAN (e.g., Capabillities
156 Ethernet)
Camera w/
Video
Processing
Capabillities

FIG. 1C



U.S. Patent Sep. 18, 2012 Sheet 4 of 17 US 8,270,767 B2

f,p.202 10
’gw—2m3
jwaMZ
{
_— 204 206 @
Distributed | F’rocessingl
Processing Server
System 208 515
_ Processor ~ _ Processor._
- Memory | | \\ | Memow,{\\\
| | | [
222/ 220 226/ 224 -
210
203 250
vy 28 @
\
S 252 254 @
Processing System

Processor 208

260 212
Memory

2527 \

FIG. 2B



U.S. Patent

US 8,270,767 B2

Sep. 18, 2012 Sheet 5 0f 17
~ 314
{
Authoring Ul
318 '/ 300
‘ {
> Sensors
~ 306
{
Y v 304 302 AIagm/Event
{ ] DR erver
Geometry .
-4 »  Client(s) ~ 308
Database < - Video {
Streaming
316 Server
Device !
Discovery
Engine Camera A Camera B
I |
310 312 /
328 330 '/ 320
Video "‘"”‘ .|  Video -
Sources Transcoder
A 332 ¢
~  Video Video
Streamer - > Recorder
326 ¢ 322
Y
Camera m/ Video Processing -*/
Controller |« » and Streaming |« »  Client(s)
(PTZ) Server
306 ¢ ¢ 304
~ Alarm/Event Geometry ~
Server Database
318 A
C
Sensors -

FIG. 3B

334

324




U.S. Patent

Sep. 18, 2012 Sheet 6 of 17 US 8.270,767 B2
360
Video Sources ::/
| 362
: o 330
| Video Source y, '/ 390
i | Video
: 264 Transcoder
' T 330 334
| Video Source - N
I Video | T Video
' 1 ! Streamer Recorder
A
358
354 356
: =
: Video Video \ | |
: Processing Processing :
| Server Server |
I
| i :
326 Y 352 ¢ 324
. Camera \--* . . \H
Video Streaming .
Controller - . Sarver - »  Client(s)
(PTZ)
306 ¢ 304 ¢
\[ N
Alarm/Event Geometry
Server Database

FIG. 3C



US 8,270,767 B2

Sheet 7 0f 17

Sep. 18, 2012

U.S. Patent

~SUOIOUN ™S bl
__luonewlojsuel] | Gt //
Y 9|4 ooy | | oM TT9W P
@C_._O_-_“_.S{ El19LUED) “ m S -
9]IS :,.,/ T |00 | | _
Gy | Uonewlojsued|
1444 B —
SINPON - N[__ pppr
\%M,__HM_M_ buissesold | \mmw
w > JUSAT/UIR|Y : :
ovy—" L | (s)eowes e
. SNV o —
@m#/ vmvj
omm\' LSISAS (s)lonlog (S)laweansg
BMUYDIY |———| " e — " oon) < 1 YJOMIBN
sbeuw | PIA
1A 7
o I I R S
oseqgeie( Jossaidwo) washis I [
A}BW0s0) obew| snuosy | @wmoocm_ _
\\. AN omv@ PIA N N
r0€ : LEY vy
JOAISS swely
jueAg _m;;wwﬂ - |
e _ S18pP099(] |
/ k \ Vev | 19zIuociysuAg OSPIA
90€ — . gLy [~ Alowspy : ads T,
0¥ ~__1- J10ssa204d 1nosn B
||||||||||||||||||||||| NOID DUISS9V0Iq 1 S|NPON
00t \M |0JJU0D
, JoAIag bulwesns pue Buissed0.d 09pIA Z1d T
228 — Gl

Jusijo d11H

/
vy —

o|NPOIA
abewl| jusi|n

Oy —

S|NPO
O3PIA JUSID

0tv \

(shuslD

/
A

gaseqgeled

O9PIA

Ly -

(+O3dIN)

(AINM)

elowe)

80y —

(93drin)

elowe)

o0y -

S82IN0S O8PIA

J

82 —




US 8,270,767 B2

Sheet S8 of 17

Sep. 18, 2012

U.S. Patent

dv Ol

Q6% —

BAIYDIY
09pPIA WSBISAS]
A1IN29g

N BlAWED

. 1 JOAISQ abew

Japoou3
O9PIA

| l1ossaldwon
abeuw|

Jainyden
owleld [enuIA

12p023aQ
Oo9PIA

1aM9g Buissan0id 09pIA

g eJjewen

ZUWUFEF<20KXYXY

Y Elslle])

S|NPON
|0J]UO%)

Zld

e laAleg sbew

J8apooud]
O3IPIA

10ssaidwon
obew|

|

Jainiden
awield [enuiA

w

1ap0o2a(
O3PIA

s - e aaaS S S S S S A I IS A I A S

lanlag Bulssanold 09pIA

ZWF2 0Ky

~~—$9¢

4015 R

JEYNETS

00 Y. JuUsSAg/ueY

aseqele(
Allowoo9)

|00 |
LQIjBeLWIoSuRl |

(S)92IAIDS O

| peo

Jlaweans
O9PIA

Jooueleqg

J
oSy —

uonew.olsuel |

TN
7

Jusl|o d11H

a|NPO
abew| jusIn

S[NPOA
OSPIA JUSID)

(shuand

A~ SUOIOUNS ™

Janlag Bulwesansg 0apIa ™

A%}

|
¥Ze —

,/f;.omm




US 8,270,767 B2

Sheet 9 of 17

Sep. 18, 2012

U.S. Patent

VS Old

20)°

ISpulllay 125 -
SRS PIYD -

S|NP=Y2S 3-S5 -
asoubeir] -

0LG -~

k m_%t__ﬁi

X
—VA_ duwso |

Y24eag

e

805

q

M

L1

=

CJ b

AxAL e’ 8021 Q021 " FO.CI AN 00-¢1
) 0 0 0 === .....M..... R
926G - 905 [ wora [ wey ]
> yoeq
N\ s>c /|_piemiod \@/
02§ -

b Ea_{J

b LWEY) —

3 Ea_{J

t OIPINY

7 ey |4

7 BT

¢ 01PNy we

_1 EEEJ

| WET) —

| DIPNY we

[of]

Uoless

_7( OIPIA JO MIIAXEIN | O3pIA

BEE- © - =0 |,

_ Loday 4 20188 | 20189 30T

oo alIsgam/.dnuy

1] ssappV ]

T T T L Lo o N R L L T T T T LT S T L T T TR WAL T T T L L L LA

S8lIOAB]  MBIA

up3 9d

POS

]
90G




dg Old .

US 8,270,767 B2

t WIely
& 01PNy Ul pajosiap ssiou oIpny - g & WED € oIpny ¢ Wed | wed _m_ |4
wd | INAVIV NLV 1V NJV1V ANV IV ¢ We) —
C WED JO M3IA Ul 192[q0 BulAoy -
¢ W]y IIA
| WED WOl Wy -

T Goo o9 - . ] £ oIpNY —
— : .. | o LWIEY
J mgmzu_ ms_mL_ SI00L/ 1IN eny {ueng | wuely ]

¢ WE) —

” A ] Z OIpNY ——
o L L Wiy
= F_ ]
0 L WET) e
1 .__._..___.T .._.J_
~e s’ AR | CIPNY
% B T Hun. _ o = b,._r IIIIIII _
...._._..._.._. .___.,._.. .\ ......._......
2 A o N na O
S :._ ﬁ I....__...._____.... - . | _._L..
. R PR ;!
" 3 S iz (—
v __..._. ...... ;
R - .
| [][ swsn]| [ N W N (O—
— ;—* P

+, % ] L
100 T | | N A
I — ,_ -
v .__... |
I ,_. 1
\ .. _
..llnl_j ' |

ﬁ SS900Y ﬁ@omv?.ﬁ Emn_ ._g.u_u_m mSL

o |

HOYUYHS

Sep. 18, 2012

k 1914 1ioday ﬁ SDIAS(] F 591A3(] ¥DQ7

’ \, -

9 (€] |~ woo aysgamyr:dny [] | sseipdy

TOIEEI @ ﬂ ﬂ s (© < weaBd) » SOMICABS  MIIR WP 915

U.S. Patent




U.S. Patent Sep. 18, 2012 Sheet 11 of 17 US 8,270,767 B2
602
600 Record At Least One Parameter from Multiple Cameras -/
\» $ 604
Obtain an Approximate Location for Each Camera —-/
& 606
Process the Approximate Location and the Camera _/
~arameters to Build Adjacency Relationship Data
610
Camera Data ._..#--/
612 614
\-- Camera Name Camera Type ~/
616~
\ Location
618 622
\._| Screen Coordinate Elevaton | |/
620 : 624
Normalized World .
N | Coordinate GPS Coordinate | |/
626 628
| Number of Views Focal Length | /
630 632
]  LensSize Zoom Level | /
634
- Camera View Data
Surfar:eﬁ Fle_ld of View ID |
Normal —~ View =~ 1
630 638 640
Camera Adjacency/ —mz
Correspondence Table

FIG. 6B



U.S. Patent Sep. 18, 2012 Sheet 12 of 17 US 8,270,767 B2

v v
V1 —> C2V1 V1 —> C1V1 —> C1V2 —> C1V3

FIG. 6D



U.S. Patent Sep. 18, 2012 Sheet 13 of 17 US 8,270,767 B2

700 702
\‘ Obtain Two Images for Comparison

704
Detect and Calculate Image Properties (Corners,
Triangles, etc.) for Two Images

7006
Correlate Image Properties Between Two Images
708
Calculate Transformation Function Between the
Images Using Correlated Image Properties
710

Utilize Transformation Function to Provide Stitched
Video

FIG. 7



U.S. Patent Sep. 18, 2012 Sheet 14 of 17 US 8,270,767 B2

8053 805b
J J
804 -/ /
/ —
Y
Recelve Images 801 801
from Cameras
806

Detect Corner
Points in First
Image from First
Camera

808

y j 805a —~

Find Triangles Iin
First Image from
First Camera

305b

810 \\ /j
Y j / > B

Detect Corners and A A
Find Triangles in
Second Image from
Second Camera

i D D C
To FIG. 8B




U.S. Patent Sep. 18, 2012

From FIG. 8A 8055

Sheet 15 0f 17

B

Correlate Corner
Points in Images to

Obtain Set of Most

Likely Points
38054
814\
K
/ 3
Y
Remove Triangles A
in Images Not
Related to Set of E
Most Likely Points C
l 5
To FIG. 8C
805a l
-
B
A
C
D

FIG. 8B

US 8,270,767 B2

805b

805b




U.S. Patent Sep. 18, 2012 Sheet 16 of 17 US 8,270,767 B2

From FIG. 8B

} 816
~ ForEach \ \

Triangle in First "'" <

. \.
Image
l 818 A
Find Corresponding
Triangle(s) in C
Second Image C

e T *

For Each A A
Possible Triangle *"" ® M —
Match 1]
'" ' 322
l C -

/

Compute Scaling Translation Rotation
Transformation | | Matrix Matrix Matrix
Function Between
Triangles

824
Y /
Compute
Transformation
Function Between
Images

826

Y /

Prune Noise

828 30
Y /
Qutput
Transformation

Function F | G : 8C




U.S. Patent Sep. 18, 2012 Sheet 17 of 17 US 8,270,767 B2

900
007 Processing Circuit
904
Memory 306
Camera Relationship Module
908
Corner Detection Module
910
Corner Correlation Module
912
Triangle Calculation Module
914
Triangle Transformation Module
916
Image Transformation Module
918

Rendering Module

FIG. 9



US 8,270,767 B2

1

SYSTEMS AND METHODS FOR PROVIDING
IMMERSIVE DISPLAYS OF VIDEO CAMERA
INFORMATION FROM A PLURALITY OF
CAMERAS

CROSS-REFERENCE TO RELATED PATENT
APPLICATIONS

The present application claims the benefit of U.S. Provi-
sional Application No. 61/045,553, filed Apr. 16, 2008 and

U.S. Provisional Application No. 61/093,232, filed Aug. 29,
2008. U.S. Provisional Application Nos. 61/045,553 and
61/093,232 are hereby incorporated by reference in their
entireties.

BACKGROUND

The present disclosure relates generally to the field of
video processing. More specifically, the present disclosure
relates to the field of video surveillance processing, video
storage, and video retrieval.

Conventional video systems display or record analog or
digital video. In the context of surveillance systems, the video
1s often monitored by security personnel and recorded for
tuture retrieval and playback. For systems with multiple cam-
eras, video camera content from different cameras 1s typically
shown on a bank of displays or monitors. Security personnel
can 1nteract with the monitor bank via a user interface (e.g., a
workstation). A video server recetves mput from the video
cameras and the user interface can be used to control which
camera content 1s displayed at any one time. The monitors are
often labeled and an overhead map of an area of interest (e.g.,
a map ol an airport) 1s provided to the security personnel
(typically on paper) so that the security personnel can match
a momnitor’s content to the approximate camera location.
When people or objects of interest move from camera to
camera, conventional surveillance systems typically do not
provide security personnel with an intuitive way to view such
movement. For example, security personnel may need to
remember that “monitor D” shows an object that has just
moved south from the camera corresponding to “monitor K.”

The Applicant has 1dentified a need for providing content
from a plurality of video cameras to a user (e.g., security
personnel, law enforcement officers, process engineers, etc.)
in a manner that visually relates the content from different
cameras on a single electronic display screen.

SUMMARY

One embodiment relates to a system for providing stitched
video from a first camera and a second camera to an electronic
display system. The system includes a processing circuit con-
figured to associate a view a first camera with an approximate
location. The processing circuit 1s further configured to build
relationship data between the first camera and a second cam-
era using the approximate location. The processing circuit 1s
turther configured to transform video from the first camera
relative to video from the second camera, the transformation
based on the relationship data. The processing circuit 1s fur-
ther configured to use the transformed video to cause the
stitched video to be provided to the electronic display system.

Another embodiment relates to a system for providing
stitched video from a plurality of cameras to an electronic
display system. The system includes a processing circuit con-
figured to detect corners 1n a first image from a first camera
and to detect corners 1n a second 1mage from a second camera.
The processing circuit 1s configured to correlate a plurality of
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2

detected corner points 1n the first image and the second 1mage
to obtain a set of most likely pairs. The processing circuit 1s

further configured to calculate triangles formed by corner
points relating to the set of most likely pairs. The processing
circuit 1s also configured to correlate calculated triangles 1n
the first image with calculated triangles in the second 1image.
The processing circuit 1s yet further configured to compute a
transformation function between the correlated triangles. The
processing circuit 1s also configured to utilize the transforma-
tion function to transform video from at least one of the first
camera and the second camera to provide the stitched video to
the electronic display system.

Another embodiment relates to a computer program prod-
uct. The computer program product includes a usable
medium having computer readable program code embodied
therein. The computer readable program code 1s adapted to be
executed to implement a plurality of steps. The steps include
detecting corners 1n a first image from a first camera, detect-
ing corners 1n a second image from a second camera, and
correlating the detected corners in the first image and the
second 1mage to obtain a set of most likely pairs. The steps
turther include calculating triangles formed by corner points
of the set of most likely pairs, computing a transformation
function between correlated triangles, and utilizing the trans-
formation function to transform a perspective view provided
by the first camera to match a perspective view provided by
the second camera.

Alternative exemplary embodiments relate to other fea-
tures and combinations of features as may be generally
recited in the claims.

BRIEF DESCRIPTION OF THE FIGURES

The disclosure will become more fully understood from
the following detailed description, taken in conjunction with
the accompanying figures, wherein like reference numerals
refer to like elements, 1n which:

FIG. 1A 15 a perspective view of a video surveillance sys-
tem including a video camera, a video processing system, and
a client terminal, according to an exemplary embodiment;

FIG. 1B 1s a diagram of a building automation system
having a plurality of cameras and a video processing system,
according to an exemplary embodiment;

FIG. 1C 1s a block diagram of a building automation sys-
tem, 1ncluding video processing capabilities, according to an
exemplary embodiment;

FIGS. 2A-B are block diagrams of video processing sys-
tems, according to exemplary embodiments;

FIGS. 3A-C are block diagrams of systems for providing
video to a graphical user interface, according to exemplary
embodiments;

FIG. 4A 1s a more detailed block diagram of the system of
FIG. 3B, according to an exemplary embodiment;

FIG. 4B 1s a more detailed block diagram of the system of
FIG. 3C, according to an exemplary embodiment;

FIG. 5A 15 an 1llustration of a graphical user interface view
that can be generated and displayed using the systems and
methods of the present disclosure, according to an exemplary
embodiment;

FIG. 5B 1s an 1llustration of another graphical user inter-
face view that can be generated and displayed using the
systems and methods of the present disclosure, according to
an exemplary embodiment;

FIG. 6 A 15 a tlow chart of a process for providing stitched
video, according to an exemplary embodiment;

FIG. 6B 1s a block diagram for camera data organization
and storage, according to an exemplary embodiment;
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FIG. 6C 1s a view of cameras and fields of view associated
with the cameras, according to an exemplary embodiment;

FIG. 6D 1s an illustration of a linked list used to associate
adjacent camera and camera views, according to an exem-
plary embodiment;

FI1G. 7 1s a flow chart for receiving images and outputting a
image based on the input 1mages, according to an exemplary
embodiment;

FIGS. 8A-C are flow diagrams and illustrations of a pro-
cess for receving 1images from two cameras and determining
a transformation function between two 1images from the two
cameras, according to an exemplary embodiment; and

FI1G. 9 1s a block diagram of a processing circuit used for
the systems and methods of the present disclosure, according,
to an exemplary embodiment.

(Ll

DETAILED DESCRIPTION OF TH
EXEMPLARY EMBODIMENTS

Before turning to the figures, which 1llustrate the exem-
plary embodiments 1n detail, 1t should be understood that the
application 1s not limited to the details or methodology set
forth 1n the description or illustrated in the figures. It should
also be understood that the terminology 1s for the purpose of
description only and should not be regarded as limiting.

Referring generally to the figures, a system and method for
providing graphical user interfaces 1s shown and described.
The graphical user interfaces can include video from multiple
video sources. The video from the multiple sources 1s
manipulated to create an immersive display of the informa-
tion whereby scenes from adjacent cameras are joined (e.g.,
“stitched”) together. A user of the graphical user interfaces
can manipulate the scene to change his or her vantage point,
and the system will process the user’s mput to change the
joined scene to a new vantage point. The system can use
transiformed two-dimensional video from a plurality of cam-
eras to provide an expanded display environment.

General System Architecture

Referring to FIG. 1A, a perspective view of a video camera
12, video processing system 14, and client terminal 16 1s
shown, according to an exemplary embodiment. Video cam-
era 12 may be used for surveillance and security purposes,
entertainment purposes, scientific purposes, or any other pur-
pose. Video camera 12 may be an analog or digital camera and
may contain varying levels of video storage and video pro-
cessing capabilities. Video camera 12 1s communicably
coupled to video processing system 14. Video processing
system 14 may recerve input from a camera 12 in addition to
a plurality of other video inputs 18 (e.g., from other cameras).
Video processing system 14 can conduct a variety of process-
ing tasks on data received from the video cameras. For
example, the processing tasks may include preparing the
video for display on a graphical user interface that can be
shown on electronic display 18 of client terminal 16. Via the
graphical user interface, video processing system 14 can pro-

vide local or remote video monitoring, searching, and
retrieval features to client 16.

The environment 10 1 which video camera 12 1s posi-
tioned to capture video from may be an indoor or outdoor
area, and may 1include any number of persons, buildings, cars,
spaces, zones, rooms, or any other object or area that may be
either stationary or mobile. The communication connection
between the video cameras and the video processing system
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14 may be wired, wireless, analog, digital, internet protocol-
based, or use any other suitable communication systems,
methods, or protocols.

Referring now to FIG. 1B, a building automation system
(BAS) 100 having video processing capabilities 1s shown,
according to an exemplary embodiment. A BAS 1s, in general,
a hardware and software system configured to control, moni-
tor, and manage equipment 1n or around a building or building
area. The BAS as illustrated and discussed 1n the disclosure 1s
an example of a system that may be used 1n conjunction with
the system and methods of the present disclosure; however,
other building systems may be used as well. Video processing
hardware and soiftware (e.g., central database management
system software, web server software, querying soltware,
interface software, etc.) may reside on various computing
devices of BAS 100 (e.g., an application and data server, a
web server, an enterprise server, a network automation
engine, ¢tc.). Cameras with video processing capabilities
may be communicably connected to BAS 100. For example,
cameras 140 and 141 are shown as components of or con-
nected to BAS 100. Camera 141 and video processing system
143 are shown coupled to a network (which could be a build-
ing LAN, a WAN, an Ethernet network, an IP network, etc.).

BAS 100 may include one or more supervisory controllers
(e.g., a network automation engine (NAE)) 102 connected to
a proprietary or standard communications network such as an
IP network (e.g., Ethernet, WiF1, ZigBee, Bluetooth, etc.).
Supervisory controllers 102 may support various field-level
communications protocols and/or technology, including vari-
ous Internet Protocols (IP), BACnet over IP, BACnet Master-
Slave/Token-Passing (MS/TP), N2 Bus, N2 over FEthernet,
Wireless N2, LonWorks, ZigBee, and any number of other
standard or proprietary field-level building management pro-
tocols and/or technologies. Supervisory controllers 102 may
include varying levels of supervisory features and building
management features. The user interface of supervisory con-
trollers 102 may be accessed via terminals 104 (e.g., web
browser terminals) capable of communicably connecting to
and accessing supervisory controllers 102. For example, FIG.
1B shows multiple terminals 104 that may variously connect
to supervisory controllers 102 or other devices of BAS 100.
For example, terminals 104 may access BAS 100 and con-
nected supervisory controllers 102 via a WAN, an Internet
location, a local IP network, or via a connected wireless
access point. Terminals 104 may also access BAS 100 and
connected supervisory controllers 102 to provide information
to another source, such as printer 132.

Supervisory controllers 102 may be connected to a variety
of BAS devices. The devices may include, among other
devices, field equipment controllers (FECs) 106 such as field-
level control modules, variable air volume modular assem-
blies (VMASs) 108, integrator units, room controllers 110,112
(e.g.,a variable air volume (VAV) device or umit such as a VAV
box), other controllers 114, unitary devices 116, zone con-
trollers 118 (e.g., an air handling umt (AHU) controller),
boilers 120, fan coil units 122, heat pump units 124, unit
ventilators 126, expansion modules, blowers, temperature
sensors, flow transducers, other sensors, motion detectors,
actuators, dampers, heaters, air conditioning units, etc. These
devices may generally be controlled and/or monitored by
supervisory controllers 102. Data generated by or available
on the various devices that are directly or indirectly connected
to supervisory controllers 102 may be passed, sent, requested,
or read by supervisory controllers 102 and/or sent to various
other systems or terminals 104 of BAS 100. The data may be
stored by supervisory controllers 102, processed by supervi-
sory controllers 102, transformed by supervisory controllers
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102, or sent to various other systems or terminals 104 of the
BAS 100. As shown 1n FIG. 1B, the various devices of BAS
100 may be connected to supervisory controllers 102 with a
wired connection or with a wireless connection.

Still referring to FIG. 1B, an enterprise server 130 (e.g., an
application and data server (ADS)) 1s shown, according to an
exemplary embodiment. Enterprise server 130 1s a server
system that includes a database management system (e.g., a
relational database management system, Microsoit SQL
Server, SQL Server Express, etc.) and server soitware (e.g.,
web server software, application server software, virtual
machine runtime environments, etc.) that provide access to
data and route commands to components of BAS 100. For
example, enterprise server 130 may serve user interface appli-
cations. Enterprise server 130 may also serve applications
such as Java applications, messaging applications, trending
applications, database applications, etc. Enterprise server 130
may store trend data, audit trail messages, alarm messages,
event messages, contact information, and other BAS-related
data. Terminals may connect to enterprise server 130 to
access the entire BAS 100 and historical data, trend data,
alarm data, operator transactions, and any other data associ-
ated with BAS 100, 1ts components, or applications. Various
local devices such as printer 132 may be attached to compo-
nents of BAS 100 such as enterprise server 130.

Still referring to FIG. 1B, BAS 100 may include one or
video cameras 140, 141 and associated video processing sys-
tem hardware 142, 143. According to one exemplary embodi-
ment, camera 140 and video processing system hardware 142
may be connected to a general purpose network. According to
another exemplary embodiment, camera 141 and video pro-
cessing system hardware 143 may be connected to supervi-
sory controller 102. Cameras 140, 141 and hardware 142, 143
may be communicably coupled to BAS 100 1n a variety of
ways (e.g., via a BAS communications bus, via a building
LAN, WAN, Ethernet connection, etc., via a wireless connec-
tion, via a dedicated video bus, etc.). Cameras 140, 141 and
hardware 142, 143 may interact with BAS 100 as described
herein (e.g., to retrieve device location information, to obtain
security information, to obtain alarm/event information, etc.).
BAS 100 may include METASY'S building automation com-
ponents sold by Johnson Controls, Inc. BAS 100 may also (or
alternatively) include the P2000 Security Management Sys-
tem sold by Johnson Controls, Inc. According to some exem-
plary embodiments, as an alternative to the video processing
system hardware 142, 143, the video processing hardware
and software described in the present application can be
implemented 1n a supervisory controller, an application and
data server, or an enterprise server of a BAS.

Referring to FIG. 1C, BAS 100 1s shown to have video
processing capabilities, according to an exemplary embodi-
ment. Video processing may be done 1n a distributed fashion
and the systems (communication systems, processing sys-
tems, etc.) of BAS 100 may be able to execute and support a
distributed video processing system. For example, BAS 100
may be able to serve or otherwise provide a query interface for
a video processing system. The data of the video surveillance
system may be communicated through the various data buses
or other communications facilities of BAS 100.

Some video processing software (e.g., central database
management system software, web server software, querying,
soltware, interface software, etc.) may reside on various com-
puting devices of BAS 100 (e.g., application and data server,
web server, network automation engine, etc.). Cameras with
video processing capabilities may be commumnicably con-
nected to BAS 100. For example, cameras 154 and 135 are
shown using a BAS communications bus, camera 156 1s
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shown using a building LAN, WAN, FEthernet connection,
etc., camera 157 1s shown using a wireless connection, and
cameras 158 and 159 are shown using a dedicated video bus.
A supplemental video storage system 152 may be coupled to
BAS 100. Other video processing devices may be distributed
near the cameras. Cameras 154-159 with video processing
capabilities may have embedded processing hardware and/or
soltware or may be cameras connected to distributed process-
ing devices.

Referring now to FIG. 2A, a block diagram of a video
processing system 200 1s shown, according to an exemplary
embodiment. Digital or analog cameras 202 are shown com-
municably coupled to a distributed processing system 204.
Distributed processing system 204 1s shown communicably
coupled to a central database or processing server 206. Cli-
ents 210 and 212 are shown connected to processing server
206. Clients 210 or 212 may be connected to server 206 via a
direct connection, a network connection, a wired connection,
a wireless connection, a LAN, a WAN, or by any other con-
nection method. Clients 210 or 212 may also be connected to
the server via an Internet connection 208. System 204 may
include a processor 220 and memory 222 and server 206 may
include a processor 224 and memory 226.

Referring to FI1G. 2B, a block diagram of a video process-
ing system 230 1s shown, according to another exemplary
embodiment. Video processing system 2350 may include digi-
tal or analog video cameras 203 commumnicably coupled to a
processing system 254. System 254 may include a processor
260 and memory 262. Video camera 203 may include differ-
ent levels of video processing capabilities ranging from hav-
ing zero embedded processing capabilities (1.€., a camera that
provides an unprocessed mput to a processing system) to
having a significant camera processing component 252.
When a significant amount of video processing i1s conducted
away Irom a central processing server, video processing sys-
tem 254 may be referred to as a distributed video processing
system (e.g., distributed processing system 204 of FIG. 2A).
According to various exemplary embodiments, the majority
of the video processing 1s conducted in a distributed fashion.
According to other exemplary embodiments, over eighty per-
cent of the processing 1s conducted 1n a distributed fashion.
Highly distributed video processing may allow video pro-
cessing systems that scale to meet user needs without signifi-
cantly upgrading a central server or network. In yet other
exemplary embodiments, the video processing 1s conducted
by a processing server and 1s not substantially distributed
away {rom the processing server.

Referring further to FIGS. 2A-2B, processing systems 200,
250 are shown to 1nclude a processor and memory. The pro-
cessor may be a general purpose processor, an application
specific processor, a circuit containing processing compo-
nents, a group of distributed processing components, a group
of distributed computers configured for processing, etc. The
processor may be or include any number of hardware com-
ponents for conducting data or signal processing or for
executing computer code stored 1n memory. A processor may
also be 1ncluded in cameras 202, 203 (e.g., 1n camera pro-
cessing component 2352). The memory may be one or more
devices for storing data and/or computer code for completing
or facilitating the various methods described 1n the present
description. The memory may include volatile memory or
non-volatile memory. The memory may include database
components, object code components, script components, or
any other type of mformation structure for supporting the
various activities of the present description. According to an
exemplary embodiment, any distributed or local memory
device may be utilized with the systems and methods of this
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description. According to an exemplary embodiment the
memory 1s communicably connected to the processor (e.g.,
via a circuit or any other wired, wireless, or network connec-
tion) and 1includes computer code for executing one or more
processes described herein.

Referring now to FIG. 3A, a block diagram of a system 300
for providing video to a graphical user interface 1s shown,
according to an exemplary embodiment. System 300 15 a
system wherein a relatively large amount of the graphical user
interface processing activities are conducted by client(s) 302.
Client 302 1s shown communicably coupled to geometry
database 304, alarm/event server 306, and video streaming
server 308.

Geometry database 304 1s configured to store imformation
regarding the placement, geospatial location, orientation, and
properties ol devices relative to the environment 1n which
they are placed. According to various exemplary embodi-
ments, geometry database 304 also stores information regard-
ing the placement, geospatial location, orientation, and prop-
erties ol devices relative to each other. The devices for which
geometry information 1s stored include cameras 310 and 312.
The devices for which geometry information 1s stored can
also 1include BAS devices (e.g., occupancy sensors, move-
ment sensors, door access systems, building doors, etc.).

Geometry database 304 may be stored 1n a memory device
of a BAS, a dedicated storage server, the video streaming
server, or otherwise. Geometry database 304 can be popu-
lated and updated 1n a variety of ways. For example, geometry
database 304 can be populated and updated using an author-
ing user mtertace (UI) 314 as described 1n U.S. application
Ser. No. 12/135,043, filed Jun. 6, 2008, the entirety of which
1s hereby incorporated by reference. Geometry database 304
can also be populated and updated using one or more device
discovery engines 316. A device discovery engine 1s a system
(or software module of a video streaming server) configured
to determine the geometry information (e.g., placement,
geospatial location, ornentation, environment properties,
device properties, etc.) relating to a device without human
interaction (or with reduced human interaction). For
example, a module embedded in each device (e.g., cameras
310, 312) can communicate seli-determined information
(e.g., GPS coordinates, building coordinates, room of occu-
pancy, field of view, etc.) to device discovery engine 316.
Device discovery engine 316 can store the information in
geometry database 304 and derive geometry information for
storing 1n geometry database 304 from the information com-
municated to it by the modules embedded 1n the devices.
According to other exemplary embodiments, each device
includes a device discovery module that the device 1s able to
execute to determine its own geometry information. The
device 1s then configured to communicate 1ts geometry infor-
mation to geometry database 304.

Referring further to FIG. 3A, an alarm/event server 306 1s
shown communicably coupled to client 302. Alarm/event
server 306 can be a BAS controller (e.g., supervisory control-
ler, enterprise controller, etc.) configured to store and provide
alarm/event information to client 302 (e.g., on a pushed basis,
on request, etc.). The alarm/event information provided to
client 302 can be information directly relating to cameras 310
and 312. For example, 1f camera 312 1s determined to be
malfunctioning, this information would be communicated
from alarm/event server 306 to client 302 for display to a user.
According to other exemplary embodiments, alarm/event
server 306 can be configured to associate a camera field of
view or another property (e.g., camera location, camera prox-
imity, etc.) with inputs recerved from a BAS device such as an
occupancy sensor. When client 302 receives information
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from alarm/event server 306 indicating that a certain building
space 1s occupied, client 302 can use the information to auto-
matically select and display video from a camera pointed
toward a field of view coinciding with the area sensed by the
occupancy sensor. U.S. application Ser. No. 12/135,043
describes other ways 1n which an alarm/event server can be
used with video processing systems, cameras, and/or geom-
etry data.

Sensors 318 are shown communicably coupled to geom-
etry database 304. Sensors 318 can include any number or
type of non-camera sensors that can provide puts to the
system (e.g., temperature sensors, proximity sensors, occu-
pancy sensors, infrared sensors, etc.). Sensors 318 can also be
configured to provide mputs to video streaming server 308
and alarm/event server 306. Using geometry information
(e.g., location information and information regarding corre-
lations between sensors and cameras, sensors and other sen-
sors, or sensors and building locations) stored in geometry
database 304, the client 302, the video streaming server 308,
or the alarm/event server 306 can be configured to make
automated decisions regarding any number of user interface
activities. For example, alarm/event server 306 can be con-
figured to suppress or advance alarms or events based on
consistencies between data provided by one sensor relative to
data provided by another sensor and/or a camera. Geometry
information for sensors stored in geometry database 304 may
be populated or updated based on activities such as those
described 1 U.S. application Ser. No. 12/135,043. For
example, an estimation of location may be set based on user
iput to a floor plan while mathematical relationships are
used to correlate sensors (or other building devices) to each
other or to building spaces.

Referring now to FIG. 3B, another exemplary system 320
for providing video to a graphical user interface 1s shown. In
the embodiment of FIG. 3B, a video processing and stream-
ing server 322 conducts a larger portion of the processing and
generation of the content for the graphical user interfaces
provided to clients 324 than video streaming server 308 of
FIG. 3A. Accordingly, client(s) 324 of the embodiment
shown 1 FIG. 3B can be “thin™ clients (e.g., web browser-
based clients) storing little of the processing code or data
specific to the generation of the graphical user interface.

Video processing and streaming server 322 1s communica-
bly coupled to a camera controller 326. According to an
exemplary embodiment, camera controller 326 may be a pan,
t1lt, and zoom (PTZ) controller, allowing for control of the tilt
or zoom o1 the camera as well as the area 1n which the camera
may pan over. Camera controller 326 1s coupled to video
sources 328 and may provide video sources 328 or video
processing and streaming server 322 with camera configura-
tion information.

Video processing and streaming server 322 may receive
video obtained from video sources 328 via video transcoder
330 and video streamer 332. Using video obtained from video
sources 328, video processing and streaming server 322 1s
configured to provide transcoded or otherwise prepared video
information (e.g., streams, transcoded files, etc.) to clients
324 for display via a graphical user interface. Further, video
processing and streaming server 322 can use geometry data
from geometry database 304 for forwarding geometry infor-
mation to clients 324. Video streaming server 332 can also use
the geometry data or alarm/event data from server 306 for
making any number of processing decisions that may affect
the data/information provided to clients 324.

Video transcoder 330 may be coupled to video sources 328
and may receive a video input from sources 328. Sources 328
may include any number of cameras, security system video
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archives, or other video providing sources (e.g., another video
processing system). Video transcoder 330 may be generally
configured to accept the video input and to transcode the input
for video streamer 332 and video processing and streaming
server 322. Transcoding may include compressing the video,
encrypting the video, converting the video from one format to
another, or the like.

Video streamer 332 may be configured to receive a video
input from transcoder 330 and to stream the video input.
Video streamer 332 may be coupled to server 332 and provide
or receive a video mput for processing or streaming. Video
streamer 332 may prepare and control video received from
the transcoder for transmission to clients 324. The prepara-
tion and control may include packaging, negotiating, and
transmitting the video according to a streaming media proto-
col (e.g., the real time streaming protocol (RTSP), a real-time
transport protocol (RTP), etc.).

Video recorder 334 may be coupled to video streamer 332
and may archive video recerved from video streamer 332. In
some exemplary embodiments, video transcoder 330, video
streamer 332, video recorder 334, and video processing and
streaming server 322 may be configured differently. For
example, 1n some embodiments, raw video received from
video sources 328 may be recorded or archived by video
recorder 334 prior to any transcoding, streaming, or process-
ing activities. In vet other embodiments, the video 1s pro-
cessed prior to transcoding or streaming.

In FIG. 3B, sensors 318 are shown communicably coupled
to alarm/event server 306. As described above, sensors 318
can include any number or type of non-camera sensors that
can provide mputs to the system (e.g., temperature sensors,
proximity sensors, occupancy sensors, infrared sensors, etc.).
Sensors 318 can also be configured to provide inputs to video
processing and streaming server 322 and alarm/event server
306. Using geometry information (e.g., location information
and information regarding correlations between sensors and
cameras, sensors and other sensors, or sensors and building
locations) stored 1n geometry database 304, the client 302, the
video processing and streaming server 322, or the alarm/event
server 306 can be configured to make automated decisions
regarding any number of user interface activities. For
example, the alarm/event server can be configured to suppress
or advance alarms or events based on consistencies between
data provided by one sensor relative to data provided by
another sensor and/or a camera. Further, video processing and
streaming server 322 may be configured to automatically
provide a camera view on the user interface that 1s calculated
to provide a good viewing angle of a space relating to an alarm
or event imtiated based on sensor 318 activity. For example, 1f
one of sensors 318 detects a fire 1 a first building space,
alarm/event server 306 may be configured to forward this
information to video processing and streaming server 322.
With this information, video processing and streaming server
322 may be configured to rotate, zoom, or otherwise change
a video scene shown on clients 324 so that the first building
space 1s shown. Accordingly, when a problem or event 1s
detected, client 324 can immediately (or nearly immediately)
change so that personnel can view the potential problem or
event—rather than having to manually switch to a relevant
camera. Prior to switching, however, alarm/event server 306
or video processing and streaming server 322 may be config-
ured to check the event for consistency with inputs provided
from one or more other sensors 318, reducing the number or
frequency of false scene changes at clients 324.

Referring now to the embodiment shown 1 FIG. 3C, a
system 350 for providing the distributed processing of video
from a plurality of video sources 360 1s shown, according to
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an exemplary embodiment. In system 350, video streaming
server 352 may be configured to recerve the same information
and cause the same graphical user interface to be generated as
are provided by clients 302 and 324 of FIGS. 3A-B. In the
embodiment shown 1n FIG. 3C, however, the back-end video
processing of system 3350 1s distributed (e.g., distributed to
different machines, different processors, etc.). Multiple video
processing servers (e.g., video processing servers 354 and
356) are 1included with system 330 for providing processed
video to video streaming server 352. In systems having video
from many video sources 360 (e.g., multiple video sources
362-364) or high resolution video sources, the distributed
nature of video processing servers 354, 356 may provide
system 350 with improved display capabilities. According to
an exemplary embodiment, video sources 360 are connected
to a common network 358 (e.g., a high-speed video bus, an
Ethernet network, an IP-compatible network, etc.). In the
embodiment of system 350, sources 360 are coupled to net-
work 358 via a video transcoder 330 and video streamer 332.
Video processing servers 354 and 356 are also communicably
coupled to network 358. Certain video processing servers can
be configured to receive and process video from certain spe-
cific video sources. Also (or alternatively), some video pro-
cessing servers can be configured to receive and process
video from any of the available video sources. It should be
noted that one or more of the video sources 360 can be video
databases stored on one or more video storage devices (e.g.,
hard disks, optical disks, solid-state memory, etc.). In an
embodiment where one or more video sources 360 are video
databases, cameras of the system feed video information to
the databases for processing by video processing servers 354,
356. Geometry database 304 can be local to video streaming
server 352 or may be connected via a remote/networked con-
nection. Alarm/event server 306 1s shown as local to video
streaming server 352 but could be communicably connected
to one or more of the other system components (e.g., clients
324).

Referring now to FIG. 4A, a close-up and more detailed
block diagram of system 320 shown 1n FIG. 3B 1s 1llustrated,
according to an exemplary embodiment. System 320 1s shown
to include video processing and streaming server 322, video
sources 328, and client(s) 324. Server 322 generally recetves
video streams from video sources 328, transcodes the video to
another format and/or bit rate, and provides both the stream-
ing video and non-streaming video components of the graphi-
cal user interface to client(s) 324 for display. Server 322 is
shown to include processing circuit 400 and communications
interfaces 402 and 404.

Communications interfaces 402 and 404 are one or more
devices for facilitating communications between server 322
and other connected devices (e.g., video sources 328, client(s)
324, alarm/event server 306, gecometry database 304, etc.).
Communications interfaces 402 and 404 can be Ethernet
interfaces, WikF1 interfaces, IEFEE 802.11 interfaces, IFEE
802.15 mterfaces, optical communications mterfaces, or any
other interfaces configured to facilitate wired and/or wireless
communications. Communications interfaces 402, 404 can
include a jack, a terminal, a plug-in location, or any other
hardware for physically connecting a wire. Communications
interfaces 402, 404 may include an antenna 1f communica-
tions interfaces 402, 404 are configured for wireless commu-
nications. Communications interfaces 402, 404 can be stan-
dard communications  interfaces  configured  for
communications via standard IT and/or IP protocols. Com-
munications interfaces 402, 404 can also (or alternatively) be
configured to communicate using proprietary communica-
tions protocols or security or building automation system




US 8,270,767 B2

11

protocols. Communications interfaces 402 and 404 may be
different or the same. For example, communications interface
402 could be a standard IT interface (e.g., an Ethernet card
with appropriate software) while communications interface
404 could be a proprietary interface (e.g., circuitry for coms-
municating with a proprietary building automation system
bus, circuitry for communicating using a proprietary security
network, etc.).

Referring still to FIG. 4A, video sources 328 are shown to
include a plurality of cameras 406-410 and a video database
412. As shown, each of cameras 406-410 provide different
digital video output (e.g., MIPEG, MPEG 4, WMY, etc.). It
should be appreciated that video sources 328 may include any
number of cameras. Some of the cameras may be the same
and others may be different. The output provided by the
cameras can be compressed and formatted 1n any number of
standard or proprietary formats. Additional video can be
stored 1n one or more video databases that can be local or
remote from system 320 and server 322. A video database
(and accompanying processing circuitry) can be configured
to record and archive video received from the plurality of
cameras as described in U.S. application Ser. No. 12/036,053,
filed Feb. 22, 2008. It should be noted that one or more of
cameras 406-410 may be analog cameras configured to pro-
vide analog video signals, with server 322 or an intermediate
component providing analog-to-digital conversion.

Network 414 can be a single LAN, a WAN, multiple dif-
terent networks, a wired network, a wireless network, or any
other suitable network for sending and receiving video infor-
mation. The portion of network 414 between video sources
328 and server 322 may be a specialized video bus or high-
speed video network. The portion of network 414 between
server 322 and client(s) 324 may be a standard WAN, LAN,
an Fthernet-based network (e.g., 10Base-1, 100Base-T,
1000Base-T, etc.), the Internet, or any other suitable network.
According to various embodiments the network 414 between
server 322 and sources 328 and the network 414 between
server 322 and client(s) 324 is the same network.

Video processing and streaming server 322 1s shown to
include processing circuit 400 having a variety of compo-
nents for processing video and for serving graphical user
interface components (e.g., video, html, etc.) to client(s) 324.
Digital video received from video sources 328 (e.g., via net-
work 414 and communications intertace 402) 1s received by
video decoders 416. Video decoders 416 may include at least
one decoding module (e.g., executable computer-code stored
in a memory device for decoding video) per codec or format
received from video sources 334. Video decoders 416 may be
configured to temporarily store decoded video sequences 1n
memory device 418 or 1n another memory device of or con-
nected to server 322.

After decoding, the decoded video sequences (e.g., raw
image sequences with timing information) are then processed
by frame grabbers 422. Frame grabbers 422 are devices or
modules that capture a subset of the frames provided to 1t by
video decoders 416. According to an exemplary embodiment,
frame grabbers 422 are synchronized (e.g., by synchronizer
424). This synchronization process can, for example, be
based on a clock signal of processing circuit 400, based on
time mformation provided with the video information from
the video sources, or otherwise. The synchronization can be
coniigured to ensure that frames of the same time and content
are used 1n later processing and streaming.

Frames grabbed by frame grabbers 422 can then provide
the video to video encoders 426. Video encoders 426 are
configured to encode and compress the raw i1mages they
receive mto one or more video formats for use by video
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streamer(s) 428 and client video module 430. One or more
encoded video signals streams or files can be used by video
streamer(s) 428. According to an exemplary embodiment,
video encoder(s) 426 1s a Windows VC-1 encoder and video
streamer(s) 428 1s a VC-1 streamer (e.g., configured to oper-
ate via a session 1nitiation protocol). According to yet other
exemplary embodiments, client module 430 and video
streamer(s) 428 are Microsolt Silverlight components (or
Silverlight compatible components).

According to an exemplary embodiment, frame grabbers
422 and video streamers 428 are configured to normalize
video data originating from differing video sources. For
example, 11 one video source records at 30 frames per second
(Ips) and at a first resolution and another video source records
at 10 ips at another resolution, the frame grabber can be
configured to select frames from the 30 Ips source corre-
sponding to each frame of the 10 ips source. Further, the
frame grabber can be configured to adjust the resolution, size,
or any other characteristics of the video from the multiple
sources to match. According to an exemplary embodiment,
the frame grabber synchronizes and normalizes the video
from the multiple sources so that when the video 1s joined
(e.g., as shown 1n FIG. SA) the join appears natural and as 11
the video originated from one camera.

Video archive system 431 can be configured to store, fur-
ther compress, or otherwise archive video 1n memory. The
video can be stored with meta-data or descriptive elements.

In addition to video, still images may be shown on the
displayed graphical user interface. Image compressor 432,
image server(s) 434, and image archive system 436 can all be
configured to recerve images from frame grabbers 422. These
components can be used, for example, to provide thumbnail
images ol the video to client 340 and store “snapshots™ of
events (e.g., a snapshot of a scene when an alarm 1s triggered).

Web services 438 may include any number of web service
components or modules. For example, web services 438 can
include an 1mage service, an html component, a SOAP com-
ponent, an XML component, etc. Client module 440 can be a
software module configured to communicate with web ser-
vices 438 (e.g., image service). HTTP client 442 can be a
client for communication using HTTP. Alarm/event process-
ing module 444 can be configured to access or recerve infor-
mation available from alarm/event server (or a local memory
device of server 322). Geometry module 446 can be config-
ured to access or recerve information available from geometry
database 338. Modules 444 and 446 can include logic for
using the information recerved from server 306 and database
304 to provide formatted information to web service(s) 438
followed by client 324.

A PTZ control module 415 may be coupled to network 414
and may generally be configured to provide commands to
video sources 328 or provide video source information (e.g.,
regarding a current camera zoom level, a current tilt param-
eter, a current pan angle, etc.) to network 414 for use by video
processing and streaming server 322. PTZ control module,
according to various exemplary embodiments, may be inte-
grated 1nside one or more cameras, video processing and
streamliner server 322, or otherwise.

Server 322 further includes transformation tool 443, a site
authoring tool 444, transformation functions database 445,
and camera information 446. An exemplary transformation
tool 443 1s shown 1n greater detail 1n FIG. 9. Transformation
tool 443 1s generally configured to provide “stitched” video or
to calculate parameters for providing “stitched” video such
that video from two or more different cameras appears to
provide a single contiguous scene. Transformation tool 443
may provide the single contiguous scene or “stitched” video
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by translating, rotating, scaling, or otherwise transforming a
view from one camera to match a view provided by a second
camera. For example, 1n FIG. 5A, video from “Cam 1” pro-
vides a first three-dimensional perspective view of a building
front while “Cam 27 provides a second three-dimensional
perspective view of the building front and one side. The
transformation tool 1s configured to utilize information
regarding the cameras and camera views to transform (e.g., by
rotating, scaling, translating), for example, the video pro-
vided by “Cam 2" so that the combined video scene available
to a user on a single electronic display system 1s “stitched” to
be larger than that available from any one camera. Because of
the transformation, the context of any individual camera view
can be determined by a user of the system upon viewing the
video. When a moving object (e.g., a truck) moves from being
captured by a first camera to a second camera, the user can
naturally “follow” the truck through the contiguous video
scene provided via the “stiched” video. Operations and
details relating to transformation tools that can be utilized
with the video processing systems of the present application
are described in greater detail 1n subsequent Figures and
paragraphs.

Referring now to FIG. 4B, a close-up block diagram of
distributed system 350 shown in FIG. 3C 1s illustrated,
according to an exemplary embodiment. System 350 1s shown
to 1mclude client(s) 324, video processing servers 354 and
356, video streaming server 352, and video sources 328.
Significantly, i system 350, much of the video processing
(e.g., the decoding, frame grabbing, and encoding) occurs 1n
distributed manner (e.g., 1n distributed computers, in distrib-
uted processes, etc.). Depending on the number of clients
requesting different video streams and the number of cameras
providing video information to the system, one or more addi-
tional video processing servers can be brought on-line to
provide increased processing capacity. Even 1f one or more
video processing servers has adequate capacity, more or all
video processing servers can be used with load balancer 450
to balance the processing load between on-line video process-
ing servers. Network 358 may be a high-speed video bus
configured so that when any video processing server 1s
brought on-line, the server can determine which streams are
available and begin recerving the video without having to
undertake a complicated communication process with the
individual cameras. Similarly, 1 a new camera or video
source 1s brought online (e.g., with video according to a codec
not being handled by an on-line video processing server), a
new video processing server can be brought on-line to handle
the codec. The various components common to FIGS. 4A and
4B may be configured differently or may be configured simi-
larly. The web service(s) are shown to include a transforma-
tion tool 452 which may be configured as the transformation

tool of FIG. 4A or as described 1n other Figures and para-
graphs.

Exemplary Graphical User Interfaces

Referring now to FIG. SA, an exemplary graphical user
interface (GUI) view 500 that can be generated and displayed
using the systems and methods described herein 1s shown,
according to an exemplary embodiment. As shown 1n FIG.
5A, GUI view 500 1s displayed on display screen 501. GUI
view 500 1s also shown as being within a browser window 501
(e.g., web-browser window). GUI view 300 1s shown to
include content portion 502, information portion 504, detail
portion 506, personalization portion 508, and utility portion

510.
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Content portion 502 1s the portion 1n which one or more
video feeds from the various video sources and cameras
coupled to the video processing system are displayed and
played back for a user. According to an exemplary embodi-
ment, video from multiple cameras 1s shown as “stitched”
together (e.g., joined, blended, etc.) to create a joined video
512 (e.g., a panoramic video, a stitched video, a joined video,
an immersive video, a super-video, a wide-angle video, etc.).
Content portion 502 1s shown to include a tab (e.g., a user
interface element) configured to allow a user to switch
between the joined video and a video wherein the primary
camera for the current joined video 1s zoomed 1n and shown
alone. In the exemplary illustration of content portion 502
shown 1n FIG. 5A, “Cam 17 1s the primary camera for the
joied video and would be zoomed and maximized if a user
were to click on the “Max View of Video™ tab.

In FIG. SA, content portion 502 1s also shown to include a
map window 514, according to an exemplary embodiment.
Map window 514 1s shown to be an overhead view (e.g., an
iconal view of the environment shown 1n joined video 512
from an overhead location). Each of the cameras shown 1n
joined video 512 (e.g., “Cam 1,” “Cam 2,” and “Cam 3”") are
displayed as a small icon in map window 514. The primary
camera (e.g., “Cam 17) 1s shown as highlighted and map
window 514 includes field of view lines for the primary
camera to provide orientation for the user. An outline or icon
for the structures shown within the joined video can also be
shown (e.g., an 1con 1s shown to represent the building dis-
played in the video). It should be noted that map window 514
can be used to provide an icon or other indicia of objects
detected via video object detection and tracking technology
(e.g., as described 1n U.S. application Ser. No. 12/036,033).

Content portion 502 1s yet further shown to include a num-
ber of user interface controls (e.g., triangular elements 516
allowing the user to pan left, right, up, down, etc.). Yet further,
content portion 302 1s shown to include a zoom control 518
for allowing the user to cause the video to zoom in or out.
Rotation control 520 1s configured to provide the user with a
user intertace control for rotating the joined video. Forward/
back control 522 1s configured to provide the user with a user
interface control for moving the “virtual viewpoint” provided
by a series of cameras and joined video 512 forward or back-
ward. Together user intertace controls 514-522 provide the
user with six degrees of navigational freedom relative to the
environment captured by a series of video cameras spaced
around the environment. For example, 11 the van shown in the
video displayed in FIG. 5A were to drive around the building
of the scene, the user could manipulate rotation control 520 to
rotate the joined video 512 to follow the van. Further, 11 the
van moved into the far field, the user could manipulate the
forward button of forward/backward control 522 to change to
a far field of video provided by another set of cameras (e.g.,
cameras providing far field video 1images 524).

The video processing system providing content portion
502 can be configured to automatically track objects captured
by any of the cameras of the system (e.g., using technology
described 1 U.S. application Ser. No. 12/036,053). When
tracking the objects from camera to camera, the video pro-
cessing system can automatically pan the video scene, rotate
the video scene, zoom into the video scene, move the video
scene forward or backward, change the view of the map
window, etc. In this manner, the user of the system would not
have to manually determine which user interface control to
utilize to keep the moving object under surveillance. Rather,
the joined video would move to provide a simulated three-
dimensional immersion 1n the environment of the cameras to
automatically track the object. Further, object recognition
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technology (e.g., to determine 11 the object being tracked 1s a
human, a vehicle, a ball, or some other object) can be used by

the video processing system to determine whether to zoom in
on the object (e.g., so a human face can be viewed and/or
recognized) or whether the camera should remain zoomed
out. Yet further, 1f an object 1s determined to be a human but
a face has not been processed by the system, the system can
automatically rotate (or otherwise move/switch cameras) the
joined video 512 to keep the user’s face within the video.
Content portion 502 can include added buttons or other user
interface eclements for toggling, switching, or otherwise
selecting these modes. For example, an “automatically track
object” button may be provided 1n content portion 502.

Map window 514 can also be configured for use with
tracking technology. A small 1con can be shown on the map
for a detected object (e.g., an object detected and determined
to be of interest). If a plurality of detected and moving objects
are detected, an 1con for each can be shown 1n map window
514 and available for selection by the user. Upon selection,
the system will track (and automatically update joined video
view 512 via rotations, movements, camera switching, etc.)
the selected user. If a user would like to discontinue the
auto-tracking, the user can de-select the object in map win-
dow 514. Further, objects for auto-tracking can be selected/
de-selected 1n jomned video 512 (e.g., via clicking on the
object, etc.).

Information portion 504 1s shown to include a navigation
tree for viewing and selecting hardware devices of a building,
environment. Information for information portion 504 can be
provided by a building automation system. Devices can be
searched for, selected, configured, and the like. Reports can
be generated relating to any of the devices. Detail portion 506
can be used to view detail about alarms, events, or video
information. For example, in the illustration of FIG. SA, a
timeline for “Cam 17 1s shown. The timeline can be a user-
interactive control for allowing the user to select video por-
tions, fast-forward, rewind, to conduct any other temporal
video browsing tasks. Further, the video can be displayed as
a “display carousel” as described in U.S. Provisional Appli-
cation No. 61/093,189, filed on Aug. 29, 2008. Personaliza-
tion portion 508 may allow a user to mput filtering or search-
ing selections regarding the devices of the building
automation system, of the video system, and the like. Utility

portion 510 can be used by the user to conduct any number of

user activities (e.g., security-related activities, system man-
agement activities, etc.) such as diagnosing problems with the
system, setting schedules, checking messages, setting
reminders, and the like.

Referring now to FIG. 5B, an exemplary graphical user
interface view that can be generated and displayed on the
display screen using the systems and methods described
herein 1s shown, according to an exemplary embodiment. The
content portion of the GUI view 1s shown as a “bird’s eye
view’ (e.g., top-down view) of the video environment shown
in FIG. 5A. The view can be automatically generated based
on geo-location information, and/or the map data of the sys-
tem. Camera icons and field-of view lines, as shown, can be
overlaid on the map or on an overhead image of the scene. The
GUI shown i FIG. 5B can allow the user to navigate around
the environment to 1dentily a desired camera viewpoint for
view display.

Creating an Stitched Video Scene Using Views from
Multiple Cameras

A conventional way to relate video from multiple cameras
1s to manually obtain detailed information regarding precise
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camera location and precise camera parameters (€.g., pan, tilt,
zoom, field of view, view depth, etc.) and to use the detailed
information, with the assistance of many user input steps, to
determine a mathematical relationship between a first camera
view and a second camera view. Such conventional systems
typically suffer from a number of challenges. First, video
survelllance systems typically include movable cameras
(e.g., pan, t1lt, or zoom cameras) rather than stationary cam-
eras. Second, cameras can often be bumped, rotated by the
wind, replaced with other cameras, etc. Third, for systems
with many cameras (e.g., a large campus) conducting math-
ematical calculations to associate and data from the many
cameras becomes 1impractical.

According to an exemplary embodiment, a video process-
ing system utilizes computerized processes to determine how
to “stitch” together a video scene using views from multiple
cameras. According to a preferred embodiment, once the
cameras are physically istalled and determined to be online
and operational, the video processing system can process
available information regarding the cameras and calculate
mathematical relationships between camera views without
human 1nput or with minimal human 1nput.

Referring to FIG. 6A, a flow chart of a process 600 for
providing stitched video 1s shown, according to an exemplary
embodiment. Process 600 may generally obtain camera data
for a plurality of cameras, including at least one movable
camera, and use the camera data to determine camera or
camera view adjacencies (1.e., information regarding which
cameras or camera views are adjacent to each other).

Process 600 includes recording at least one parameter from
multiple cameras, one of which may be a movable (e.g., PTZ)
camera (step 602). According to an exemplary embodiment,
the parameter may be or relate to, for example, a camera
pointing direction, a camera model, a camera name, a camera
type, a real world coordinate (e.g., a GPS coordinate), an
clevation, a number of possible views, a focal length, a zoom
level, a lens size, or any other camera property that may help
determine the areas that the camera can view. According to an
exemplary embodiment, the parameters are communicated
from the cameras to the video processing system via a net-
work (e.g., an IP network) and stored in the video processing
system for processing (see, for example, the camera data of
FIG. 6B).

Process 600 1s further shown to include obtaining an
approximate geospatial location for each camera (step 604).
The geospatial location can be, for example, a user-entered
location on a map (e.g., entered via site authoring tool 444
shown 1 FIG. 4A), a GPS coordinate (which may have an
error of multiple meters), or another computer-derived
parameter. Step 604 can also include determining a geometric
representation of a field of view (for one or more possible
views) ol a camera. For example, a radius for a circular or
semi-circular field of view for at least one possible view of
cach camera may be defined. According to an exemplary
embodiment, the geometric representation of the field of view
may be a two-dimensional shape or three dimensional shape.
For example, the camera may store and communicate infor-
mation regarding the vertical span (1.e., angle range) of its
lens, the horizontal span of 1ts lens, and the focal length for the
lens; using this information a routine of the video processing
server can be configured to generate a pyramid-shaped or
cone-shaped geometric representation of the field of view of
a camera.

Using the approximate geospatial location and the camera
properties, adjacency relationship data may be built. The
adjacency relationship data may be determined by processing
the geometric representations (e.g., an approximate location)
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that may be determined 1n step 604 and parameters as deter-
mined 1n step 602 (step 606). According to an exemplary
embodiment, the adjacency relationship data may be built
without manual 1nput from a user. Adjacency relationship
data may indicate 11 two (or more) cameras each have a view
that covers a specified area. For example, in the example of
FIG. 6C, view V, of Camera 1 1s shown intersecting with view
V, of Camera 3. Step 606 may include the determination that
the two views (C,V, and C,V,) are intersecting and may
include storing adjacency data for the two cameras based on
the determination of overlapping views.

According to an exemplary embodiment, the output from
step 606 1s be adjacency relationship data. The adjacency
relationship data can be a database, a linked list, a value pair
or any other information structure configured to represent or
relate two cameras (or camera views) as being adjacent to
cach other. According to the example shown 1n FIGS. 6C and
6D, linked lists are used to represent adjacency relationship
data. 6D shows two linked lists, one for Camera C, (the
camera labeled “1” 1 FIG. 6C) and another linked list for
Camera C, (the camera labeled “2” in FIG. 6C). Camera C, 1s
linked to 1ts three views, V,, V,, and V,. Each of the three
views of camera C, 1s linked to an adjacent view. For
example, Camera 1, view 1 (1.e., C,V, ) 1s linked to camera 2,
view 1 (1.e.,C,V,). A video processing system may have built
the linked list this way because the geometric representation
of C,V, itersected the geometric representation of C,V,.
The linked list further includes each next view of Camera 1
being linked with another view from another camera that 1s
determined to be adjacent to the view. For example, also
referring to FIG. 6C, Camera 2 may have one view V, that 1s
adjacent with Camera 1. Therefore, view V|, may be linked to
the views of Camera 1 1n a linked list as shown. According to
an exemplary embodiment, the process of adding cameras to
the linked l1st may 1include a pruning step for removing dupli-
cate associations (e.g., 1if view V, of Camera 3 1s linked to
Camera 1, then the link for view V, of Camera 1 to Camera 3
1s removed since the two cameras are already linked).

The geometric representation of views or fields of view
used by the processing system need not actually be generated
and displayed as lines and semi-circles as they appear in FIG.
6C. Rather, an imformation structure configured to describe
geometric boundaries or areas of a view or field of view can be
calculated and stored for use by the processing system. As
illustrated in FIG. 6C, the geometric representation can be a
semi-circle. According to yet other exemplary embodiments,
a semi-circle 1s not calculated for a field of view. Rather, using
camera focal length and an approximated “x, y” location of
the camera, a circle center and a circle radius are calculated
and 11 any part of circles for two cameras intersect then the
system determines that the cameras are adjacent.

Referring now to FIG. 6B, a block diagram of camera data
610 (e.g., camera info. 446 shown in FIG. 4A) 1s shown.
Camera data 610 shown 1n FIG. 6B illustrates fields or data
structures that describe camera properties and these fields or
data structures may be stored for any camera of the system.
Camera data 610 1s shown to include a camera name 612, a
camera type 614, camera location data 616, and camera view
data 634, among other parameters.

Camera name 612 and camera type 614 may generally
provide an 1dentification of the camera for a system or a user
of the system. Camera type 614 may indicate that the camera
1s a PTZ camera, a fixed camera, or another possible camera
type. For both camera name 612 and camera type 614, and for
many ol the other camera parameters, while these may be
expressly communicated to a processing system from a cam-
era and stored 1n a field or other data structure unique to each
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camera, 1t should be understood that 11 a camera communi-
cates some 1dentitying information (e.g., a model number, a
series number, etc.) the processing system may be configured
to lookup or otherwise determine one or more camera prop-
erties, such as camera type, using the identifying information.

Camera location data 616 1s shown to 1nclude screen coor-
dinates 618, normalized world coordinates 620, an elevation
622, and GPS coordinates 624, but may include any type of
geospatial location information. Screen coordinates 618 may
relate the camera to coordinates on a graphical user interface-
based map or tloor plan (or other computer-generated view or
representation ol an area). For example, via site authoring
tool 444 of F1G. 4 A, a user may be prompted to place cameras
(e.g., before, while or after installing the cameras at the loca-
tion) on the floor plan or map. The system may store this
location, 1n the form of screen coordinates or otherwise, and
use this information in the activity of FIG. 6 A to build the
adjacency relationship data. Normalized world coordinates
620 may indicate where the camera 1s located in the “real
world” and may be an estimate, for example, of a latitude or
longitude. Elevation 622 data may include the elevation or
height ol the camera which may be sensed by the camera (e.g.,
via a GPS module), estimated by a user, estimated by the
camera or a video processor conducting one or more analysis
activities of video obtained by the camera, etc. GPS coordi-
nates 624 can be coordinates obtained by a GPS receiver in
the camera, GPS coordinates entered by a user when 1nstall-
ing the camera or after installing the camera, or otherwise.

Camera data 610 may additionally include camera param-
cters such as a number of views 626 which may be a repre-
sentation or calculation regarding the number and type of
views that the camera can provide. Camera data 610 may
additionally include the focal length 628 of the camera, the
lens size 630 of the camera, and the zoom levels 632 of the
camera. Camera parameters 626-632 may be generally used
with other camera properties to determine the size or shape of
the area that the camera 1s configured to view. For example,
camera parameters 626-632 (or other parameters stored 1n
camera data 610 or otherwise) can be utilized to determine the
geometry (e.g., boundaries, areas) for a view or field of view
for a camera which may be used to build the adjacency rela-
tionship data.

Cameradata 610 1s shown to include camera view data 634.
Camera view data 634 may include surface normal data 636,
field of view data 638, and view ID 640. Surface normal data
636 may be a representation of the surface normal to the view
plane. Field of view data 638 may relate to an area (e.g., angle
and depth) that each view provided by the camera can capture.
View ID 640 may be used to 1dentity and label the potential
views of the camera. Camera data 610 may further include a
camera adjacency or correspondence table or database 642.
Table 642 may generally store information relating to adja-
cency data between various cameras. According to various
exemplary embodiments, camera adjacency or correspon-
dence table or database 642 can be stored 1n another data store
or information structure of a related video processing system.

Once the adjacency relationship data 1s built or formed, a
video processing system as shown and described herein may
be configured to process video images obtained from cameras
to determine transformation functions for providing stitched
video as described and shown with reference to FIG. SA.

Referring now to FIG. 7, a flow chart of a process 700 for
providing stitched video 1s shown, according to an exemplary
embodiment. Process 700 may include obtaining two images
from two cameras for comparison (step 702). According to
various exemplary embodiments, process 700 may be
repeated for any number of cameras or i1mages. Once
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obtained, 1mage properties of the two 1images may be detected
and calculated (step 704). Image properties may include cor-
ner points, triangles formed by the objects 1n the 1mage or
other data relating to the objects or space shown 1n the 1mage.
The 1mages will almost always be two dimensional “flat”
images, and the detection and calculation of image properties
1s completed by processing the two dimensional information
in the 1mages for pixel patterns that appear to resemble, for
example, corners or other objects. Using the detected or cal-
culated 1mage properties for each image, correlations
between the image properties may be formed (step 706).
Using the correlations between the image properties, a trans-
formation function may be calculated between the two
images (step 708). The transformation functions between
images can be used to determine a surface normal for each
view of a camera. In other words, the transformation func-
tions can be used to determine the parameters ol a vector
perpendicular to the plane of a camera view. With multiple
surface normal vectors calculated, and knowing the approxi-
mate locations of each camera, a video processing system
may be configured to use the surface normals (or the trans-
formation functions calculated in step 708 directly) to render
images that are stitched such that a three-dimensional per-
spective view Irom a first camera 1s adjacent to and combined
with a three-dimensional perspective view from a second
camera when showed to a user. By storing the surface normals
or the transformation functions 1n memory, the system that
generates or renders the graphical user interface (e.g., as
shown 1n FIG. SA) can render changes 1n the stitched video
“on the tly” while the user navigates through the scene (e.g.,
by utilizing user interface elements of the graphical user
interface). Accordingly, the transformation function may be
used for stitching images and/or video from multiple cameras
(step 710) in a number of different ways.

Referring now to FIG. 8A, a flow chart of a more detailed
process 800 for video stitching i1s shown, according to an
exemplary embodiment. Process 800 may be generally used
to determine parameters regarding the two cameras suilicient
to “stitch” the video or images from the camera together to
form a single video scene with a common perspective.
According to an exemplary embodiment, process 800 can be
repeated for every potential view or camera adjacency deter-
mined by the systems and processes described earlier (par-
ticularly those described with reference to FIGS. 6 A-6D).

Environment 802 shows a building 801 with two cameras
having two views of building 801. The approximate locations
ofthe cameras are known, and the cameras are estimated to be
adjacent. Accordingly, the two views are provided to a pro-
cess 800 (e.g., which may include providing a data structure
describing the two views to a computerized function). Pro-
cess 800 includes receiving 1mages from the cameras (step
804). Two images 805a, 8055 show building 801 from the
differing perspective of the two cameras. The images may be
frames from video taken at the same time of day so that
lighting levels are the same.

Process 800 1s shown to include detecting corner points in
firstimage 805a (step 806). The detection of corner points can
be detected using a “Harris Corner Detector” or another suit-
able 1mage processing algorithm. Such an algorithm may
include, for example, sampling many groups of pixels of first
image 8054 to determune 11 features (e.g., lines) of the image
intersect 1n a way that indicates a corner or an edge. Accord-
ingly, a simplified result of a corner detection routine may be
shown as labeled cormers A, B, C, D of building 801. Output
from a real-world comer detector will be much noisier than
thatillustrated in FIG. 8A. For example, many tens, hundreds,
or more of corners may be detected in any given image.
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Accordingly, step 806 (or a subsequent step) may include
discarding a number of the corners, discarding a percentage
of the corners, or otherwise filtering the output from the
corner detector. In other embodiments, the corner detection
algorithm may be configured to run with a certain degree of
confidence such that unwanted corners are not detected.

Using the detected corners, process 800 1s further shown to
include finding or forming triangles among the corner points
(step 808). This step may be mnitiated by passing a triangula-
tion routine the sets of corners points (or points of other
features detected). In an exemplary embodiment, a
“Delaunay triangulation” algorithm can be used to find and
calculate the triangles. Other suitable algorithms for finding
triangles may also be used. For example, in relative to image
8034, tnangles ABC, BCD, ABD, and ACD may be formed
using the corner points detected 1n step 806. Steps 806-808
may be repeated for second image 8055. Particularly, corner
points and triangles may be found for second image 8035
(step 810). Comer points A', B, C', D' and corresponding
triangles are shown on second 1image 8055. For each triangle
(which may be called a facet) found wvia the triangulation
algorithm, a centroid (i.e., center point) for the triangle may
be detected and “small” triangles may be removed or other-
wise filtered from the triangle set (the triangles for each view
may be described and stored in a linked list or another data
structure) for an 1mage. For example, triangles not of a certain
area threshold may be removed.

Retferring now to FIG. 8B, the corner points of images
803a, 805b may be correlated 1n order to obtain a set of most
likely points (MLPs) (step 812). For example, corner point C
of image 8054 may be checked for “overlap™ or correlation
with each of points A', B', C', and D' of image 8055. Accord-
ing to an exemplary embodiment, a scale-invariant feature
transform (SIFT) algorithm may be used in this correlation.
More particularly, a scale-invariant feature transform may be
applied to both of images 8054 and 8056 and then both
outputs would be compared. A SIFT algornithm detects and
describes features 1n 1mages. Accordingly, the described fea-
tures for each image may be compared. According to an
exemplary embodiment, a number of pixels surrounding a
corner point (1.e., of a triangle) are described using SIFT and
compared to other pixel groups relating to corners 1n the other
image. This activity 1s 1llustrated in FIG. 8B where point C 1n
8034 1s surrounded by a number ot pixels for consideration by
SIFT and for comparison to points (and surrounding pixels) in
image 805b5. According to an exemplary embodiment, the
output from any point to points comparison of SIFT descrip-
tions 1s a “most positive pair’” for each point in the first image.
In other words, pairs of corresponding points between images
will be built.

At this step (or 1n one or more of the other steps) a threshold
or another algorithm may be used to determine whether the
estimated 1image adjacency determined earlier was false. In
other words, a routine may be configured to determine that
there 1s not enough correlation between 1mages or image
features to proceed with relating views and “stitching™ video
from the views.

Triangles (and corner points) of 1mages 805a, 80556 not
related to the set of MLPs or “positive pairs” determined in
step 812 may be removed from the 1mages (step 814). For
example, in 1mage 805q, a point E that may be detected 1n
image 805a 1s shown that does nothave a corresponding point
in 1image 8035. Thus, point E and all triangles including point
E are shown removed 1n 1mage 805a.

For each triangle (step 816), and using the output from the
SIFT routines, a corresponding triangle may be found 1n
second 1mage 803H (step 818). For each possible triangle
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match discovered 1n steps 816-818 (step 820), a transforma-
tion function between the triangles may be computed (step
822). For each triangle 1n first image 8054, a surface normal
to the triangle may be calculated (using any number of trian-
gulation or triangle analysis algorithms). Computing the
transformation function, or as an output to the transformation
function, for each triangle an X-Y plane, a Y-Z plane, and an
X-Z plane may be considered. For each plane, a triangle’s
normal vectors and average vectors may be calculated and the
angle between the normal and average normal vectors for
cach projected plane may be dertved. Computing the trans-
formation function between triangles may include determin-
ing how the triangle has been scaled, translated, and rotated
from the first image to the second image. According to one
exemplary embodiment, an inverse matrix function may be
used (e.g., a scale matrix, translation matrix, and rotation
matrix representing the scaling, translation, and rotation of a
point from one 1mage to the other may be used to determine
the transformation function). According to one exemplary
embodiment, a standard deviation for each triangle transior-
mation may be found. Using the triangle transformation func-
tions calculated 1n steps 820-822, an image (e.g., aggregate,
average, etc.) transformation function between the two
images may be calculated (step 824 )

Any noise may be pruned from the set of transformation
functions (step 826) and a final 1mage transformation func-
tion may be output (step 828). The transformation function
may be used to provide stitched video or images from two or
more cameras. The transformation function may represent the
average of the surface normal transformations of the triangles
in the 1mages, according to an exemplary embodiment.

Referring to FI1G. 9, a detailed block diagram of a process-
ing circuit 900 for use with the systems and methods of the
present disclosure 1s shown, according to an exemplary
embodiment. Processing circuit 900 1s shown to include a
processor 902 and memory 904. Processor 902 may be a
general purpose processor, an application specific processor,
a circuit containing processing components, a group of dis-
tributed processing components, a group of distributed com-
puters configured for processing, etc. Processor 902 may be
or include any number of hardware components for conduct-
ing data or signal processing or for executing computer code
stored 1n memory. Processing circuit 900 may be generally
coupled to communications electronics for receiving inputs
from multiple cameras and for providing an output to a dis-
play system or otherwise.

Memory 904 may include various modules for executing
the systems and methods of the present disclosure. Memory
904 includes a camera relationship module 906. Camera rela-
tionship module 906 may be generally configured to build and
store adjacency relationship data between two or more cam-
eras. For example, module 906 may store adjacency relation-
ship data as determined 1n step 606 of process 600 of FIG. 6A.
Camera relationship module 906 may use approximate
geospatial location information, camera parameters, and any
other camera property determined by the systems and meth-
ods of the present disclosure. Camera relationship module
906 may further be configured to use the adjacency relation-
ship data to determine which cameras to process for corner
correlations 1n module 910.

Memory 904 further includes comer detection module
908. Cormner detection module 908 may be generally config-
ured to accept an 1nput (e.g., an 1mage) from a camera and
detect corner points in the provided mput. For example, also
referring to step 806 of process 800 of FIG. 8A, corner detec-
tion module 908 may use a Harris corner detector or other
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system or method for determining corner points for an 1image.
Comer detection module 908 may further store the deter-
mined corner points.

Memory 904 further includes corner correlation module
910. Corner correlation module 910 may generally be con-
figured to use corner points determined by corer detection
module 908 to correlate a plurality of corner points from one
image to a plurality of corner points from a second image. The
correlation may be used to obtain a set of most likely pairs
(e.g., a correspondence of points from one 1mage to the sec-
ond 1mage). Corner correlation module 910 may sort corre-
lations of corner points in the two 1mages to select a top
number of corner pairs or a top percentage of corner pairs to
obtain the set of most likely pairs. For example, also referring
to step 812 of process 800 of FIG. 8A, comer correlation
module 910 may be used to correlate each comer point from
one 1mage to a corner point from a second 1image.

Memory 904 further includes triangle calculation module
912. Tniangle calculation module 912 may generally use the
corner points relating to the set of most likely pairs deter-
mined by comer correlation module 910 to calculate tri-
angles. For example, also referring to step 808 of process 800
of FIG. 8A, triangles relating to the corner points detected 1n
an 1mage may be calculated by triangle calculation module
912.

Memory 904 further includes triangle transformation mod-
ule 914. Triangle transformation module 914 may be gener-
ally used to calculate a transformation function between all
triangle matches between the first and second 1mage having a
high correlation. Triangle transformation module 914 may
take a calculated triangle from triangle calculation module
912 from a first image and a calculated triangle from triangle
calculation module 912 from a second 1mage and calculate a
transiformation function between the triangles. For example,
also referring to steps 816-822 of process 800 of FIG. 8C,
triangle transformation module may use triangles from tri-
angle calculation module 912 and a set of most likely pairs
from corner correlation module 910 to find a corresponding
triangle 1n a second 1mage for a triangle 1n a first image. For
cach triangle match found by triangle transformation module
914, a transformation function may be computed for the
triangles.

Memory 904 further includes 1image transformation mod-
ule 916. Image transformation module 916 may generate a
transformation function between two cameras. Image trans-
formation module 916 may use triangle transformation func-
tions as determined by triangle transformation module 914
and use the transformation functions to compute a transior-
mation function between the images the triangles originated
from. For example, also referring to step 824 of FI1G. 8C, the
image transformation function may be an average of the
transformation functions for the triangle matches of the
images. According to an exemplary embodiment, computed
transformation functions that deviate from the average may
be removed by 1mage transformation module 916 without
using the function in the calculation. Image transformation
module 916 may further include a step for pruning noise and
smoothing the function (e.g., via step 826 of process 800).

The transformation functions calculated using modules
914-916 may describe at least one of a scale transformation
between two 1mages, a translation transformation between
two 1mages, or a rotation transformation between two 1mages.
According to one exemplary embodiment, the scale transior-
mation, translation transformation, and rotation transforma-
tion may be represented 1in matrix form, and an inverse matrix
calculation may be used to determine an overall transforma-
tion function.
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Memory 904 further includes rendering module 918. Ren-
dering module 918 may be generally used to utilize a trans-
formation function (e.g., a transiformation function deter-
mined by 1mage transformation module 916 for two 1mages)
to transform a perspective view (or other view) provided from
a first camera with a perspective view (or other view) pro-
vided by a second camera. Rendering module 918 may use
the transformation function to transform video from a camera
to provide a stitched video between two cameras for an elec-
tronic display system. According to an exemplary embodi-
ment, a process may calculate and store transformation func-
tions (or other camera view parameters (e.g., the surface
normal)) on a “batch processing”’ basis for each possible view
ol a movable camera. Accordingly, as a user manipulates a
graphical user interface, rendering module 918 uses the
stored view information to conduct the “stitching” and to
provide an immersive video display to the graphical user
interface.

The construction and arrangement of the systems and
methods as shown 1n the various exemplary embodiments are
illustrative only. Although only a few embodiments have been
described 1n detail 1n this disclosure, many modifications are
possible (e.g., vaniations in sizes, dimensions, structures,
shapes and proportions of the various elements, values of
parameters, mounting arrangements, use ol materials, colors,
orientations, etc.). For example, the position of elements may
be reversed or otherwise varied and the nature or number of
discrete elements or positions may be altered or varied.
Accordingly, all such modifications are intended to be
included within the scope of the present disclosure. The order
or sequence of any process or method steps may be varied or
re-sequenced according to alternative embodiments. Other
substitutions, modifications, changes, and omissions may be
made in the design, operating conditions and arrangement of
the exemplary embodiments without departing from the
scope of the present disclosure.

One embodiment relates to a system for providing stitched
video from a plurality of cameras to an electronic display
system. The system 1ncludes a processing circuit configured
to associate a view of the movable camera with an approxi-
mate geospatial location and to build adjacency relationship
data between the plurality of cameras and at least one move-
able camera using the approximate geospatial location. The
processing circuit 1s further configured to transform video
from the camera relative to video from at least another of the
plurality of cameras. The transformation 1s based on the adja-
cency relationship data and the processing circuit 1s further
configured to use the transformed video to cause the stitched
video to be provided to the electronic display system.

Another embodiment relates to a system for providing
stitched video from a plurality of cameras when at least one
camera 1s movable to an electronic display system. The sys-
tem 1ncludes a processing circuit configured to detect corners
in a first image from a first camera and to detect corners in a
second 1mage from a second camera. The processing circuitis
turther configured to correlate a plurality of detected corner
points 1n the first image and the second 1image to obtain a set
of most likely pairs. The processing circuit 1s further config-
ured to calculate triangles formed by corner points relating to
the set of most likely pairs. The processing circuit 1s further
configured to correlate calculated triangles 1n the first image
with calculated triangles 1n the second image. The processing,
circuit 1s further configured to compute a transformation
function between the correlated triangles. The processing
circuit 1s further configured to utilize the transformation func-
tion to transform video from the cameras to provide the
stitched video to the electronic display system.
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Another embodiment relates to a computer program prod-
uct mcluding a computer usable medium having computer
readable program code embodied therein. The computer
readable program code 1s adapted to be executed to imple-
ment a number of steps. The steps include detecting corners in
a first image from a camera and detecting corners 1n a second
image from a second camera. The steps further include cor-
relating detected corners in the first image and the second
image to obtain a set of most likely pairs. The steps yet further
include calculating triangles formed by corner points of the
set of most likely pairs. The steps also include computing a
transformation function between correlated triangles and uti-
lizing the transformation function to transform a three-di-
mensional perspective view provided by the first camera to
match a three-dimensional perspective view provided by the
second camera.

The present disclosure contemplates methods, systems and
program products on any machine-readable media for accom-
plishing various operations. The embodiments of the present
disclosure may be implemented using existing computer pro-
cessors, or by a special purpose computer processor for an
appropriate system, incorporated for this or another purpose,
or by a hardwired system. Embodiments within the scope of
the present disclosure include program products comprising
machine-readable media for carrying or having machine-ex-
ecutable 1nstructions or data structures stored thereon. Such
machine-readable media can be any available media that can
be accessed by a general purpose or special purpose computer
or other machine with a processor. By way of example, such
machine-readable media can comprise RAM, ROM,
EPROM, EEPROM, CD-ROM or other optical disk storage,
magnetic disk storage or other magnetic storage devices, or
any other medium which can be used to carry or store desired
program code in the form of machine-executable instructions
or data structures and which can be accessed by a general
purpose or special purpose computer or other machine with a
processor. When information 1s transierred or provided over a
network or another communications connection (either hard-
wired, wireless, or a combination of hardwired or wireless) to
a machine, the machine properly views the connection as a
machine-readable medium. Thus, any such connection 1s
properly termed a machine-readable medium. Combinations
of the above are also included within the scope of machine-
readable media. Machine-executable instructions include, for
example, mnstructions and data which cause a general purpose
computer, special purpose computer, or special purpose pro-
cessing machines to perform a certain function or group of
functions.

Although the figures may show a specific order of method
steps, the order of the steps may differ from what 1s depicted.
Also two or more steps may be performed concurrently or
with partial concurrence. Such variation will depend on the
solftware and hardware systems chosen and on designer
choice. All such variations are within the scope of the disclo-
sure. Likewise, software implementations could be accom-
plished with standard programming techmques with rule
based logic and other logic to accomplish the various connec-
tion steps, processing steps, comparison steps and decision
steps.

What 1s claimed 1s:
1. A system for providing stitched video from a plurality of
cameras to an electronic display system, comprising;
a processing circuit configured to detect corners 1n a first
image from a first camera and to detect corners 1n a
second 1mage from a second camera;
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wherein the processing circuit 1s further configured to cor-
relate a plurality of detected corner points 1n the first
image and the second 1image to obtain a set of most likely
pairs;

wherein the processing circuit is further configured to cal- >
culate triangles formed by comer points relating to the
set of most likely pairs;

wherein the processing circuit 1s further configured to cor-
relate calculated triangles 1n the first image with calcu-
lated triangles 1n the second 1mage;

wherein the processing circuit 1s further configured to com-
pute a transformation function between the correlated
triangles;

wherein the processing circuit 1s further configured to uti-
lize the transformation function to transform video from
at least one of the first camera and the second camera to
provide the stitched video to the electronic display sys-
tem.

2. The system of claim 1, further comprising:

communications electronics configured to recerve the first
image and the second 1image from the first camera and
the second camera; and

wherein the processing circuit comprises a rendering mod-
ule that utilizes the transformation function to transform
a perspective view provided by the first camera to match
a perspective view provided by the second camera.

3. The system of claim 2, wherein the transformation func-
tion describes at least a scale transformation, a translation
transformation, and a rotation transformation of the video
from the camera.

4. The system of claim 3, wherein the processing circuit
turther comprises:

a corner detection module configured to detect the corners

in the first image and the second image.

5. The system of claim 4, wherein the processing circuit
turther comprises:

a corner correlation module configured to correlate the
plurality of detected corner points 1n the first image and
the second 1image, wherein the corner correlation mod-
ule 1s configured to sort correlations of corner points in
the first and second 1mages and to select at least one of' a
top number of corner pairs and a top percentage of
corner pairs to obtain the set of most likely pairs.

6. The system of claim 5, wherein the processing circuit
turther comprises a camera relationship module configured to
build relationship data between the plurality of cameras and
the at least one camera using approximate location informa-
tion and camera parameter information from each camera.

7. The system of claim 6, wherein the processing circuit
utilizes the adjacency relationship data to determine which
cameras of the plurality of cameras to process for corner
correlations.

8. The system of claim 7, wherein the processing circuit
turther comprises a triangle transformation module config-
ured to compute a transformation function between all tri-
angles of the first image and the second 1mage having a high
correlation.

9. The system of claim 8, wherein the processing circuit
turther comprises an 1image transiformation module config-
ured to calculate an average of the computed transformation
functions and to exclude computed tunctions deviating from
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the average to provide a final transformation function
between the first camera and the second camera.

10. A computer program product, comprising a non-tran-
sitory computer usable medium having computer readable
program code embodied therein, the computer readable pro-
gram code adapted to be executed to implement steps com-
prising:

detecting corners 1n a first image from a first camera;

detecting corners in a second 1mage from a second camera;

correlating the detected corners 1n the first image and the
second 1mage to obtain a set of most likely pairs;

calculating triangles formed by corner points of the set of
most likely pairs;

computing a transiformation function between correlated

triangles; and

utilizing the transformation function to transform a per-

spective view provided by the first camera to match a
perspective view provided by the second camera.

11. The computer program product of claim 10, wherein
the steps further comprise:

providing a system comprising distinct software modules;

wherein the distinct software modules comprise a corner

detection module, a corner correlation module, a tri-
angle calculation module, a triangle transformation
module, an 1mage transformation module, and a render-
ing module.

12. The computer program product of claim 11, wherein
the corner detection module 1s configured to detect the cor-
ners in the first image and the second 1image and wherein the
corner correlation module 1s configured to correlate a pair of
points.

13. The computer program product of claim 12, wherein
the triangle calculation module 1s configured to calculate the
triangles formed by the corner points of the set of most likely
pairs; and

wherein the triangle transformation module 1s configured

to compute a transformation function between all tri-
angle matches between the first image and the second
image having a high correlation.

14. The computer program product of claim 13, wherein
the 1image transformation module 1s configured to calculate an
average of the computed transformation functions and to
exclude computed transformation functions deviating from
the average to provide a final transformation function
between the first camera and the second camera; and

wherein the rendering module 1s configured to utilize the

final transformation function to complete the transior-
mation from the perspective view provided by the first
camera to match the perspective view provided by the
second camera.

15. The computer program product of claim 14, wherein
the distinct software modules further comprise a camera rela-
tionship module configured to build adjacency relationship
data between the plurality of cameras and the at least one
camera using approximate location mformation and camera
parameter information from each camera, and wherein the
camera relationship module 1s further configured to utilize the
adjacency relationship data to determine which cameras of
the plurality of the cameras to process for corner correlations
by the corner detection module.
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