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METHOD AND SYSTEM FOR TESTING
IMAGE PIPELINES

BACKGROUND

The present disclosure relates generally to a method and
system for testing image pipelines.

Product labeling and security packaging are important
components of brand protection, product tracking and
authenticating, as well as of anti-counterfeiting initiatives.
Such labels/packages must be authorized (1.¢., access to them
should be privileged), authenticable (e.g., containing
encoded/encrypted information that can be decoded/de-
crypted for security purposes), and unique (i.e., differentiable
from any other printed material). In an effort to create such
labels/packages, a unique 1D, 1n the form of, for example, a
deterrent or mark may be added. Furthermore, measures are
often taken to enhance the probability that the product cannot
be counterfeited, for example, by adding authenticating data
(1.e., payload information) to the deterrent or mark, and/or by
generating non-security printed areas with signatures 1dio-
syncratic to their printing process (e.g., print engine type,
print settings, etc.) which can be analyzed forensically.

BRIEF DESCRIPTION OF THE DRAWING

Features and advantages of embodiments of the present
disclosure will become apparent by reference to the following
detailed description and drawing.

FIG. 1 1s a schematic tlow diagram depicting an embodi-
ment of the method for testing image pipelines.

DETAILED DESCRIPTION

Embodiments of the system and method disclosed herein
advantageously afford a non-biased format for testing a mul-
tiplicity of pipelines simultaneously and quantitatively. The
pipelines used are used 1n combination with a generic set of
image metrics to best predict the suitability of an image or a
transformed i1mage for an end-application (such as, for
example, decision-making, ispection, or authentication). It
1s to be understood that the set of metrics used to assess the
images 1s generic and broad enough to allow the system to
adapt such 1mages for a specific end-application.

The method(s) disclosed herein are generally carried out
utilizing a system including means for performing each of the
steps. In one non-limiting example, the system includes a
computer or enterprise computing system and programs or
soltware configured to 1) recerve captured 1images, 11) subject
the received 1mages to one or more pipelines to transform the
images, and 111) determine which pipeline(s) are best suited to
obtain 1mage(s) that functionally correspond with ground
truth set image(s). As used herein, the phrase “ground truth
set” refers to one or more 1mages (1.e., ground truthed 1mages)
that do not need any additional processing in order to be
suitable for use 1n a particular end application. Ground truth
images may be scored by an expert (explicit ground truth), or
created through the success of using the 1mage correctly 1n an
end application. The system also includes one or more secure
registries which store the ground truthed images. Such secure
registries are generally accessible by, or are a component of,
the computer or enterprise computing system such that the
system can compare the ground truthed images with those
images which have been exposed to pipeline transformations.

As used herein, the term “enterprise computing system”
means a network of interconnected computers, including vir-
tualized and/or redundant processors, banks of processors
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and/or servers, etc. It 1s to be understood that the components
of the system may be implemented 1n a consolidated location,
or portion(s) of the system may be implemented at different
locations.

The hardware of such a system 1ncludes an electronic pro-
cessing device, such as, for example, a controller, a micro
controller, a microprocessor, a host processor, an application
specific integrated circuit (ASIC), and/or a reprogrammable
hardware logic device (such as a field programmable gate
array (FPGA)). It 1s to be understood that the electronic
processing device may be a processor working in conjunction
with a central processing unit (CPU) performing the function
ol a general-purpose processor.

Computer program(s) and/or software (e.g., computer
readable code) may be loaded onto the computer or enterprise
computing system, and stored 1n a memory thereof. Such
programs and/or soltware are executable via the processing
device. Examples of such programs(s) and/or soltware
include those configured to toggle (sequence) through avail-
able pipelines in a non-biased format (1.e., not dependent
upon the metrics used to compare 1mages) and to determine
which pipelines to apply to such images 1n order to transform
the 1mage for a particular end use.

As a non-limiting example, if there are N=3 one-way com-
ponents/algorithms to the pipeline (e.g., A, B, and C), then the
following are possible pipelines: A; B; C; AIB; BIA; AIC;
CIA; BIC; CIB; AIBIC; AICIB; BIAIC: BICIA; CIAIB; and
CIBIA. There are 2¥*1=16 pipelines (including a null pipe-
line, which 1s legitimate for a mass deployment). The null
pipeline means that a transformation is not utilized (1.e., the
image remains unaltered), which 1s a legitimate approach
when many items are being tagged simultaneously). It1s to be
understood that when the components/algorithms are revers-
ible, the order does not matter. In the above example, where
N=3 and the components are reversible, the following are
possible pipeline sets: A; B; C; A&B; A&C; B&C; A&B&C;
and the null pipeline. As such, for this particular example
involving reversible pipelines, there are 2¥¥=8 pipelines.

The system may also include one or more algorithms that
are executable via the electronic processing device. Such
algorithms are incorporated into the computer or enterprise
computing system and/or into the software. Generally, the
pipelines are made up of one or more 1image processing algo-
rithms. Non-limiting examples of such image processing
algorithms include median filtering, dilation, erosion, sharp-
ening, unsharp masking, halftone removal, contrast, auto-
exposure, convolution, deblurning, thresholding, blurring,
denoising, despeckling, texture {ill, brightness correction,
gamma correction, color balancing, skew correction, convo-
lution, de-convolution, all Matlab operations, or the like, or
combinations thereol. The listed algorithms are set forth as
examples, and 1t 1s to be understood that other image process-
ing algorithms not listed are suitable for use 1n the methods
disclosed herein. Furthermore, not every component in the
pipeline has to be a specific/traditional 1mage processing
algorithm or has to be associated with an 1mage processing
end goal. As such, one or more algorithms may be “stub”
transformations, which are not generally associable with a
specific image processing task (e.g., shuilling the pixels of an
image). The pipeline components may be varied depending,
at least in part, on the aims/goals of the end application and/or
on how the stub transformations atfect the overall utility of
the pipeline.

It1s to be further understood that two pipelines are different
even 1f they include the same set of non-reversible algorithms,
but the non-reversible algorithms are performed 1n a different
sequence. For example, one-way median filtering followed




US 8,269,849 B2

3

by one-way dilation 1s a different pipeline than one-way dila-
tion followed by one-way median filtering. However, trans-
formations may be included in the pipelines that are specifi-
cally designed to be two-way functions (i.€., reversible), such
as scrambling techniques, checksums, swapping, etc. A
description of reversible transformations and their use 1n
image deployment 1s further described in U.S. patent appli-
cation Ser. No. 12/359,067, filed Jan. 23, 2009, the contents of
which are imcorporated by reference herein.

Referring now to FIG. 1, a schematic tlow diagram of an
embodiment of the method for testing image pipelines is
depicted. As shown 1n reference numeral 100, one or more
images are captured and are transmitted to the computer or
enterprise computing system. The image(s) may be captured
using an electronic device. In a non-limiting example, the
clectronic device 1s a scanner. Another suitable electronic
device 1s a digital camera (embodied 1n, for example, a cel-
lular phone, a personal digital assistant, or the like), an
ispection camera, a tabletop imager, or the like.

The 1mage(s) captured are often part of a training set of
images. Training set images are those that have not yet been
deployed with/on an object. When the embodiments of the
method disclosed herein are utilized with training set images,
the method 1s generally being used to determine how to
enhance such images prior to their deployment. Such images
may be captured (e.g., via a scanner) by one or more autho-
rized users of the computer or enterprise computing system.
Such 1mages may also be captured via automated methods
using the computer or enterprise computing system. It 1s to be
understood, however, that the embodiments of the method
disclosed herein may also be utilized with 1images that have
been deployed with an object. In some instances and as an
example, the method 1s being used to determine how to revise
the already deployed images 1n order to enhance any other
like 1mages that will be deployed 1n the future. Such 1mages
may be captured by any user (such as, for example, a cus-
tomer, mspector, authenticator, or the like) after deployment
specifications are set.

The captured 1mage(s) 1s/are then transformed at least one
time, and often multiple times, using one or more pipelines.
Each pipeline performed on the captured image results 1n the
formation of a different transformed 1mage. As such, 1f two
different pipelines are run on one captured image, two differ-
ent transformed 1mages are generated.

Upon receiving the captured image, the computer or enter-
prise computing system toggles through the pipelines stored
thereon 1n order to determine which pipelines are suitable for
the 1mage. More particularly, a user of the system may input
information about a particular desirable end use for the
image, and the system may toggle (sequence) through pipe-
lines which have been designated or associated with such end
use. For example, the pipelines that are available may be
designated for restoration, improving quality (e.g., for foren-
s1cs, authentication, mspection, photo projects, etc.), quality
assurance (total image or region-based), authentication, or
other like end uses.

The act of transforming the captured 1mage via the pipe-
lines 1s shown schematically and collectively at reference
numeral 102. In this non-limiting example, pipelines A, B,
and C are selected to transform the captured image. It 1s to be
understood, however, that any suitable pipeline which 1s
available may be run on the image. As such, any number of
pipelines may be used to transform the image(s). Examples of
suitable 1mage processing algorithms that make up the pipe-
lines are listed hereinabove.

Functional metrics are generated for each transformed
image. The set of functional metrics defines the transformed
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image in terms of one or more of 1ts characteristics. After the
images are transiormed, the system automatically generates
the corresponding functional metrics for such images. The set
ol metrics that 1s used to define the specific functional metrics
for each transformed 1mage 1s general enough to accommo-
date a wide variety of image types. Such metrics may include
histogram information for each of the primary printing (cyan,
magenta and yellow) and displaying (red, green and blue)
colors. In addition, the metric set may also include informa-
tion extrapolated form the hue/saturation/intensity, or HSI,
histograms. Such information may include mean, standard
deviation, skew and kurtosis of the histogram, along with

histogram entropy and “energy spectral density” by band. In
some 1nstances, the functional metric set may also include
frequency information including the percentage of energy
spectral density 1n various frequency bands, etc. (as deter-
mined by Image Fast Fourier Transtorms (FFTs)). Still other
suitable metrics 1 the metric set may include halftone pat-
terning, palette/gamut, and region size, shape and/or distri-
bution, and combinations thereof. It 1s to be understood that
this 1s not an exhaustive list, and that any other suitable
metrics may be used to characterize the transformed 1mages.

It 1s to be understood that the one or more 1mages 1n the
ground truth set are also associated with a functional metric
set. Such set 1s generally defined for the images when the
ground truth set 1s generated. Any of the previously discussed
metrics may be used to characterize the 1mage(s) in the
ground truth set.

The method then includes comparing the functional metric
set for each of the transformed 1mages with the functional
metric set for each image 1n the ground truth set, as shown at
reference numeral 104. It 1s to be understood that the results
of the comparison will indicate which transformed 1mage 1s
functionally most similar to the desired image 1n the ground
truth set. A transformed image that 1s “functionally most
similar’” may or may not be the image that is overtly equiva-
lent with the ground truth set image. As a non-limiting
example, the functionally most similar transformed image
may have the greatest number of quality metrics correspond-
ing with the quality metrics of the ground truth set image, but
will not be overtly equivalent with the ground truth set image.
As discussed further hereinbelow, the transformed image
which 1s functionally most equivalent may depend, at least in
part, on the desirable end use for the image.

As described hereimnabove, the ground truth set includes
one or more 1mages and their corresponding functional met-
rics that represent the original image or another similar image
that does not require additional processing for use 1n an end
application. Such an image has generally not been exposed to
copying, scanning, or any other like process which tends to
degrade the 1mage, except where necessary or desirable as
part of the intended end application/worktlow (and in such
instances, the ground truth 1mage 1s exposed to no additional
alterations). For example, 11 a ground truth 1image 1s generated
during image testing, the ground truth 1mage will be exposed
to those transformations and experiences (€.g., copying, scan-
ning, or the like) that will be applied to an 1image during final
deployment. Determining which images will be ground truth
images may be accomplished using quality grading metrics,
by successiul reading of the mformation in the image, by
scoring of the 1image, or any other like technique(s) which
result 1n a desirable image that may be used as a standard to
which other 1images are compared. The ground truth set (1.¢.,
images and corresponding metrics) may be stored in, and
accessible from, for example, a secure registry (shown as
reference numeral 106).
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The pipelines used to transform the captured image and the
comparison made between respective metrics of the trans-
formed 1images and the ground truth set image(s) will depend.,
at least 1n part, on the utility of the image 1n a specific end
application (e.g., scrap booking, authentication, restoration,
quality assurance, etc.). For example, the pipelines and metric
comparison involved when restoration of the image 1s desired
may be different from the pipelines and metric comparison
involved when image quality for scrap booking 1s desired.

When restoration 1s desired, the goal of the pipeline 1s to
transform the captured image from its (usually pejoratively)
altered form to an optimal representation of 1ts original
intended appearance. Restoration may be accomplished to
render an otherwise unusable image usable. For example,
some loss of information during scanning 1s inevitable, and so
restoration 1s concerned with reversing the loss of informa-
tion without introducing ectopic information. Multiple pipe-
lines that may transform the captured image back to 1ts origi-
nal appearance may be selected and run on the captured
image. Furthermore, transformations that reverse the effect of
printing and scanning may also be considered and used for
restoration.

For restoration, a classification approach may be used to
compare the metrics of the transformed images with the met-
rics of the ground truth set in order to determine which pipe-
line best restores the captured image. In this embodiment, the
ground truth set includes the original (not deployed, not cap-
tured, not transformed, etc.) image. Using a metric-based
classification approach (such as that described 1n Sumske et
al., “Low-resolution photo/drawing classification: metrics,
method and archiving optimization”, Proceedings of the 20035
ACM Syvmposium on Document Lngineering, pp. 127-129
(2003, ISBN-59593-240-2), which 1s incorporated herein by
reference 1n its entirety), another set ol metrics 1s defined
which best distinguishes the untransformed captured image
from the ground truth set image (1in this example, the original
image). Metric and weighted distances of each of the trans-
formed 1mages from the ground truth set image are then
determined. The transformed image having the minimum
distance from the original image is the optimally transformed
image. It 1s to be understood that the pipeline corresponding
with the optimally transformed 1mage may be selected for
tuture deployment of this image. It 1s believed that by imple-
menting the corresponding pipeline prior to future image
deployment, the deployed image will not be degraded for 1ts
intended purpose aiter 1ts capture (e.g., exposed to scanning,
etc.).

When i1mage enhancement 1s desirable, the pipeline
selected and the metric comparison made will depend, at least
in part, on the desired end use for the image. Generally, the
image enhancement pipelines automatically improve the pre-
terred appearance, or quality, of a captured image. However,
a photo captured by a digital camera meant to be scrap booked
will require a different pipeline than an 1mage captured to
have the 2D barcode extracted and decoded. Therefore, the
pipelines that are selected for captured 1image transformation
will depend on the end use. Any reasonable machine learning
approach may be used to explore the set of all transformation
pipelines, including a raw/exhaustive search of the 2% pipe-
lines.

In such instances, the ground truth set 1s a set of 1mages,
cach of which corresponds with quality metrics that meet the
desired 1image appearance quality for one particular end use.
The metrics for each of the transformed 1images may be com-
pared with the metrics associated with one or more of the
images 1n the ground truth set. As one example, if information
1s 1nput 1into the system pertaining to the fact that the end use
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for the captured 1image 1s 2D barcode extraction and decod-
ing, the system will compare the metrics of the transformed
images to that/those metrics for image(s) 1in the ground truth
that are earmarked as having suificient quality for such pur-
pose. As another example, the system may determine which
of the pipelines used to transform the 2D barcode captured
with a barcode reader (e.g., barcode camera) gives the highest
reading accuracy (based on the comparison with the ground
truth set information).

The transformed 1mages will then be ranked based upon
their respective closeness to the ground truth set 1mage asso-
ciated with the end use. In one embodiment, the transformed
image which has the most matching quality metrics with the
ground truth set image for the same end use 1s deemed the
optimally transformed image. For example, a transformed
image matching 99 out of 100 quality metrics of a ground
truth 1mage outranks another of the transformed i1mages
which matches 98 out of the 100 quality metrics of the ground
truth image. In this example, the pipeline corresponding with
the transformed 1mage matching 99 out of 100 quality metrics
may be selected for future deployment of this image. In
another embodiment, the transformed image which has a
single matching quality metric (e.g., readability of barcodes,
actionability for embedded message, perceived value by user
selecting of the 1image for printing, etc.) with the ground truth
image 1s deemed the optimally transformed 1mage. As such,
the quality comparison may be quantitative, qualitative, or a
combination thereof, depending, at least 1in part, on the end
application/worktlow/goal. It 1s believed that by implement-
ing the corresponding pipeline prior to future image deploy-
ment, the deployed image will retain suilicient quality for its
intended purpose aiter 1ts capture (e.g., exposed to scanning,
etc.).

For general image enhancement or quality, the assessment
may be made by an educated end customer (e.g., a brand
owner, artist, etc.).

When quality assurance ((QA) 1s desirable, the absolute and
relative grading of the transformed 1mages 1s of concern. In
this particular embodiment, the ground truth set includes a
plurality of 1images, each of which 1s associated with one or
more quality metrics. The set of metrics correlated with the
transformed 1mage having the desirable grading (e.g., the
most matches or a single desirable match with the quality
metrics of the ground truth set) are used as the quality assur-
ance metrics for subsequent image deployment. In other
words, the pipeline used to achieve the transformed 1mage
having desirable grading may be selected for future 1mage
deployment.

When mspection 1s the desired end use, region-based qual-
ity assurance pipelines may be utilized. Regions of interest in
the captured 1image may be 1solated using zoning analysis,
which may include thresholding, segmentation, and classifi-
cations of various zones/regions 1n the captured image. Each
region may be transformed simultaneously or in parallel
using one or more quality assurance pipelines. Each region
may also be associated with a different set of metrics. In this
particular embodiment, the ground truth set includes at least
one 1mage with a plurality of regions, each of which 1s also
associated with a set of quality metrics. After comparing the
metric(s) of the regions 1n the transformed region(s) with the
metric(s) of the region(s) in the ground truth set, the region of
the transformed 1mage with the highest overall quality assur-
ance metric score (e.g., the most matching metrics or one or
more particular matching metrics) 1s selected as the region for
ispection.

In other 1instances when inspection 1s the desired end use,
the comparison of the metrics of the transformed 1images with




US 8,269,849 B2

7

the metrics of the ground truth image(s) includes running an
image matching algorithm against each of the plurality of
transformed 1images and each image in the ground truth set.
The image matching algorithm may be run at a plurality of
fiducial points and at a plurality of points ofiset from the
fiducial points of the images. After the image matching algo-
rithm 1s complete, one can determine 1f one or more of the
fiducial points or points ofiset from the fiducial points match
between one of the plurality of transformed 1images and an
image 1n the ground truth set. A match existing between one
or very few points 1n the transformed 1image and ground truth
set 1mage may be suitable for low-end inspection (i.e., raw
image quality assurance), where the goal 1s to simply ensure
that the deployed images include ink. Alternatively, this
embodiment may be used for high-end inspection, where the
goal 1s more in-depth specifications of nspection, such as
color matching, size matching, contrast matching, etc. It is to
be understood that the 1image matching algorithm embodi-
ment for inspection may be particularly suitable when a tem-
plate 1s used to produce a variable data print job.

When authentication i1s the desired end use, pipelines
which result 1n a transformed 1mage having a readable secu-
rity deterrent are considered to be the best pipelines. In the
ground truth set for authentication, the security deterrents are
readable (1.e., information hidden within the security deter-
rent 1s read correctly), and any metrics associated with such
correctly readable deterrents are considered to be of sufficient
quality. It 1s to be understood that a by-metric-matching
approach may not be desirable in this embodiment. Rather,
since authentication 1s the successiul extraction of the explic-
itly-injected information from the image, simple extraction
accuracy assessment may suilice. The transformed image
from which information 1s extracted may then be authent-
cated using known techniques.

It 1s to be understood that 1n all of the previous non-limiting
examples, the pipelines run on the captured image(s) are
independent of or distinct from the metrics used to compare
the transformed 1mages with the ground truth set. This dis-
tinctness enables more pipelines to be used.

As 1llustrated in the above non-limiting example, the com-
parison of the transformed 1mage (metrics thereol) with the
image(s) (metrics thereol) 1n the ground truth set enables the
system to determine which of the pipelines generates a trans-
formed 1image that 1s functionally closest to the ground truth
set. In some 1nstances, this identified pipeline 1s selected for
future 1image deployment or the metrics associated with the
identified pipeline are selected for future 1mage deployment,
as shown at reference numeral 106, and in other instances, the
image transiormed via the identified pipeline 1s simply uti-
lized for the mtended purpose (e.g., mspection, authentica-
tion, etc.).

As briefly mentioned hereinabove, the desirable trans-
formed 1mage may be selected based on its usefulness 1n
downstream (1.e., aifter image deployment with an object)
decision making or product/object tracking. For example, the
transformed 1mage may be selected because 1t 1s particularly
suitable for routing the object to the correct location if the
image includes an embedded address, for associating the
object/product with the correct production run, for charging a
suitable price if the object/product includes a point of sale
data item, for associating the object with the rnght workflow 1f
it 1s a (financial, etc.) document, or for other like downstream
processes.

While several embodiments have been described 1n detail,
it will be apparent to those skilled 1n the art that the disclosed
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embodiments may be modified. Therefore, the foregoing
description 1s to be considered exemplary rather than limait-
ng.

What 1s claimed 1s:
1. A method for testing 1mage pipelines, the method com-
prising:
performing a plurality of pipelines 1n their entirety, thereby
transforming an untransformed captured image multiple
times to generate a plurality of transformed 1mages;

comparing a functional set of metrics associated with each
of the plurality of transformed 1mages with a functional
set of metrics associated with each 1mage 1 a ground
truth set; and
from the comparison, determining which of the plurality of
pipelines generates a transformed 1mage that 1s function-
ally closest to an 1mage in the ground truth set;

wherein each of the steps 1s performed by a processor
executing computer readable code embodied on a non-
transitory, computer readable medium.

2. The method as defined in claim 1 wherein each of the
plurality of pipelines 1s selected from a pipeline for restoring
the untransformed captured 1mage to 1ts original appearance,
a pipeline for improving an image quality of the untrans-
formed captured 1mage for a predetermined end-use, a pipe-
line for quality assurance, a pipeline for region-based quality
assurance, a pipeline for authentication, or combinations
thereof.

3. The method as defined in claim 1 wherein the method
turther includes ranking each of the plurality of transformed
images based upon the comparison of the respective func-
tional sets ol metrics, and wherein the determining step
includes selecting one of the plurality of pipelines that corre-
sponds with one of the plurality of transformed images having
a rank suificient for satistaction of a predetermined end appli-
cation, the ranking being accomplished by the processor
executing the computer readable code.

4. The method as defined in claim 1 wherein the ground
truth set includes a plurality of 1mages, each of which corre-
sponds with at least one predetermined 1mage quality appear-
ance metric, and wherein the determining includes identify-
ing one of the plurality of plurality of pipelines that generates
a transformed 1mage having at least one 1mage quality appear-
ance metric that matches the at least one predetermined 1mage
quality appearance metric of the image, which is one of the
plurality of images 1n the ground truth set.

5. The method as defined in claim 1 wherein the ground
truth set includes a plurality of 1mages, each of which corre-
sponds with at least one predetermined quality metric, and
wherein the determining includes 1dentifying one of the plu-
rality of pipelines that generates a transformed 1mage having
at least one quality metric that matches the at least one pre-
determined quality metric of the 1image, which 1s one of the
plurality of 1mages in the ground truth set.

6. The method as defined 1n claim 1 wherein the image in
the ground truth set includes a plurality of regions of interest,
cach of which corresponds with at least one predetermined
quality metric, and wherein the determining includes 1denti-
tying one of the plurality of pipelines that generates a trans-
formed 1mage having at least one quality metric that matches
the at least one predetermined quality metric of one of the
plurality of regions in the image 1n the ground truth set.

7. The method as defined in claim 1 wherein the image 1n
the ground truth set includes a security deterrent of suificient
quality such that information hidden within the security
deterrent can be read, and wherein the determining includes
identifying one of the plurality of pipelines that generates a
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transformed 1mage having a quality metric that matches the
quality of the security deterrent.

8. The method as defined 1n claim 1 wherein each of the
plurality of pipelines includes one or more 1mage processing,
algorithms.

9. The method as defined 1in claim 1 wherein the plurality of
pipelines selected for transforming the untransformed cap-
tured 1mage 1s distinct from the respective functional sets of
metrics used for comparing the plurality of transformed
images with the images 1n the ground truth set.

10. The method as defined 1n claim 1 wherein prior to
transforming, the method further comprises:

inputting an end application for the untransformed cap-

tured 1mage; and

selecting the plurality of pipelines based upon the input end

application;

the mputting and selecting being accomplished by the pro-

cessor executing the computer readable code.

11. The method as defined in claim 10 wherein the end
application involves utilizing at least one of the plurality of
transformed 1mages for downstream object tracking.

12. The method as defined in claim 10 wherein the end
application 1s chosen from scrap booking, forensics, authen-
tication, mspection, restoration, and quality assurance.

13. A method for testing image pipelines, the method com-
prising;:

transforming an untransformed captured image multiple

times using a plurality of pipelines, thereby generating a
plurality of transformed 1mages;

comparing a functional set of metrics associated with each

of the plurality of transformed 1mages with a functional
set of metrics associated with each 1image 1n a ground
truth set; and

from the comparison, determining which of the plurality of

pipelines generates a transformed 1image that 1s function-
ally closest to an 1mage 1n the ground truth set;
wherein:

cach of the plurality of pipelines 1s selected from a pipeline

for restoring the untransformed captured image to 1ts
original appearance, a pipeline for improving an 1mage
quality of the untransformed captured image for a pre-
determined end- use, a pipeline for quality assurance, a
pipeline for region-based quality assurance, a pipeline
for authentication, or combinations thereof;

an original image of the untransformed captured 1mage 1s

the 1mage 1n the ground truth set;

the comparing step includes:

defining a metric set which distinguishes the untrans-
formed captured image from the original image; and

using the metric set to compare each of the plurality of
transformed 1mages to the original image by calculat-
ing metric and weighted metric distances of each of
the plurality of transformed 1images from the original
image; and

cach of the steps 1s performed by a processor executing,

computer readable code embodied on a non-transitory,
computer readable medium.
14. The method as defined 1n claim 13 wherein the deter-
mimng step includes:
identifying one of the plurality of transformed 1images that
has a minimum distance from the original image; and

identifying one of the plurality of pipelines that corre-
sponds with the one of the plurality of transformed
images having the minimum distance.

15. The method as defined 1n claim 14, further comprising
selecting, for deployment of subsequent images, the one of
the plurality of pipelines that corresponds with the one of the
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10

plurality of transformed images having the minimum dis-
tance, the selecting being accomplished by the processor

executing the computer readable code.

16. A method for testing 1image pipelines, the method com-
prising:

transforming an untransiformed captured 1mage multiple
times using a plurality of pipelines, thereby generating a
plurality of transformed 1mages;

comparing a functional set of metrics associated with each
of the plurality of transformed 1mages with a functional
set ol metrics associated with each 1image 1n a ground
truth set, wherein comparing includes executing an
image matching algorithm against each of the plurality
of transformed images and each 1mage in the ground
truth set at a plurality of fiducial points and at a plurality
of points offset from the fiducial points; and

from the comparison, determining which of the plurality of
pipelines generates a transformed 1mage that 1s function-
ally closest to an 1mage in the ground truth set, wherein
determining includes 1identitying the transformed image
that 1s functionally closest to the image in the ground
truth set by recognizing that a predetermined number of
the fiducial points or a predetermined number of the
points offset from the fiducial points match between one
of the plurality of transtformed 1mages and an 1mage 1n
the ground truth set;

wherein each of the steps 1s performed by a processor
executing computer readable code embodied on a non-
transitory, computer readable medium.

17. A system for testing 1mage pipelines, the system com-

prising:

a processor to execute computer readable code embodied
on a non-transitory, computer readable medium; and
the computer readable code, when executed, causes the

processor 1o:

perform a plurality of pipelines in their entirety to trans-
form an untransformed captured 1mage multiple
times to generate a plurality of transformed 1images;

compare a functional set of metrics associated with each
of the plurality of transformed i1mages with a func-
tional set of metrics associated with each 1image 1n a
ground truth set; and

determine, based on the comparison, which of the plu-
rality of pipelines generates a transformed 1mage that
1s Tunctionally closest to the ground truth set.

18. The system as defined 1n claim 17 wherein each of the

plurality of pipelines includes one or more 1mage processing,
algorithms that are executable via the processor.

19. The system as defined 1n claim 18 wherein each of the
plurality of pipelines 1s selected from median filtering, dila-
tion, erosion, sharpening, unsharp masking, halftone
removal, contrast, auto-exposure, convolution, deblurring,
thresholding, blurring, denoising, despeckling, texture fill,
brightness correction, gamma correction, color balancing,
skew correction, and combinations thereof.

20. The system as defined 1n claim 17 wherein:

the computer readable code to compare further causes the

processor to execute an i1mage matching algorithm
against each of the plurality of transformed 1mages and
cach 1mage 1n the ground truth set at a plurality of fidu-
cial points and at a plurality of points offset from the
fiducial points; and

the computer readable code to determine further causes the

processor to 1dentify the transformed 1mage that 1s func-
tionally closest to the image in the ground truth set by
recognizing that a predetermined number of the fiducial
points or a predetermined number of the points offset
from the fiducial points match between one of the plu
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rality of transformed images and an 1mage in the ground
truth set.

21. The system as defined in claim 17 wherein the com-
puter readable code to compare further causes the processor
to:

define a metric set which distinguishes the untransformed

captured 1mage from the original image; and

12

use the metric set to compare each of the plurality of
transformed 1mages to the original image by calculating
metric and weighted metric distances of each of the
plurality of transformed 1mages from the original image.
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