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(57) ABSTRACT

A storage and a controller each include an assignment num-
ber-managing unit for managing the number of command-
processing resources assigned corresponding to a command-
sending/receiving pair 1n combination of an external device
and a logical device recerving a data input/output-requiring
command; and an assignment-controlling unit for assigning
the data mput/output-requiring command to the command-
processing resource corresponding to the command-sending/
receiving pair, the number of the command-processing
resources being equal to or lower than the number to be
assigned that 1s managed by the assignment number-manag-
ing unit.

12 Claims, 12 Drawing Sheets

Tdi
HOST HOST
HOST C) HOST D)

410i41)

47di4%)

_— S

471 af iHT}l

] 1 AP LEMENTATION
INFORMATION M ANAGING UnNIT |
A2 i |
\\, i L 12 ASSIGNMENT NUMBER-
P DETERMINING UNIT
TERMINAL I
GUEUE RESOURCE ASSIGNMENT| .
MUMBER-MANAGING UNIT !

P14
| ASEHENMENT -
CONTROLLING UNIT

|
|
I
|
L
DEVICE IR
H
|
|
I
|

E ] 15 |
P ORIVE CONTROLLER e
I

21
HAPLEMEN TATION 20
INFORMATION P S s
QUEUE TABLE / 4O CONTRGL UNIT
L LINK Py
60: RAID DEVICE
QUEUE (STORAGE)
» | :

P \g

100 STORAGE 5YSTEM

31—1 31-2

(31} (31) (31

31—3 314
(31)

30 DISK ARRAY



US 8,234,415 B2

Sheet 1 of 12

Jul. 31, 2012

U.S. Patent

AVHAY HSIG O

NILSAL JOVHOLS 00 L

.

el

(FDVYHOLS)
SOIAA0 Give - 09

LINN TOULNOD 1O
22 -

8y A

L €

ANEE
A 19V H30980

| MNOLLY WSO AN
MOLLY LI T Tdif

tter  (LE) (LEy  LE)
p—-1e €~L€ <Z—LE L1—1E

A3 TTOHLINGD ARG

LN DNPTIOMLNGD
= LANHNNDSSY

LING OMNEODYNYW - 3dWNN
LNINNDISSY 3080053 N300

LiNN S pNINIRNEALH0
~FFEWEN LNINNDIGESY

LIMEY DNEEYYNY - NOLLYRN O AN
PMOLLY LN A% 3 1N

A MAL

TN 3L

724



LG

IIII < N

US 8,234,415 B2

—~
S
S
&
,_w IIII
=
7
~ IRADD TG (9) 1100 11040 9 1NR0D 11040 (9 LE00 1046 12)
\m
—
M., Hld -0 Ao XY L) HLdI0-6 KON 1OHR (D) HLA30 -6 KOS (D) H1d30-0 BORT YR LG
e,
= LNAOY GHYRINOD QJATIOIY (R | IRNOO GNVIROD GJATIOIH (2) ] INNGO GRVEROD A LI ¢ | IRNOD GHVRROD GIA13034 2
-

¢ Dld

U.S. Patent



US 8,234,415 B2

Sheet 3 of 12

Jul. 31, 2012

U.S. Patent

EES]

)

EEl)

2l

)

HO

8HO

EER g EEE

BHO[—SHO
BHD[—{BHO
£ Dl

0NV LS0OH




U.S. Patent Jul. 31, 2012 Sheet 4 of 12 US 8,234,415 B2

{3
{¥
&
el B
kR
C o 3
J
q-
&
Lt % 0.
O e H
4
{3
AR
£y
3
(i}
(¥
3

QREB



i

S T

G0

US 8,234,415 B2

EERIREECT

9D} ST e
-
-
W,
:
2
SHO | B0 | S50 | 840 | 950 |— 840 [—{ 84D
gl
=
g
ol
=

G Did

U.S. Patent

BHO

l \NNN
HA L NIOd MNiT

22
g = HAGWNN 40 GINDISSY A\\+



EE

_.m_w...__ﬁw_

EHO;

A 18dD,

=T

US 8,234,415 B2

L
e
S
S
=
~
s
-
=
7
)
o—
S
“ 1= ===1 ===
- | A — FHO
e [ |  [ER—
=
-

U.S. Patent

ED

HO
| o ]

40

HA O

f I
“ “
: l
! _
I
[ YALNIOD MNFT | | 0 =LNROD TINAD
1| B = HI8WNNN | 1T dmrt i
quo ganoissy [t | = HLd3C-0 WY
O NMVI~0 1S OH 44_/ Lo LMEYOO GNYRNOD GIAEO DY
cei | V2T
_ _

{ = LRN02 TIN40
{ = Hid3G-O WRNIXVYA
LMIO0 GhYIRINGT G3AEHQEM

£ = W8N NN
HeiD GINDISSY

0= LNNOD TINA0
¥l = HLld3G-D WNNEXYIN
LHO0O0 GNYIWNINOO UaAIU 3RS

Y = HAHWNN
Hed G3NDISEY

L NV LS0OH

HALNIOd ANTT

|

|

“

| 0 2 INOCD TINED
b= M IEN '

|

|

|

01 = HLd30-0 WHNIDXVYH
LNGQO GNYWINOD GEAEZ0

gl G3NTIEEY
0 NVI-¥ L50H |,

B

a2

L2}

S PLE

(13

“ie

Lz

(Ld)

L&



US 8,234,415 B2

0 = LNMOO 1IN0 (L2

&

b odddinN | g S PLE

EEE] o [PV | = Hid3G-0 WNNIXYI
m 4 NI- | SOM er P INAGO ONYAINGD O3AEGEH
“ 238 MLZZ
P ~
s m HILNIO D MNTT 0= INNOD TIN=0 (L2}
3 EER) e EE s P T ——
> : LNNGD ONYIWNINOD G3IAIZD 3
= “
S i
|
_ . _ 0 = INMOD TS (L2
N S l - |
a 850 suo|—{ suo{auop AT bl = Hid30-0 wonbovw [ FL3
i
& i LNAGD GRYIRNOD GIAFIOTY
1-.., |
“? .
E “
“ 0 % LNNOD TINJO Nexs
. (R~ T £ L A f Bl 7

G =~ Hida0-0 WNNIX YN
0 NV | SO LRNOD ONYWIRDD G3AIZ03Y

SHD[—{ B SO 84D

ol QANDISSY

U.S. Patent



US 8,234,415 B2

O]
=== A
gl
= 100d 3344 O
-
2 GHE ISV 222
i j
7).
31 NIOE MNE

UL . = - HM TN
" | SO -1 EHO - {830 98O0 EHO 989 | 500 dainiesy
S ¢ NV LSOH b
- ~l. &
=
p

8 Did

U.S. Patent

0 = INNOO TINAG

V1 = HLd30-0 WAWIXYIN

LRAGO UNVYIWWOD (3AF0 34

L&



US 8,234,415 B2

Sheet 9 of 12

Jul. 31, 2012

U.S. Patent

BHO

EER

EES)

4O

HO

SO

FHO

224

O

EER)

SO

BHD

EED]

A LNIOG N

6 = AN
HHO TANDISSY

0 M0 LSOH b
2eE

0 2 LNNCO TR0
¢t = L300 WIRE YN
L = LNOOD GNYIRWO D O3AIF034
186

3L MNIOa N

£ = d3diiN
Heild GANOISSY

U = ANROD TI40

0 3% LNAOD TINI0
¥é = Hid30-0 WMNEX VI
IRAGOD ONYRINOD J3AI3034

G = HILINGN
H40 QENDISSY

H A LN MNIT

b = HAHWON
HH0 GENDISSY

0NV L50H

0 7 INOOO TINSD
Gl = Hid30~-0 WX YA
LNAIOD GNYWNINGD GEAI303

(LZ)

“pLZ

(LZ)
312

(L2

gL

¥ om "
e

S eLg



US 8,234,415 B2

Sheet 10 of 12

Jul. 31, 2012

U.S. Patent

EERl

. ugm_

[Go}{gun]{aue

BHO [— BHO [ SHO

EES)

EEE]

EER]

BHO

BHO

EER)

B0

SHO

EES)

U0

EES)

EEL)

EER)

HALNIOC N

& = HABWIIN
Hu0 OONDISRY

0 N(Y1-0 LSOH
zee

1A LNICd MND

£ Hadinii
Huld G2NODISSY

| NI¥1-8 L5OH

AALNIOd MM

9 = I AINNN
gl GENDISSY

LNV LSOH |
XA

eALNIO N

P MEENNON
did0 JENDISSY

NGV LS50OH

---F-—--—-—-—

-—-+----—-

2

009 = INMGD THN40

8 = Hid30-0 WNND(YN
QOGP = LNMOL NV CSALE 3

144

008 = LNAOD TIN4AD

g = Hid30-0 WIHNIX YN

U001 = LNGIOD ONYRNCK) (A0S
L& &

QRO = LNGOTG O
¥é = HLd3G-0 BNy
000y = LNOOD OGNVHINOD J3A403

A7

006 = LNMACY TINGO

(L&)
oL

(L2

AL

(12

R A



US 8,234,415 B2

Sheet 11 of 12

Jul. 31, 2012

U.S. Patent

AIAZQ GiVd - 509 ~

&

G

ASIS

v—v09 ©

HIN12

— 09 09 L—-v09

H T HOHINOD

LtV 4LV idY
L DL



US 8,234,415 B2

Sheet 12 of 12

Jul. 31, 2012

U.S. Patent

T e [ lw] v (=] v

LYY G3LYI3Y
(P)2L Ol

LYY Q3113
(D2 D1

LAY 431V 134
(BYZ 1L Ol



US 8,234,415 B2

1
STORAGE DEVICE AND CONTROL UNIT

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application 1s based upon and claims the benefit of

priority of the prior Japanese Patent Application No. 2008-
182773, filed on Jul. 14, 2008, the entire contents of which are
incorporated herein by reference.

FIELD

The embodiments discussed herein are directed to a tech-
nique for providing at least one logical device for each of
external devices, recerving a data nput/output-requiring
command for the logical device from each of the external
devices, and assigning the data input/output-requiring coms-
mand to a command-processing resource.

BACKGROUND

Nowadays, a storage-virtualizing technique 1s known such
that at least one storage 1s virtualized to provide logical stor-
age devices (LUN: Logical Unit Number) for respective host
devices and to enable flexible system operation without
physical limitation by the storage.

FIG. 11 1s a schematic diagram 1llustrating a typical con-
figuration of a conventional virtualized storage system. In this
embodiment, the virtualized storage system 600 includes two
hosts 501a and 5015, and a RAID (Redundant Arrays of
Inexpensive Disks) device 605.

The RAID device 605 includes a queue 606, a controller
603, and a disk array 602. The RAID device 603 1s connected
to the hosts 501a and 5015 through ports 601a and 6015,
respectively, and writes or reads out data for HDDs 604-1 to

604-4 of the disk array 602 according to an I/O command
received from the hosts 501a and 5015.

The disk array 602 includes the HDDs (four devices in FIG.
11) 604-1 to 604-4, and can treat the HDDs 604-1 to 604-4 as
one logical disk 1n the RAID device 605.

The queue 606 1s a storage area (memory) for storing
various pieces ol information for execution of the I/O com-
mand transferred to the RAID device 600 from the hosts 5014
and 5015. For example, the queue 606 stores a return value for
execution of the I/O command, various pieces of information
representing progress on a process, a status, and the 1I/O
command 1itself.

The queue 606 1s divided 1nto multiple queue resources
having a predetermined size ({or example, 256 bytes) in order
to store the information for execution of the I/O command.

The controller 603 provides logical devices (LUNs) for the
respective hosts 501q and 35015, and controls writing and
reading out for the HDDs 604-1 to 604-4 according to the I/O
command received from the hosts 501a and 5015.

The controller 603 receives the I/O commands from the
hosts 301a and 5015, and then assigns queue resources of the
queue 606 to the I/O commands to control the HDDs 604-1 to
604-4.

Accordingly, when the hosts 501a and 5015 specily
addresses for the respective LUNs provided from the RAID
device 605 to send the I/O commands, the controller 603
receives the I/O commands to store (assign) the I/O com-
mands 1n the queue 606 1n sequence.

Then, the controller 603 writes or reads out data for the
HDDs 604-1 to 604-4 according to the I/O commands to

which the queue resources are assigned.

10

15

20

25

30

35

40

45

50

55

60

65

2

When the various pieces of information for execution of
the I/O command recerved from the hosts 501a and 5015
cannot be stored due to, for example, lack of free space of the
queue 606, 1n other words, when the queue resources cannot
be assigned; the I/O command 1s rejected, and 1s returned
together with a status (QFULL ) representing full space of the
queue 606 toward the originating hosts 501a and 5015
(QFULL response).

In the virtualized storage system 600, preterably, the 1/0O
commands are processed among the LUNSs 1n a proper bal-
ance, and QFULL responses are minimized.

In the hosts 501a and 5015, 1n order to prevent application
from eternally waiting for a response from the RAID device
605, a time-out period 1s set for the I/O command to be sent.
Furthermore, when an I/O command 1s not processed after
this time-out period (time-out), the virtualized storage system
600 15 directed to cancel a process for the I/O command, and
the same 1/O command 1s retried (time-out event).

For example, Japanese Unexamined Patent Application
Publication No. 2003-149436 discloses a technique for
adjusting the logical size of a queue 1n order to minimize the
occurrence of the time-out event and the QFULL event
described above.

FIGS. 12(a) to (c) 1llustrate a technique for adjusting the
logical size of the queue 1n a conventional virtualized storage
system. FIG. 12(a) illustrates the logical size of the queue to
be assigned to each queue before the adjustment. FIG. 12(b)
illustrates that the LUN having a high rate of occurrence of a
QFULL has a logical size increased 1n FI1G. 12(a). FIG. 12(c¢)
illustrates that the I/O commands for other LUNSs are further
received 1 FIG. 12(5).

In these drawings, symbols al to a7 denote 1dentification
information for specifying the respective LUNs. For
example, 1n the state illustrated in FIG. 12(a), the host 501qa
sends I/O commands to the LUNSs# al, a2, a3, and a4 in the
RAID device 605, and the queues having logical sizes are
assigned to the respective I/O commands.

The technique disclosed 1n Japanese Unexamined Patent
Application Publication No. 2005-149436 increases the logi-
cal sizes of the queues assigned to the LUNs# al and a3 as
illustrated 1 FIG. 12(5) in the case of, for example, an
increase 1n the QFULL rates of the LUNs# al and a3 1n the
state as shown 1n FIG. 12(a).

This patent document also discloses a technique for
decreasing the logical sizes of the queues in the case of
time-out rates exceeding a threshold value 1n addition to the
technique for increasing the logical sizes of the queues in the
case of excess of the QFULL rates as described above.

Since queue resources are linite 1n a virtualized storage
system, preferably, these queue resources are efficiently used.

However, since the LUN of the queue resources exceeding,
the threshold value cannot be unlimitedly increased in the
conventional virtualized storage system as described above,
occurrence of the QFULL events cannot be reduced.

For example, as illustrated in FIG. 12(c¢), the I/O com-
mands for the LUNs# a5, a6, and a7 are further received {from
the host 501a 1n the state illustrated 1n FIG. 12(d) to fill the
queues. After this, even 1f the QFULL rate of the LUN# a2 1s
increased, queues assigned to the LUN# a2 cannot be
increased any more.

Time-out also occurs due to temporary hardware abnor-
mality (for example, a medium error or a malfunction of a
disk) of the HDDs 604-1 to 604-4 1in the RAID device 605.
Since occurrence of time-out due to such a temporary cause
decreases the logical sizes of the queues 1n the conventional
technique for decreasing the logical sizes of the queues 1n the
case of the time-out rates exceeding the threshold value, the
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assigned queue resources are still decreased not to enable the
elficient use of the queue resources even after, for example, a
recovery function of the RAID device 605 fixes the hardware
abnormality.

SUMMARY

In accordance with the present invention, a storage capable
of communicating with external devices, providing at least
one logical device for each of the external devices, receiving
a data input/output-requiring command for the logical device
from each of the external devices, and assigning the data
input/output-requiring command to a command-processing
resource to perform the command, includes: an assignment
number-managing unit for managing the number of the com-
mand-processing resources assigned corresponding to a com-
mand-sending/receving pair in combination of the external
device and the logical device recerving the data input/output-
requiring command; and an assignment-controlling unit for
assigning the data input/output-requiring command to the
command-processing resource corresponding to the com-
mand-sending/receiving pair, the number of the command-
processing resources being equal to or lower than the number
to be assigned that 1s managed by the assignment number-
managing unit.

In accordance with the present invention, a controller
capable of communicating with external devices, providing at
least one logical device for each of the external devices,
receiving a data input/output-requiring command for the logi-
cal device from each of the external devices, and assigning the
data input/output-requiring command to a command-pro-
cessing resource to perform the command, includes: an
assignment number-managing unit for managing the number
of the command-processing resources assigned correspond-
ing to a command-sending/receiving pair in combination of
the external device and the logical device receiving the data
input/output-requiring command; and an assignment-con-
trolling unit for assigning the data input/output-requiring
command to the command-processing resource correspond-
ing to the command-sending/receiving pair, the number of the
command-processing resources being equal to or lower than
the number to be assigned that 1s managed by the assignment
number-managing unit.

The object and advantages of the invention will be realized
and attained by means of the elements and combinations
particularly pointed out 1n the claims.

It 1s to be understood that both the foregoing general
description and the following detailed description are exem-
plary and explanatory and are not restrictive of the mnvention,
as claimed.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 1s a schematic diagram illustrating a configuration
ol a storage system 1n accordance with an embodiment of the
present invention.

FIG. 2 illustrates exemplary implementation information
in the storage system 1n accordance with an embodiment of
the present invention.

FIG. 3 illustrates the exemplary queue table link in the
storage system 1n accordance with an embodiment of the
present invention.

FI1G. 4 15 a schematic diagram 1illustrating the QRBs stored
in the free pool of the storage system 1n accordance with an
embodiment of the present invention.

FIG. 5 illustrates the exemplary queue table of the com-
mand-sending/receving pair to which the assignment num-
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4

ber-determinming unit sets the mitially assigned number of
QRBs 1n the storage system in accordance with an embodi-
ment of the present invention.

FIG. 6 illustrates a techmique for assigning the queue
resources by the assignment number-determining unit in the
storage system 1n accordance with an embodiment of the
present 1nvention.

FIG. 7 illustrates a techmique for assigning the queue
resources by the assignment number-determining unit 1n the
storage system 1n accordance with an embodiment of the
present 1nvention.

FIG. 8 illustrates a technique for balancing the queue
resources by the assignment number-determining unit 1n the
storage system 1n accordance with an embodiment of the
present invention.

FIG. 9 illustrates a technique for balancing the queue
resources by the assignment number-determining unit 1n the
storage system 1n accordance with an embodiment of the
present invention.

FIG. 10 illustrates a technique for balancing the queue
resources by the assignment number-determining unit 1n the
storage system 1n accordance with an embodiment of the
present invention.

FIG. 11 1s a schematic diagram 1illustrating a typical con-
figuration of a conventional virtualized storage system.

FIGS. 12(a) to 12(c) 1llustrate a technique for adjusting the
logical sizes of queues 1n the conventional virtualized storage
system.

DESCRIPTION OF EMBODIMENTS

Heremafiter, exemplary embodiments will be described
with reference to the accompanying drawings.

FIG. 1 1s a schematic diagram 1illustrating a configuration
of a storage system 1n accordance with an embodiment of the
present 1nvention.

The storage system 100 1n accordance with this embodi-
ment includes hosts (external devices, four hosts in FIG. 1)
1a, 15, 1c, and 1d, a terminal device 42, and a RAID device
(storage device) 60.

The RAID device 60 1s capable of communicating with the
hosts 1a, 1b, 1¢, and 14 through communication ports 41a,
41b, 41c, and 41d, respectively, and provides at least one
logical device (LUN: Logical Umt Number) for each of the
hosts 1a, 15, 1¢, and 1d. The RAID device 60 includes a
control unit 40 and a disk array 30.

Heremaftter, the symbols 1a, 15, 1c¢, and 14 indicate one
specific host among the hosts, while a symbol 1 indicates any
of the hosts.

The disk array 30 includes memory units (four devices in
FIG. 1) 31-1 to 31-4, and can treat the memory units 31-1 to
31-4 as one logical memory unit.

Various memory units such as an HDD (Hard disk drive)
and a semiconductor memory unit can be used for the
memory units 31-1 to 31-4. In this embodiment, HDDs are
exemplarily used for the memory units 31-1 to 31-4, which
may be hereinatter represented as HDDs 31-1to 31-4, respec-
tively.

Heremnaftter, the symbols 31-1, 31-2, 31-3, and 31-4 1ndi-
cate one specific memory unit (HDD) among the memory
units (HDDs), while a symbol 31 indicates any of the memory
units (HDDs).

Heremafiter, the symbols 41a, 415, 41¢, and 414 indicate
one specific communication port among the communication
ports, while a symbol 41 indicates any of the communication
ports.
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The control unit 40 controls functions of the RAID device
60, provides at least one logical device (LUN) for each of the
hosts 1a, 15, 1¢, and 1d, and controls writing and reading out
tor the HDDs 31-1 to 31-4 in the disk array 30 according to an
[/O command (data input/output-requiring command)
receirved from the hosts 1a, 15, 1¢, and 1d.

The control unit 40 recerves the I/O commands from the
hosts 1, and then assigns queue resources described below to
the I/O commands to control the HDDs 31.

Accordingly, 1n the storage system 100, when the hosts 1
specily addresses for the respective LUNs provided from the
RAID device 60 to send the I/O commands, the control unit
40 recetrves the I/O commands to store the I/O commands 1n
the queue resources 1n sequence, and writes or reads out data
tor the HDD 31 according to the I/O command.

When various pieces of information for execution of the
I/O command recerved from the host 1 cannot be stored due
to, Tor example, lack of the queue resource, the control unit 40
rejects the I/O command and returns a status (QFULL) rep-
resenting the lack of the queue resource that can be assigned
toward the originating host 1 (QFULL response).

As 1llustrated 1n FIG. 1, the control unit 40 includes a CPU
10, a storage unit 20, and a queue 50.

The queue 50 15 a storage area (memory ) for storing various
pieces ol information for execution of the I/O command
transferred to the RAID device 60 from the host 1.

The queue 50 1s divided into multiple queue resources (unit
queues or command-processing resources) having a predeter-
mined size (for example, 256 byte) 1 order to store the
various pieces of information for execution of the I/O com-
mand.

For example, the queue 50 stores a return value for execu-
tion of the I/O command, information representing progress
on a process (for example, an execution location and a status),
and the I/O command 1itself. Such information 1s stored 1n
each queue resource.

The storage unit 20 stores mformation for various pro-
cesses executed by the CPU 10 described below 1n the control
unit 40, and 1s implemented by, for example, a semiconductor
storage device or an HDD.

In the storage system 100, the storage unit 20 stores imple-
mentation information 21 and a queue table link 22.

The implementation information 21 relates to the I/O com-
mand processed (executed) 1n the storage system 100, and
includes, for example, the count of recetved commands, a
maximum queue-depth, and a QFULL count.

Now, the count of the received commands represents the
count of the I/O commands received from the host 1 per unit
time, while the maximum queue-depth represents the number
of the I'O commands concurrently processed per unit time
(maximum concurrently executed-command count). The
QFULL count represents the count of the QFULL responses
to the host 1 per unit time.

Since the number of the recetved commands, the maximum
queue-depth, and the QFULL number can be acquired by
various known techniques, the description of such techniques
will be omaitted.

The unit time for the number of the received commands,
the maximum queue-depth, and the QFULL number can be
arbitrarily set (for example, one minute, 30 seconds, or 15
seconds). For example, the umt time 1s arbitrarily set and
changed by a user through the terminal device 42 described
below.

The same unit time may be used for the number of the
received commands, the maximum queue-depth, and the
QFULL number. Alternatively, different unit time may be
used for at least one of them.
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FIG. 2 1illustrates exemplary implementation information
21 1n the storage system 100 1n accordance with an embodi-
ment of the present 1nvention.

As 1llustrated 1n FIG. 2, 1n the storage system 100, imple-
mentation information including the number of the received
commands, the maximum queue-depth, and the QFULL
number 1s generated and managed for every combination of
the host 1 and the LUN (command-sending/receiving pair).

In FIG. 2, as a matter of convenience, the number of the
received commands, the maximum queue-depth, and the
QFULL number are 1llustrated for only the command-send-
ing/receiving pair relating to LUNO, and are omitted for the
command-sending/receiving pairs relating to LUNI1 to
LUNS.

In the embodiment of FIG. 2, the implementation informa-
tion 21 1s 1llustrated in a matrix including the LUNSs and the
hosts 1 as a matter of convenience. However, this embodi-
ment 1s not restricted to this. Various modifications may be
made to the embodiment without departing from the spirit of
the present invention.

The queue table link 22 manages the number of the queue
resources assigned to each combination of the host 1 and the
LUN (command-sending/receiving pair).

FIG. 3 1llustrates the exemplary queue table link 22 in the
storage system 100 1n accordance with an embodiment of the
present invention.

As 1llustrated 1n FIG. 3, the queue table link 22 includes
queue tables 221 associated (linked) with one another by link
pointers 222. Each queue table 221 includes a combination of
the host 1 and the LUN (command-sending/receiving pair)
associated with the number of the queue resources (assigned
QRB number) assigned to the command-sending/receiving
pair.

The link pointer 222 1s information (pointer) representing,
a storing location (for example, an address) for the next queue
table 221 1n the storage unit 20, and can inform, for example,
a queue resource assignment number-managing unit 13 of the
storing location for another queue table 221.

In the storage system 100, k queue resources are managed
as one unit, where k represents the number of the queue
resources. For example, 1n this embodiment, four (k=4 ) queue
resources are treated as 1QRB (Queue Resource Block). The
number of the queue resources to be assigned 1s managed by
the number of the QRBs (QRB number).

For example, as illustrated 1mn FIG. 3, the six QRBs are
assigned to the command-sending/recerving pair [HOST
A-LUN3] (assigned QRB number=6). Therefore, the 24
(4x6=24) queue resources (unit queues) are assigned to the
command-sending/recerving pair [HOST A-LUN3].

Hereinaiter, the number of the queue resources configuring,
one QRB may be referred to as a QRB configuration number.

The QRB configuration number (k) can be arbitrarily set or
changed, for example, by a user through the terminal device
42 described below.

Hereinatter, the number of the multiple QRBs may be
prefixed to “QRB”. For example, 6QRB represents six QRBs.

In the example of FIG. 3, as a matter of convenience, the
(QRBs equal to the assigned QRB numbers are aligned so as to
be adjacent to the respective queue tables 221 1n the queue

table link 22.

A CPU (Central Processing Unit) 10 executes an OS (Op-
erating System) and a program stored in the storage unit 20 or
a storage device not illustrated to process various calculations
and controls, and implements various functions. In the stor-
age system 100, the CPU 10 executes a queue resource
assignment-managing program stored in, for example, the
storage unit 20 to function as an implementation information-
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managing unit 11, an assignment number-determiming unit
12, a queue resource assignment number-managing unit 13,
an assignment-controlling unit 14, and a drive controller 15.

The implementation information-managing unit 11 gener-
ates the implementation information 21 to store the imple-
mentation information 21 1n the storage unmit 20, and manages
the implementation information 21, so as to collect the num-
ber of the received commands, the maximum queue-depth,
and the QFULL number based on the I/O command recerved
from the host 1 or on a process based on the I/O command by,
for example, the drive controller 15 (described below 1n
detail) and store the number of the received commands, the
maximum queue-depth, and the QFULL number 1in the imple-
mentation information 21 to manage and update the imple-
mentation information 21.

The assignment number-determining unit 12 determines
the number of the queue resources (command-processing
resources) to be assigned to each command-sending/rece1v-
ing pair (LUN) so as to determine the number of the queue
resources to be assigned (assigned (QRB number) to each
command-sending/recerving pair based on the implementa-
tion information 21.

In the storage system 100, the assignment number-deter-
mimng unit 12 determines the number of the resources to be
assigned to the command-sending/receiving pair in a QRB
unit.

In the storage system 100, the number of the queue
resources to be assigned to one communication port 41 (the
number of the queue resources per port) 1s limited. For
example, the total number of the queue resources to be con-
currently assigned to one communication port 41 (in other
words one host 1) 1s set so as not to exceed a limit value (for
example, 1024 1n other words 256QRB).

The limit value for the number of the queue resources per
port can be arbitrarily set or changed, for example, by a user
through the terminal device 42 described below.

In the storage system 100, the number of the queue
resources to be assigned to one LUN (the number of the queue
resources per LUN) 1s also limited. For example, the total
number of the queue resources to be concurrently assigned to
one LUN 1s set so as not to exceed a limit value (for example,
1024 1n other words 256QRB).

The limait value for the number of the queue resources per
LUN can be arbitrarily set or changed, for example, by a user
through the terminal device 42 described below.

In the storage system 100, the assignment number-deter-
mimng unit 12 increases the queue resources assigned to the
LUN (command-sending/receiving pair) receiving the many
I/0O commands, and decreases the queue resources assigned to
the LUN (command-sending/receiving pair) recerving the
few I/O commands.

In the storage system 100, the assignment number-deter-
mimng unit 12 equally assigns the queue resources to the
LUNs (command-sending/receiving pairs) in which the
QFULL response occurs.

In the storage system 100, 1n response to the I/O command
first sent from the host 1 to the LUN, the control unit 40
executes this command or returns a BUSY response, so as not
to return the QFULL response 1n response to this first I/O
command.

The reason for this 1s that some hosts 1 are configured so as
not to send (so as to restrain) the I/O commands toward a LUN
once receving the QFULL response 1n response to the I/O
commands toward the LUN from the RAID device 60.

Even such hosts 1 generally retry the I/O commands in
response to the BUSY response for the I/O commands from

the RAID device, which has a small eftect.
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In the storage system 100, the queue resource not assigned
(unassigned) to, for example, the /O command 1s described
with a free pool FP (empty resource area, see FI1G. 4). Here-
inafter, the unassigned queue resource (QRB) 1s represented
by “being located 1n the free pool FP” or “being stored in the
free pool FP”.

FIG. 4 1s a schematic diagram 1llustrating the QRBs stored
in the free pool FP of the storage system 100 in accordance
with an embodiment of the present invention.

In this embodiment, nine unassigned QRBs (36 unassigned
queue resources) are stored 1n the free pool FP.

The free pool FP 1s a virtual area (space or memory area).
For example, setting of identification information (for
example, a flag) that represents non-assignment to an unas-
signed queue resource can treat the queue resource having the
identification information as an unassigned queue resource,
in other words, a queue resource located 1n the free pool FP.

In the storage system 100, unassigned queue resources are
stored 1n the free pool FP 1n a QRB unit.

The assignment number-determiming unit 12 refers to the
free pool FP to recognize the number of the unassigned QRBs
and to assign the unassigned QRB to the command-sending/
receiving pair. For example, information (1dentification infor-
mation) about the command-sending/recerving pair to which
a QRB 15 assigned 1s set to the QRB. Furthermore, the 1den-
tification information (for example, a flag) representing non-
assignment 1s deleted from the QRB, which 1s thereby deleted
(removed) from the free pool FP.

The assignment number-determining unit 12 periodically
readjusts (balances) the assigned QRB numbers (queue
resources) among the command-sending/recerving pairs.
Techniques for determining the assigned QRB number and
balancing the queue resources by the assignment number-
determining unit 12 will be described below.

The queue resource assignment number-managing unit
(assignment number-managing unit) 13 manages the number
of the queue resources to be assigned (assigned QRB number)
to each command-sending/receiving pair, and generates/
manages the queue table link 22 (the queue table 221) based
on the assigned QRB number determined by the assignment
number-determining unit 12.

Specifically, the queue resource assignment number-man-
aging unit 13 relates the assigned QRB number determined
by the assignment number-determining unit 12 to the com-
mand-sending/receiving pair to generate the queue table 221,
and links (associates) the queue tables 221 relating to the
respective command-sending/recerving pairs with one
another by the link pointers 222 to generate the queue table
link 22. The queue table link 22 generated by the queue
resource assignment number-managing unit 13 1s stored in
the storage unit 20.

Every time the assignment number-determining unit 12
determines or changes the assigned QRB number for the
command-sending/receiving pair as described below, the
queue resource assignment number-managing unit 13 reflects
the changed assigned QRB number 1n the queue table link 22.

The assignment-controlling unit 14 assigns, for example,
the I/O command to the queue resource, and assigns, for
example, the I/O command to the queue resources having an
upper limit value equal to the assigned QRB number managed
by the queue resource assignment number-managing unit 13.

Accordingly, the assignment-controlling unit 14 assigns
the various pieces of mformation for execution of the I/O
command (for example, the return value, the information
representing progress on a process, the status, and the /O
command 1tsell) relating to the command-sending/receiving
pair to the queue resources having an upper limit value equal
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to the number {(assigned QRB number)x(QRB configuration
number (k))} corresponding to an assignment number (as-
signed QRB number) managed by the queue resource assign-
ment number-managing unit 13 to store the various pieces of
information for the execution in the queue 50.

Hereinafter, as a matter of convenience, assignment of the
I/O command or the various pieces of information for execu-
tion of the I/O command to the queue resource 1s merely
referred to as assignment of the I/O command.

Since the assignment-controlling unit 14 can assign, for
example, the I/O command to the queue resource by various
known techniques, the description of such techniques will be
omitted.

The drive controller 15 processes or executes the I/O com-
mand assigned to the queue resource by the assignment-
controlling unit 14 to control the HDDs 31-1 to 31-4 1n the
disk array 30, and writes or reads out data.

The drive controller 15 stores data in the HDDs 31-1 to

31-4 as actual physical disks according to a predetermined
data format of a logical device provided for the host 1.

Since the drive controller 15 can write or read out data for
the HDDs 31-1 to 31-4 1n the disk array 30 by various known
techniques, the description of such techniques will be omit-
ted.

The terminal device 42 variously sets or controls the RAID
device 60. The terminal device 42 includes a display and an
input device (for example, a keyboard or a mouse) not 1llus-
trated, can communicate with the RAID device 60, and can
variously sets or controls the RAID device 60 by input opera-
tion of a user from the terminal device 42.

For example, the user can arbitrarily set the unit time, the
QRB configuration number (k), and limiting values for the
numbers of the queue resources per port and per LUN 1o
determining the count of the received commands, the maxi-
mum queue-depth, and the QFULL count through the termi-
nal device 42.

The terminal device 42 can also set unit time for measuring,
the implementation information 21. The user can arbitrarily
set this unit time through the terminal device 42.

In the storage system 100 1n accordance with the above-
described embodiments of the present invention, techniques
tor distributing the queue resources by the assignment num-
ber-determining unit 12 1s described for each state.

(a) Imitial State

In the storage system 100, for example, a state before a
specific job starts from the host 1 such as power-on or reset 1s
referred to as an 1nitial state.

In the storage system 100, any queue resources are not
assigned (Iree state) to the command-sending/recerving pairs
in the mitial state. In other words, all the QRBs (for example,
256QQRB) are located 1n the free pool FP.

In the 1nitial state, the implementation information-man-
aging unit 11 starts to acquire the implementation informa-
tion 21 (the count of response commands, the maximum
queue-depth, and the QFULL count per predetermined time).

(b) During a Process for the First /O Command

For example, 1in the case of first transmission of an /O
command from the host 1 to the LUN, such as start of a job
from the host 1, the assignment number-determining unit 12
first refers to the free pool FP, and acquires and sets the
predetermined number (initial assignment number, for
example, eight) of QRBs from the free pool FP for the com-
mand-sending/recerving pair in combination of the originat-
ing host 1 and the destination LUN for the I/O command 1f
there are QRBs 1n the free pool FP, 1n other words, unassigned

RQBs.
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Accordingly, 1f the number of the unassigned QRBs 1n the
free pool FP sulfices the mitially assigned number, the assign-
ment number-determining unit 12 acquires an initially

assigned number of QRBs from the free pool FP to assign the
QRB:s.

FIG. 5 1illustrates the exemplary queue table of the com-
mand-sending/receiving pair to which the assignment num-
ber-determiming unit 12 sets the mitially assigned number of
QRBs 1n the storage system 100 in accordance with an

embodiment of the present invention.
In the embodiment of FIG. 5, the eight QRBs are assigned

to the command-sending/recerving pair [HOST A-LUN3].

Due to this assignment of the QRBs, the same number of
unassigned QRBs as that of the assigned QRBs are deleted
from the free pool FP.

When the mitially assigned number of QRBs cannot be
assigned to the command-sending/receiving pair since the
unassigned QRBs 1n the free pool FP do not suflice assign-
ment to the I/O command, the assignment number-determin-
ing unit 12 collects and acquires redundant QRBs from com-

mand-sending/recerving pairs other than the command-
sending/recerving pair [HOST A-LUN3] to be set with this
assignment of the QRBs.

FIG. 6 1illustrates a techmique for assigning the queue
resources by the assignment number-determining unit 12 in
the storage system 100 1n accordance with an embodiment of
the present ivention, the technique acquiring redundant
QRBs from other command-sending/receiving pairs when
the unassigned QRBs 1n the free pool FP do not suilice assign-
ment of the mitial assignment number of the QRBs.

In the embodiment of FIG. 6, when four QR Bs are assigned
to the command-sending/recerving pair [HOST A-LUNO],
s1x QRBs to the command-sending/receiving pair [HOST
A-LUN3], and three QRBs to the command-sending/rece1v-
ing pair [HOST B-LUN1], and five unassigned QRBs are
located 1n the free pool FP, the host C newly sends the first I/O
command to LUNO.

In the example of FIG. 6, as a matter of convenience, the
implementation information (the number of the recerved
commands, the maximum queue-depth, and the QFULL
number) 21a, 215, 21¢, and 21d corresponding to the com-
mand-sending/receiving pairs 1s adjacent to the respective
queue tables 221.

In the state of FIG. 6, the assignment number-determining
unit 12 will assign the QR Bs for this I/O command newly sent
from the host C to LUNO to the command-sending/receiving
pair [HOST C-LUNO] (hereinafter, a command-sending/re-
ceiving pair to which the number of the QRBs 1s assigned 1s
referred to as a target command-sending/recerving pair).
However, the 1in1tial assignment number equal to eight of the
QRBs cannot be assigned to the target command-sending/
receiving pair [HOST C-LUNO] by only five unassigned
(QRBs 1n the free pool FP.

Therefore, the assignment number-determining unit 12
checks whether or not redundant QRBs exist among the
(QRBs assigned 1n each of the command-sending/receiving
pairs [HOST A-LUNO], [HOST A-LUN3]|, and [HOST
B-LUN1] other than the target command-sending/receiving
pair [HOST C-LUNO].

Now, the number of the redundant QRBs (redundant QRB
number) 1s obtained by subtracting the number of the QRBs
(required QRB number) suflicing (corresponding to) the
queue resources equal to the maximum queue-depth from the
number of the QRBs assigned to the command-sending/re-
ceiving pair, and can be derived from the following expres-
S1011.
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(Redundant QRB number)=(assigned QRB number)-
(required QRB number)

The number of the QRBs (required QRB number) suificing

the queue resources equal to the maximum queue-depth 1s a
mimmum number of QRBs including (suificing) the queue
resources equal to the maximum queue-depth, and 1s specifi-
cally an integer obtained by rounding out a fractional figure or
decimal part of a quotient of the maximum queue-depth
divided by the QRB configuration number (n).

For example, 1n the embodiment illustrated 1n FIG. 6, the

maximum queue-depth of the command-sending/recerving,
pair [HOST A-LUN3] is equal to 14 (see the implementation

information 215). In the case of the QRB configuration num-
ber equal to “4” (n=4), the number of QRBs suilicing 14
queue resources equal to the maximum queue-depth “14” 1s
equal to “4” {(required QRB number)=4}.

Therefore, the redundant QRB number of the command-
sending/recerving pair [HOST A-LUN3] 1s obtained by (as-
signed QRB number “6”)-(required QRB number “47)=2.

Similarly, in the embodiment 1n FIG. 6, the redundant QRB
number of the command-sending/recerving pair [HOST
A-LUNO] 1s equal to *“0”, and the redundant QRB number of
the command-sending/recerving pairr [HOST B-LUNI1] to
“17.

The assignment number-determining unit 12 adds (as-
signs) the redundant QRB number “2” of the command-
sending/receiving pair [HOST A-LUN3] and the redundant
QRB number “1” of the command-sending/receiving pair
|[HOST B-LUN1] to an unassigned QRB number “5” assign-
able to the command-sending/recerving pair [HOST
C-LUNO] to assign eight QRBs equal to the mnitially assigned
number to the command-sending/receiving pair [HOST
C-LUNO]J.

Then, the numbers of the redundant QRBs (redundant
QRB numbers) are subtracted from the respective assigned
QRB numbers of the command-sending/receiving pairs
|[HOST A-LUN3] and [HOST B-LUN1].

Specifically, in the embodiment 1n FIG. 6, the redundant
QRB number “2” of the command-sending/receiving pair
|[HOST A-LUN3] 1s assigned (shifted) to the command-send-
ing/recerving pair [HOST C-LUNO] to decrease the assigned
(QRB number of the command-sending/recetving pair [HOST
A-LUN3] from “6” to “4” Similarly, the redundant QRB
number “1” of the command-sending/recerving pair [HOST
B-LUN1] 1s also assigned (shifted) to the command-sending/
receiving pair [HOST C-LUNO] to decrease the assigned
QRB number of the command-sending/receiving pair [HOST
B-LUN1] from *“3” to “2”.

Hereinafter, for assignment of QRBs to a target command-
sending/receiving pair, decreasing the assigned QRB number
of another command-sending/receiving pair to add the
decreased number to the assigned QRB number of the target
command-sending/receiving pair may be referred to as
acquiring QRBs from a command-sending/receiving pair.

In other words, for assignment of QRBs to a target com-
mand-sending/receiving pair, the assignment number-deter-
mimng unit 12 acquires redundant QRBs from another com-
mand-sending/recerving pair, and assigns the acquired
redundant QRBs (adds the acquired redundant QRBs to the
assigned QRB number) to the target command-sending/re-
celving pair.

In the storage system 100, when the assignment number-
determining unit 12 assigns the redundant QRBs acquired
from another command-sending/receiving pair to a target
command-sending/recerving pair, the number of the assigned
redundant QRBs 1s subtracted from the assigned QRB num-
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ber of the other command-sending/recerving pair to maintain
the constant total number (limiting value) of queue resources
(QRB) per communication port 41 (namely, host 1).

Even after a decrease 1n assigned QRB numbers of the
command-sending/recerving pairs [HOST A-LUN3] or
|[HOST B-LUN1], these assigned QRB numbers suifice the
number of the queue resources equal to the respective maxi-
mum queue-depths. Therefore, the QFULL response 1s
unlikely to occur 1n these command-sending/receiving pairs,
which maintains high reliability of the storage system 100.

The assignment number-determining umt 12 acquires
redundant QRBs 1n sequence by, for example, a round-robin
technique from command-sending/receiving pairs such that
{[the number of assigned queues((assigned QRB number)x
(QRB configuration number (k=4 in this embodiment)))]-
(maximum queue-depth)}(redundant queue resource num-
ber) 1s equal to or more than the QRB configuration number,
thereby assigning the QRBs sufficing the 1nitially assigned
number to a command-sending/receiving pair such that unas-
signed QRBs 1n the free pool FP cannot suifice 1ts nitially
assigned number.

When the mitially assigned number cannot be sufficed
even by assigning redundant QRBs acquired from other com-
mand-sending/receiving pairs by, for example, a round-robin
technique as described above, the assignment number-deter-
mining unit 12 determines the number of the assigned QRBs
to be the assigned QRB number of the target command-
sending/receiving pair.

For example, when only three redundant QQRBs are
acquired from other command-sending/receiving pairs 1n the
case of only three unassigned (QRBs in the free pool FP, the
assignment number-determining unit 12 assigns 6QRB {(as-
signed QRB number)=6} to the target command-sending/
receiving pair.

Since queue resources are assigned to a command-sending/
receiving pair in a QRB unitin the storage system 100, assign-
ment of at least one QRB can suifice processes for at least k
I/O commands. Therefore, minimum [/O commands can be
executed by this QRB configuration number.

The value of the QRB configuration number (k) can be
increased to reduce a rate of occurrence of a QFULL. In other
words, this QRB configuration number (k) can ensure mini-
mum operation relating to a QFULL 1n the storage system
100.

In the case of neither unassigned QRBs 1n the free pool FP
nor redundant QRBs that cannot be acquired from another
command-sending/recerving pair for determination of the
assigned QRB number, the assignment number-determining
unit 12 acquires one QRB from a command-sending/receiv-
ing pair having an assigned QRB number equal to or more
than “2” among other command-sending/receiving pairs in
which any QFULL events do not occur {(QFULL number)
=0} in a predetermined period with reference to the imple-
mentation information 21 to assign the acquired QRB to the
target command-sending/receiving pair.

FIG. 7 illustrates a techmique for assigning the queue
resources by the assignment number-determining unit 12 in
the storage system 100 1n accordance with an embodiment of
the present invention, the technique acquiring QRBs from
other command-sending/recerving pairs when no unassigned
QRB exists 1n the free pool FP and when redundant QRBs
cannot be acquired from the other command-sending/receiv-
Ing pairs.

In the embodiment illustrated 1n FIG. 7, in each of the
command-sending/recerving pairs [HOST A-LUN3] and
|[HOST B-LUN1], any QFULL events do not occur, and the

assigned QRB number equal to or more than two 1s included.
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The assignment number-determining unit 12 selects one
command-sending/receiving pair ([HOST A-LUN3] 1n the
embodiment 1n FIG. 7) from the command-sending/receiving
pairs [HOST A-LUN3] and [HOST B-LUN1] by a round-
robin technique, and then acquires one QRB from the selected
command-sending/recerving pair to assign the acquired QRB
to the target command-sending/receiving pair [HOST
C-LUNO]J.

Since queue resources are assigned to a command-sending/
receiving pair 1n a QRB unit 1n the storage system 100 as
described above, assignment of at least one QRB can suifice
processes for at least k I/O commands.

In this embodiment, a QRB 1s acquired from one com-
mand-sending/receiving pair selected from command-send-
ing/recerving pairs having an assigned QRB number equal to
or more than “2” without any QFULL events for a predeter-
mined period by a round-robin technique. However, this
embodiment 1s not restricted to this. For example, one com-
mand-sending/receving pair may be selected from these
command-sending/recerving pairs in a random manner. Thus,
various modifications can be made to this embodiment with-
out departing from the spirit and scope of the mvention.

When no QRB i1s acquired by any of the above-described
techniques and 1s assigned to a target command-sending/
receiving pair, the assignment number-determining unit 12
returns a BUSY response to the corresponding host 1.

At least one QRB may be preliminarily reserved for the
case of acquisition of no QRB. Thus, various modifications
can be made to this embodiment without departing from the
spirit and scope of the invention.

(¢) During Occurrence of a QFULL

In the case ofless than 32 queue resources {(assigned QRB
number)=8} assigned to the command-sending/receiving
pair (target command-sending/receiving pair) corresponding,
to a host 1 sending an I/O command to a LUN 1n the storage
system 100, when unassigned (QRBs exist in the free pool FP,
the assignment number-determining unit 12 acquires the
unassigned QRBs from the free pool FP to assign the acquired
unassigned QRBs to the target command-sending/receiving,
pair.

In the case of no unassigned QRB 1n the free pool FP, a
QFULL response 1s returned to the host 1.

On the other hand, 1n the case of at least 32 queue resources
{(assigned QRB number)ZS} assigned to the command-
sending/receiving pair (target command-sending/receiving
pair), unassigned QRBs are not acquired from the free pool
FP while a QFULL response 1s returned, even when the
unassigned QRBs exist in the free pool FP.

(d) Balancing of Queue Resources

In the storage system 100, the assignment number-deter-
mimng unit 12 periodically balances the queue resources. A
technique for balancing the queue resources by the assign-
ment number-determinming unit 12 will be described below.

The assignment number-determining unit 12 balances the
queue resources 1n a QRB unit 1n the background with con-
current execution of commands such as an I/O command.

For example, the assignment number-determining unit 12
releases all queue resources of a command-sending/receiving,
pair recerving “0” commands per unit time to the free pool FP
with reference to the implementation information 21 1n order
to balance the queue resources.

Specifically, the assignment number-determining unit 12
sets the assigned QRB number of a command-sending/re-
celving pair recerving “0” commands per unit time to “0” and
adds the assigned QRB number before the setting to “0” to the
number of unassigned QRBs in the free pool FP to release the
queue resources to the free pool FP.
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The assignment number-determining unit 12 acquires
redundant QRBs from the command-sending/receiving pair
having redundant QRBs to release the acquired redundant
(QRBs to the free pool FP.

FIG. 8 illustrates a technique for balancing the queue
resources by the asmgnment number-determining unit 12 in
the storage system 100 in accordance with an embodiment of
the present invention, the technique releasing redundant
QRBs to the free pool FP.

The assignment number-determining unit 12 releases
redundant QRBs (redundant queue resources) in command-
sending/receiving pairs such that {[the number of assigned
queues((assigned QRB number)x(QRB configuration num-
ber (k=4 in this embodiment)))]-(maximum queue-depth)})
}(redundant queue resource number) is equal to or more than
the QRB configuration number to the free pool FP.

For example, in the embodiment 1llustrated 1n FIG. 8, the
redundant queue resource number of the command-sending/

receiving pair [HOST A-LUN3] is derived from the following,
eXpression:

(Redundant queue resource number)=(the number of
assigned queues)[(assigned QRB number)x(QRB
configuration number (4 1n this embodiment))]-
(maximum queue-depth)=6x4-14=10

Since the redundant queue resource number “10” of the
command-sending/receiving pair [HOST A-LUN3] 1s more
than four, the assignment number-determining umt 12
releases 2QRB [(redundant QRB number)=2] included in the
redundant queue resource number to the free pool FP.

The assignment number-determining unit 12 resets all
LUNs 1n which the QFULL response occurs to equalized
queue resource numbers including queue resources in the free
pool FP 1n, for example, an 1mnitial stage in which different
assigned QRB numbers are assigned to the respective LUNSs
(command-sending/receving pairs) 1n order to balance the
queue resources.

FIG. 9 illustrates a technique for balancing the queue
resources by the assignment number-determining unit 12 in
the storage system 100 in accordance with an embodiment of
the present nvention, the technique equally distributing
queue resource numbers among command-sending/rece1ving
pairs.

In the embodiment illustrated 1n FIG. 9, in each of the
command-sending/receiving pairs [HOST A-LUNO], [HOST
A-LUN3] [HOST B-LUN1] and [HOST C-LUNO0], at least
one QFULL response occurs (QFULL=0), the assigned QRB
numbers 4, 6, 3, and 8 are set to the respective command-
sending/receiving pairs.

Therefore, the total number 21 of the QRBs are assigned to
the command-sending/recerving pairs recerving the QFULL
response.

When, for example, nine unassigned QRBs (9QRB) exist
in the free pool FP 1n this case, 30 QRBs (30QRB) exist 1n
four command-sending/recerving pairs 1n total. In this case,
the assignment number-determining unit 12 equally distrib-
utes (divides) this 30QRB to four command-sending/rece1v-
ing pairs to assign 7QRB to each command-sending/receiv-
Ing pai.

Similarly, when 20 unassigned QRBs (20QRB) exist 1n the
free pool FP, 41 QRBs (41QRB) exist in four command-
sending/receiving pairs in total. In this case, the assignment
number-determining unit 12 equally distributes this 41QRB
to four command-sending/recerving pairs to assign 10QRB to
cach command-sending/receiving pair.

The assignment number-determining unit 12 can also set a
limit (maximum 1increased queue number) for an increased
number of an assigned QRB number 1n one periodical queue-




US 8,234,415 B2

15

balancing, in other words, the increased number of the
assigned QRB number before and after the queue-balancing.

For example, when 350 unassigned QRBs (50QRB) exist in
the free pool FP 1n the embodiment illustrated 1n FI1G. 9, 71
QRBs (71QRB) exist in four command-sending/receiving
pairs 1n total. If this 71QRB 1s equally distributed to four
command-sending/recerving pairs, the assigned number 17
will be set for each command-sending/recerving pair. How-
ever, when the maximum increased queue number 1n one
periodical queue-balancing 1s set at, for example, “8” the
assigned QRB number of the command-sending/receiving
pair [HOST B-LUN1] 1s equal to “3” before the queue-bal-
ancing. Therefore, the maximum assigned QRB number
assignable to the command-sending/recerving pair [HOST
B-LUN1] 1s equal to (limited to) “11” (=3+8).

In such queue-balancing, residual QRBs are set 1n the free
pool FP.

These techniques are particularly suitable for balancing of
queue resources in, for example, an initial stage such that
different assigned QRB numbers are assigned to the respec-
tive LUNs (command-sending/receiving pairs).

The assignment number-determining unit 12 may also
determine the distribution ratio of the queue resources based
on the load ratio (the count of received I/O commands) or the
QFULL rate [(QFULL count)/(the count of recerved com-
mands)]. This technique 1s suitable for, for example, a stage in
which the I/O commands of the respective LUNs (command-
sending/receiving pairs) are stable.

In the storage system 100, the assignment number-deter-
mimng unit 12 may adjust the number of the queue resources
to be assigned to a command-sending/recerving pair based on
the current assigned QRB number and the QFULL rate as
parameters.

Furthermore, for example, when a user sets a schedule such
as a time of another job for the storage (for example, backup
during night) in the storage system 100, the rate of use of the
L.UNs 15 expected to totally change before and after the time
(set time for the job).

In this case, 1t 1s effective that more queue resources are
released to the free pool FP before the other job starts to
prepare new commands. Specifically, the assignment num-
ber-determining unit 12 may adjust the number of entire
queue numbers so as to release a predetermined ratio (for
example, one fourth) of the entire queue resources based on
queue-balancing immediately before the set time for the job
to the free pool FP.

A weight (W) of requirement of addition of resources for
every LUN (command-sending/receiving pair) may be calcu-
lated by, for example, the following expression (1), and be
compared for every LUN to adjust the assigned QRB number.
For example, the assigned QRB number 1s increased for a
command-sending/recerving pair (LUN) having a large cal-

culated weight (W).

(Weight)(W)=(assigned QRB number)/[1-#x(QFULL
rate)]

(1)

where n 1s a QFULL coellicient, and 1s any value (for
example, approximately 0.5). The QFULL coellicient (n) 1s
exemplarily equal to 0.5 1n this embodiment.

The weight (W) calculated as described above may be
compared for every LUN (command-sending/receiving pair)
to adjust the assigned QRB number.

FIG. 10 1illustrates a technique for balancing the queue
resources by the assignment number-determining unit 12 in
the storage system 100 in accordance with an embodiment of
the present invention, the technique balancing the queue
resources based on the weights.
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In the embodiment illustrated 1n FIG. 10, for example, the
QRB assigned to the command-sending/recerving pair
[HOST A-LUNDO] 1s equal to “4” [(assigned QRB=4)], the
count of the received commands to “1000”, the maximum
queue-depth to “16”, and the QFULL count to “300” (see the
implementation information 21a).

Therefore, the weight of the command-sending/receiving

pair [HOST A-LUNO] (W: HOST A-LUNO) 1s calculated as
follows:

HOST A-LUNO: (weight)(W)=4/(1-0.5x500/1000)
=5.33

Similarly, the weight of each of the other command-send-
ing/receiving pairs [HOST A-LUN3], [HOST B-LUN1], and
|[HOST C-LUNQO] 15 calculated as follows:

HOST A-LUNO: (weight)(W)=4/(1-0.5x1000/3000)
=7.20

HOST B-LUNI: (weight)(W)=4/(1-0.5x800/1000)
=5.00

HOST C-LUNO: (weight)(W)=4/(1-0.5x500/4000)
=8.53

Now, 1n order to compare the weight (W) calculated as
described above for every LUN (command-sending/receiv-
ing pair) to adjust the assigned QRB number, for example, the
assigned QRB number may be calculated by the following
expression (2) for the balancing.

(New QRB number)=(entire QRB number)x(weight)/

(the sum of weights) (2)

For example, 1n the embodiment illustrated 1in FI1G. 10, 1f
nine unassigned QRBs exist 1in the free pool FP, 30 QRBs
exist 1n total since the total number of the QRBs of the
command-sending/recerving pairs at a QFULL count=0 1s
equal to 21.

In this case, the assigned QRB number of each command-
sending/receiving pair may be calculated by the expression
(2) after the balancing as follows:

HOST A-LUNO: (assigned QRB number)=30x5.33/
26.06=6.14=6

HOST A-LUN3: (assigned QRB number)=30x7.20/
26.06=8.29=8

HOST B-LUNI: (assigned QRB number)=30x5.00/
26.06=5.76=5

HOST C-LUNO: (assigned QRB number)=30x8.53/
26.06=9.82~9

If no unassigned QRB exists 1n the free pool FP, 21 QRBs

ex1st 1n total. In this case, the assigned QRB number of each
command-sending/receiving pair may be calculated after the
balancing as follows:

HOST A-LUNO: (assigned QRB number)=21x5.33/
26.06=4.30~4

HOST A-LUN3: (assigned QRB number)=21x7.20/
26.06=5.80=5

HOST B-LUNI: (assigned QRB number)=21x5.00/
26.06=4.03=4

HOST C-LUNO: (assigned QRB number)=21x8.53/
26.06=6.83=6

In this embodiment, the assigned QRB number 1s deter-
mined by truncating its decimal part as a matter of conve-
nience. However, this embodiment 1s not restricted to such

truncation. For example, round-off may be used if the total
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number of the QRBs 1s suificient. Various modifications may
be made to the embodiment without departing from the spirit
of the present invention.

The assigned QRB number may also be determined based
on, for example, the average response time period of each
command-sending/recerving pair (LUN). Various modifica-
tions may be made to the embodiment without departing from
the spirit of the present invention.

As described above, the storage system 100 1n accordance
with an embodiment of the present invention can properly
balance the number of the executed I/O commands among the
command-sending/recerving pairs (LUNs), and elfficiently
process the I/O commands. At this time, the queue resources
can be efficiently used in consideration of a limit of the queue
resources.

Since the assignment number-determining unit 12 deter-
mines the assigned QRB number for a target command-send-
ing/receving pair based on the implementation information
21, queue resources can be assigned to the target command-
sending/recerving pair according to actual status of use of the
RAID device 60.

Since the storage system 100 manages the number of the
queue resources to be assigned 1n a QRB unit (QRB configu-
ration number), the load of a process for assigning queue
resources to a target command-sending/receiving pair can be
reduced to speed up the process.

For example, a QRB configuration number can be
increased to decrease the number of the QRBS, thereby
reducing the overhead to speed up, for example, a balancing
process and a searching process through a link of QRBs.
Alternatively, a QRB configuration number can be decreased
to process the subtle balancing.

The number of queue resources to be assigned can also be
managed 1 a QRB unit to simplily calculation of the weight
(W), thereby reducing the balancing process.

Since the above-described queue assigning process 1s
executed while an accessing process from the host 1 1is
executed 1in operation of the storage system 100, the balanc-
ing process can be reduced as described above to reduce the
load for the accessing process and to speed up this process.

The assignment number-determining unit 12 sets the 1ni-
tially assigned number of QRBs for a target command-send-
ing/recerving pair in the case of a first process for an 1/0
command to ensure the process for the I/O command.

When the mitially assigned number of QRBs to be
assigned to a target command-sending/receiving pair cannot
be acquired from the free pool FP, redundant QRBs are
acquired from other command-sending/receiving pairs to be
assigned to the target command-sending/receiving pair.
Theretore, the I/O command 1n the target command-sending/
receiving pair can be surely processed.

In this case, since the number of QRBs suificing the num-
ber of queue resources corresponding to the maximum queue-
depth 1s still assigned to these command-sending/receiving
pairs providing the redundant QRBs, the QFULL response 1s
unlikely to occur 1n the command-sending/receiving pairs.
This does not speed down processes 1n the storage system
100, and can maintain 1ts high reliability.

Furthermore, the assignment number-determining unit 12
acquires redundant QRBs 1n sequence by, for example, a
round-robin technique from command-sending/receiving,
pairs such that {[the number of assigned queues((assigned
QRB number)x(QRB configuration number (k=4 1in this
embodiment)))]-(maximum queue-depth) } (redundant
queue resource number) 1s equal to or more than the QRB
configuration number, thereby assigning the QRBs sullicing
the mitially assigned number to a command-sending/rece1v-
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ing pair such that unassigned (QRBs 1n the free pool FP cannot
suifice its initially assigned number. This can efficiently
assign the QRBs.

In the case of neither unassigned QRBs 1n the free pool FP
nor redundant QRBs that cannot be acquired from another
command-sending/recerving pair for determination of the
assigned QRB number, the assignment number-determining
unit 12 acquires one QRB from a command-sending/rece1v-
ing pair having an assigned QRB number equal to or more
than “2” among other command-sending/receiving pairs in
which any QFULL events do not occur {(QFULL count)=0}
in a predetermined period with reference to the implementa-
tion information 21 to assign the acquired QRB to the target
command-sending/receiving pair. Thereby, the QRB con-
figuration number k of the queue resources 1s assigned to the
target command-sending/recerving pair, which enables pro-
cesses for at least k I/O commands. This can ensure the
minimum processes for the I/O commands.

Furthermore, since the assignment number-determining,
umt 12 periodically balances queue resources for (QRBs
assigned to the command-sending/receiving pairs, the queue
resources can be elfficiently used due to, for example, no
assignment of many queue resources to command-sending/
receiving pairs having a low process frequency (light load). In
addition, occurrence of QFULL responses can be reduced to
elficiently process the I'O commands.

A weight (W) of requirement for addition of resources for
every command-sending/recerving pair (LUN) can be calcu-
lated according to the implementation mformation 21 (for
example, QFULL rate) to adjust the assigned QRB number by
this weight (W), thereby enabling assignment of the queue
resources suitable to operational status of the RAID device
60.

The present mmvention 1s not restricted to the above-de-
scribed embodiments. Various modifications may be made to
the embodiments without departing from the spirit of the
present 1nvention.

For example, since the memory unit 1s not restricted to a
HDD (Hard disk drive), an optical disk drive, a semiconduc-
tor storage device, or any other storage devices can be used.
Various modifications may be made to the embodiments
without departing from the spirit of the present invention.

Disclosure of each embodiments of the present invention
enables those skilled 1n the art to implement and manufacture.

The disclosed device has advantages that the number of
data input/output-requiring commands executed among the
command-sending/recerving pairs can be properly balanced
to efficiently process the data mput/output-requiring com-
mands.

All examples and conditional language recited herein are
intended for pedagogical purposes to aid the reader 1n under-
standing the mvention and the concepts contributed by the
inventor to furthering the art, and are to be construed as being
without limitation to such specifically recited examples and
conditions, nor does the organization of such examples 1n the
specification relate to a illustrating of the superiority and
inferiority of the invention. Although the embodiment(s) of
the present inventions have been described 1n detail, 1t should
be understood that the various changes, substitutions, and
alterations could be made hereto without departing from the
spirit and scope of the invention.

What 1s claimed 1s:

1. A storage device that 1s communicatively connected to
external devices, and provides at least one logical device for
cach of the external devices, the storage device comprising:

a memory which 1s divided into a plurality of command-

processing resources, each command-processing
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resource being allocated for storing a data input or out-
put request command for the logical device from each of
the external devices;
an allocation count managing unit that manages, for a
command-sending/receiving pair comprising an exter-
nal device which 1s the sender of the input or output
request command and a corresponding logical device to
which the data input or output request command 1s to be
sent, the number of the command-processing resources
to be allocated to that command-sending/receiving pair;

an allocation control unit that, 1n response to recerving the
data input or output request command from the external
device, allocates at least one command-processing
resource to a command-sending/receiving pair compris-
ing that external device and a corresponding logical
device to which the data input or output request com-
mand 1s to be sent, the number of the at least one com-
mand-processing resource not exceeding the number to
be assigned that 1s managed by the allocation count
managing umt, and stores the data mput or output
request command in the at least one command-process-
1ng resource;

an execution mformation-managing unit that manages the

number of the data input or output request commands
concurrently processed per unit time corresponding to
cach of the command-sending/receiving pairs as execu-
tion information, and

an allocation count determining unit that determines the

number of the command-processing resources to be
allocated to the command-sending/recerving pair based
on the execution information, the allocation count deter-
mining unit setting a predetermined number to be allo-
cated to at least two of the command-sending/receiving
pairs for setting the storage, the number being equal for
cach of the pairs,

wherein the number of the command-processing resources

for a communication port connected to each of the exter-
nal devices 1s predetermined as a fimite number, and

in the case there 1s an allocated command-sending/rece1v-

ing pair to which the predetermined number to be allo-
cated cannot be set due to a lack of the command-pro-
cessing resources, the allocation count determining unit
decreases the number to be allocated to another com-
mand-sending/recerving pair to which the allocated
number 1s set such that the number to be allocated to the
other pair exceeds the number of the data input or output
request commands processed per unit time, and
increases the number to be allocated to the allocated
command-sending/recerving pair by the decreased num-
ber.

2. The storage device according to claim 1, wherein the
allocation count determining unit periodically determines the
number of the command-processing resource to be allocated
to the command-sending/receiving pair.

3. The storage device according to claim 2, wherein the
execution mformation-managing unit manages the count of
the commands received from the external device per unit time
as the execution information, and

the allocation count determining unit sets the number to be

allocated to the command-sending/receiving pair having
no command received from the external device per unit
time to zero.

4. The storage device according to claim 2, wherein the
allocation count determining unit determines the number
obtained by adding a predetermined number to the count of
the 1nput or output request commands processed per unit time
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corresponding to the command-sending/receiving pair as the
number to be allocated to the command-sending/receiving
pair.

5. The storage device according to claim 2, wherein 1n a
QFULL condition 1n which no more command-processing
resource available for allocating to an additional data input or
output request command newly received from the external
device, the allocation count determining unit sets a predeter-
mined number to be allocated to each of the command-send-
ing/receiving pairs for the logical devices imn the QFULL
condition, the predetermined number being equal for each of
the pairs.

6. The storage device according to claim 1, wherein the
allocation count managing unit manages the number to be
allocated 1n a block unit including the at least two command-
processing resources.

7. A controller for a storage device that 1s communicatively
connected to external devices, and provides at least one logi-
cal device for each of the external devices, the controller
comprising;

a memory which 1s divided into a plurality of command-
processing resources, each command-processing
resource being allocated for storing a data input or out-
put request command for the logical device from each of
the external devices;

an allocation count managing unit that manages, for a
command-sending/receiving pair comprising an exter-
nal device which 1s the sender of the iput or output
request command and a corresponding logical device to
which the data input or output request command 1s to be
sent, the number of the command-processing resources
to be allocated to that command-sending/receiving pair;

an allocation control unit that, 1n response to receiving the
data input or output request command from the external
device, allocates at least one command-processing
resource to a command-sending/receiving pair compris-
ing that external device and a corresponding logical
device to which the data input or output request com-
mand 1s to be sent, the number of the at least one com-
mand-processing resource not exceeding the number to
be assigned that 1s managed by the allocation count
managing unit, and stores the data mput or output
request command 1n the at least one command-process-
1Ng resource;

an execution information-managing unit that manages the
number of the data iput or output request commands
processed per unit time corresponding to each of the
command-sending/receving pairs as execution infor-
mation, and

an allocation count determining unit that determines the
number of the command-processing resources to be
allocated to the command-sending/receving pair based
on the execution information, the allocation count deter-
mining unit setting a predetermined number to be allo-
cated to at least two of the command-sending/receiving,
pairs for setting the storage, the number being equal for
cach of the pairs,

wherein the number of the command-processing resources
for a communication port connected to each of the exter-
nal devices 1s predetermined as a fimite number, and

in the case there 1s an allocated command-sending/recerv-
ing pair to which the predetermined number to be allo-
cated cannot be set due to a lack of the command-pro-
cessing resources, the allocation count determining unit
decreases the number to be allocated to another com-
mand-sending/receiving pair to which the allocated
number 1s set such that the number to be allocated to the
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other pair exceeds the number of the data input or output
request commands processed per unit time, and
increases the number to be allocated to the allocated
command-sending/receiving pair by the decreased num-
ber.

8. The controller according to claim 7, wherein the alloca-
tion count determining unit periodically determines the num-
ber of the command-processing resource to be allocated to the
command-sending/recerving pair.

9. The controller according to claim 8, wherein the execu-
tion information-managing umt manages the count of the
commands received from the external device per unit time as
the execution information, and

the allocation count determining unit sets the number to be

allocated to the command-sending/receiving pair having

no command received from the external device per unit
time to zero.

10. The controller according to claim 8, wherein the allo-

cation count determining unit determines the number
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obtained by adding a predetermined number to the count of
the data input or output request commands processed per unit
time corresponding to the command-sending/receiving pair
as the number to be allocated to the command-sending/re-
celving pair.

11. The controller according to claim 8, wherein 1n a
QFULL condition 1 which no more command-processing
resource available for allocating to an additional data input or
output request command newly received from the external
device, the allocation count determining unit sets a predeter-
mined number to be allocated to each of the command-send-
ing/receiving pairs for the logical devices 1mn the QFULL
condition, the predetermined number being equal for each of
the pairs.

12. The controller according to claim 7, wherein the allo-
cation count-managing unit manages the number to be allo-
cated 1 a block unit including the at least two command-
processing resources.
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