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GRAPH BASED RE-COMPOSITION OF
DOCUMENT FRAGMENTS FOR NAMELE
ENTITY RECOGNITION UNDER

EXPLOITATION OF ENTERPRISE
DATABASES

FIELD OF INVENTION

Embodiments of the invention relate generally to the soft-
ware arts, and, more specifically, to methods and systems for
recognizing complex entities from text documents with the
help of structured data and Natural Language Processing

(NLP) techniques.

BACKGROUND

In the field of computing, Natural Language Processing
(NLP) 1s a field concerned with the interactions between
computers and human (e.g., natural) languages. Natural lan-
guage generation systems convert information from com-
puter databases into readable human language. The term
“natural language” 1s used to distinguish human languages
from computer languages (e.g., C++ or Java). The NLP may
be used for both, text and speech recognition, although, over
time, the work on speech processing has evolved into a sepa-
rate field. In NLP, information extraction 1s a type of infor-
mation retrieval, whose purpose 1s to automatically extract
structured information from unstructured machine-readable
documents. A broad goal of the information extraction 1s to
allow computation to be done on the previously unstructured
data. A more specific goal 1s to allow logical reasoning to
draw inferences based on the logical content of the input data.
A typical usage of the information extraction 1s to scan a set
of documents written 1n a natural language and populate a
database with the information extracted. More specifically,
the information extraction includes tasks such as named
entity recognition, terminology extraction, and relationship
extraction. The named entity recognition locates and classi-
fies atomic elements 1n text into predefined categories such as
the names of persons, organizations, locations, expressions of
times, quantities, and so on.

Data transactions between business partners often include
unstructured data such as ivoices or purchase orders. To
process such unstructured data automatically, complex busi-
ness entities need to be 1dentified. Examples of such complex
business entities include products, business partners, and pur-
chase orders that are stored 1n a supplier relationship man-
agement system. Both, structured records in the enterprise
system and text data, describe these complex entities. Ana-
lyzing and integrating documents in a supplier relationship
management system 1s typically a manual process. For
example, an agent checks for a purchase order identifier (ID)
in an mvoice. If such an ID 1s found, the agent associates the
document with structured data for the purchase order in the
supply relationship management system and checks whether
the purchase order corresponds to the ivoice. If no ID 1s
found, the agent creates an invoice 1n the system and manu-
ally enters the relevant imformation. However, automatic
identification of the ID and the associated data stored with the
purchase order in the structured data within the invoice could
save time and reduce expenses and human errors.

Identification of entities from unstructured text to create
machine readable knowledge has been investigated for sev-
cral decades. There are many approaches in this area, such as
the Named Entity Recognition. Three main techniques have
been employed in the past for identifying entities: 1) based on
rules describing the patterns of occurrence of entities; 2)
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2

machine learning techniques to 1dentily best matching fea-
ture-combination on the basis of training data; and 3) lookup
ol predefined entities 1n a domain-specific dictionary. How-
ever, these techniques do not link extracted data to structured
data nor do they map relationships in the structured data to
relationships implicit 1n the text.

SUMMARY

Methods and systems that imvolve recognizing complex
entities from text documents with the help of structured data
and Natural Language Processing (NLP) techmiques are
described herein. In one embodiment, the method includes
receiving a document as iput from a set ol documents,
wherein the document contains text or unstructured data. The
method also includes identifying a plurality of text segments

from the document via a set of tagging techniques. Further,
the method 1includes matching the identified plurality of text
segments against attributes of a set of predefined entities.
Lastly, a best matching predefined entity 1s selected for each
text segment from the plurality of text segments.

In one embodiment, the system includes a set of docu-
ments, each document containing text or unstructured data.
The system also includes a database storage unit that stores a
set of predefined entities, wherein each entity contains a set of
attributes. Further, the system includes a processor operable
to 1dentily a plurality of text segments from a document via a
set of tagging techniques and to match the 1dentified plurality
ol text segments against the set of attributes.

These and other benefits and features of embodiments of
the invention will be apparent upon consideration of the fol-
lowing detailed description of preferred embodiments
thereof, presented 1n connection with the following drawings
in which like reference numerals are used to identify like
clements throughout.

BRIEF DESCRIPTION OF THE DRAWINGS

The invention 1s illustrated by way of example and not by
way of limitation in the figures of the accompanying drawings
in which like references indicate similar elements. It should
be noted that references to “an” or “one” embodiment 1n this
disclosure are not necessarily to the same embodiment, and
such references mean at least one.

FIG. 1A 1s an example invoice from a supplier in a Supplier
Relationship Management (SRM) system.

FIG. 1B 1s an exemplary schema extract from a Supplier
Relationship Management (SRM) system and corresponding
matched attributes.

FIG. 2A 1s a block diagram of an embodiment of the
invention that shows the architectural components of a system
for 1dentifying pre-defined entities in unstructured data.

FIG. 2B 1s a block diagram of an embodiment of the inven-
tion that shows the processing phases 1n details.

FIG. 3 1s a flow diagram of an embodiment for identiiying
complex predefined entities 1n unstructured data.

FIG. 4 1s a diagram of an embodiment of a data structure
presenting extract of a desired result.

FIG. 5 1s a diagram of an embodiment of an mnverted index
data structure.

FIG. 6 1s a tlow diagram of an embodiment for resolution
and scoring of relevant entities and their relationships among
cach other for disambiguation.

DETAILED DESCRIPTION

Embodiments of the invention relate to a process for rec-
ognizing complex entities from text documents with the help
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of structured data and Natural Language Processing (NLP)
techniques. To detect complex entities 1 documents with
high precision, domain knowledge from structured and
unstructured data 1s used. Embodiments of the invention
include the recognition of candidates 1n a text structure, the
matching of attributes and text segments using structured
data, and the disambiguation and consolidation of matching
candidates. For each phase of the process, components 1n a
common architecture are defined. A generic index structure 1s
created to cope with common complex data types and define
an 1nitial set of entity matching operators.

FIG. 1A 1s an example invoice from a supplier 1in a Supplier
Relationship Management (SRM) system. For a company, a
common task in a SRM system 1s to relate incoming nvoices
to purchase orders. The invoices are often 1n the form of
non-electronic documents, such as faxes. They need to be
interpreted to verity that the purchase orders and the invoices
are consistent with each other in terms of ordered products
and quantities, and agreed upon prices. Invoice 100 includes
supplier data 110 (such as name and address), customer data
120, key figures 130, product data 140, payment data 150, and
contact person 160. The text from the invoice can be extracted
using text recognition software (e.g., Optical Character Rec-
ognition software). The output provides electronic data for
turther automatic processing. For example, the name of the
supplier, “Miller & Son”, and the customer name, “Akron
Heating”, can be recognized as organization names. The
address information of supplier data 110 and customer data
120 can be recognized with typical structures of house num-
ber, street name, and postal codes.

FIG. 1B 1s an exemplary schema extract from a Supplier
Relationship Management (SRM) system and corresponding
matched attributes. Diagram 101 presents a database struc-
ture of predefined entities 1n accordance with invoice 100. For
automatic processing of an invoice (e.g., mvoice 100), the
invoice data, such as supplier and customer data, product
data, address data, needs to be recognized from the text and
matched against a given SRM database structure, as shown
with diagram 101. This 1s done by identifying predefined
entities 1n unstructured data. The predefined entities are
described 1n a data model and stored 1n a structured way 1n a
database.

FIG. 2A 1s a block diagram of an embodiment of the
invention that shows the architectural components of a system
for i1dentitying pre-defined entities 1 unstructured data.
Block diagram 200 1ncludes a storage umit, such as database
210 that stores entities’ data 1n a structured way. Block dia-
gram 200 also includes a set of documents 220 that contain
text or unstructured data comprising the entities that are to be
identified. The documents may be stored in a document stor-
age unit, such as a database. Further, diagram 200 includes a
processor 225 to perform the entity recognition. Processor
225 performs three phases of data processing starting with
entity data preparation 230. The entity data preparation phase
230 analyzes the stored data of the entities 1n database 210
and obtains a suitable data structure. The second phase pre-
sented 1 diagram 200 1s document feature extraction 240.
The document feature extraction 240 phase parses each docu-

ment of the set of documents 220 and extracts text segments
in which the entities of interest are to be identified. The last

phase of processing 1s matching of text segments and entity
attributes 250. The matching 250 phase matches the extracted
text segments from the second phase with the obtained data
structure from the first phase.

Block diagram 200 also includes integrated data 260 that
consists of structures of integrated data resulting from match-
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4

ing the data structure entities with extracted text segments.
The integrated data 260 1s used 1n applications 270 (e.g., an
SRM application).

FIG. 2B 1s a block diagram of an embodiment of the inven-
tion that illustrates the processing phases with additional
details. The entity data preparation 230 analyzes the database
210 for predefined entities. By considering the schema and
instance data, and domain knowledge, characteristics (e.g.,
attributes and relationships) of the entities may be extracted
from database 210. The result of the entity data preparation
230 phase 15 a set of so-called inverted indices, 1n which the
prepared entity characteristics are stored 1n a manner that
enables fast matching of text segments and entity attributes.
To obtain the index, the database 210 of entity data 1s ana-
lyzed. At block 232, the data structure of the entities 1s ana-
lyzed. Usually, this step 1s done automatically. In an embodi-
ment, the database schema 1s reverse-engineered to obtain an
entity model. Each database table may entail an entity type 1n
the entity model with the primary key as the identifier
attribute of the entity type. The relationships between the
entity types may be dertved from foreign keys. In case the
tables lack foreign keys and primary keys, the user can manu-
ally supply such imnformation.

At block 234, the entity model 1s enriched. The entity
model can be enriched with domain-specific information in
form of weights to indicate the quality of relationships
between attributes and entity types and between the entity
types as well. For example, the relationship between an 1den-
tifier attribute (preferably with unique values) to an entity
type has a higher weight than the relationships between other
attributes to the entity type. Similarly, a product i1s a better
entity type to 1dentily a purchase order than a business part-
ner, leading to higher weight between the entity types “prod-
uct” and “purchase order” than between “business partner”
and ‘“purchase order”. The user may first assign 1nitial
weights for the relationships, which are then adjusted accord-
ing to the data derived from the database 210 (e.g., degree of
redundancy 1n attribute values.)

Ofthine entity preparation 230 also includes indexing 236.
In an embodiment, an index structure 1s developed to store the
relationships between attribute values and entities. Data from
single database tables may be parsed to build a set of inverted
indices. Each index may store all relationships of the attribute
values to entities of a particular entity type. The indices are
specialized for word phrase queries and held 1n memory for
fast matching.

The feature extraction phase 240 recerves a document with
text or unstructured data selected from the set of documents
220 as an 1nput. It 1s within this document that specific entities
are to be 1dentified. Text segments are 1dentified for matching
against entity attributes. This phase includes pre-processing
242 and syntactic analysis 244. In pre-processing 242, the
document 1s parsed to extract text data. If the document 1s not
in a text format, different parsers may be used, such as an
XML parser if the text 1s in XML format. Syntactic analysis
244 may apply NLP techniques to obtain the document’s
structure. First, 1t 1s necessary to recognize paragraphs and
sentences, which can be recognized by empty lines and punc-
tuation. Additionally, various tagging techniques (e.g., Part-
of-Speech tagging) may be used to obtain text segments (such
as a word phrase, sentence, or paragraph) as candidates for
attribute matching.

In an embodiment, matching phase 250 relies on the output
of the oftline entity preparation 230 and feature extraction
phase 240. Matching phase 250 matches the identified text
segments from feature extraction 240 against the attributes of
the entities from database 210 of the offline entity preparation
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230. Matching 250 may include the following two steps:
semantic analysis 252 and consolidation 254. In semantic
analysis 252, the text segments are queried against the
attribute indices to obtain matching attributes. Fuzzy matches
may be supported by approximate string matching. For each
queried text segment, the resulting attribute matches and the
matching similarity computed by edit distance are stored for
the next processing step, consolidation 254. In consolidation
254, an entity graph 1s constructed from the matching rela-
tionships between text segments and attributes, between
attributes and entities, and between the entities themselves.
Along with the relationships in the graph, the matching simi-
larities are combined with the weights of relationships
between text segments and entities. Using these weights, the
matching entities can be ranked and the best matching entity
can be 1dentified for a given text segment.

FI1G. 3 1s a flow diagram of an embodiment for identifying
complex predefined entities 1n unstructured data. Diagram
300 describes the recognition of candidates 1n a text structure,
matching of attributes and text segments using structured data
and the disambiguation and consolidation of matching can-
didates. At block 310, a document selected from a set of
documents 1s received as input data. The document preferably
contains text or unstructured data. At block 315, the text
document 1s parsed by a Corresponding parser to extract text
data. If the document 1s not 1n a text format, different parsers
may be used, such as an XML parser 1f the text 1s in XML
format. At block 320, NLP techniques are applied on the
document to obtain document’s structure. Then, at block 325,
text segments are 1dentified as candidates for attribute match-
ing using tagging techniques. The 1dentified text segments
have to be matched against the attributes of predefined enti-
ties. The predefined entities are organized in an entity model
stored 1n a database.

At block 330, the text segments are queried against
attribute 1ndices to obtain matching attributes. For each que-
ried text segment, the resulting matching attributes and the
matching similarity are stored at block 335. At block 340, a
set of entity graphs 1s constructed from the matching relation-
ships between text segments and attributes, between
attributes and entities, and between the entities themselves. At
block 345, the matching entities of each graph are ranked
using weight values. At block 350, the best matching entity
for a given text segment 1s selected.

FIG. 4 1s a diagram of an embodiment of a data structure
400 1llustrating desired result of an extraction with respect to
exemplary invoice 100 of FIG. 1. Data structure 400 includes
NLP elements 410 that are recognized text segments from the
set of documents 220. Data structure 400 also includes
matched attributes 420 that are connectors between the
unstructured data and structured data. The data structure 400
also includes recognized entities 430. The data structure 400
shows the different types of relationships such as the hierar-
chy of the text structure, relationships within the enterprise
data and the span based hierarchy. The span based hierarchy
may be created by the computation of the spans (e.g., begin-
and end-offsets within the text) of the related attribute
matches. Data structure 400 presents the result from parsing
the invoice 100 of FIG. 1 using NLP techmques and matching
all recognized elements of the mvoice 100 with a data struc-
ture from database 110, thus generating a graph of matched
clements.

The structure of the graph may be built using the NLP
techniques. The left side of the graph begins with 1nvoice 440
as a root element. Invoice 440 NLP element may include a
number of paragraphs, according to the document of interest
such as mmvoice 100 (for example, paragraph d, paragraph a,
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and paragraph b.) For each paragraph, a number of lines are
identified and for each line, a number of elements are 1denti-
fied. The rnght side of data structure 400 presents the recog-
nized entities from database 110 and the matched attributes
between the extracted data of mvoice 100 and the data struc-
ture of entities from database 110. For example, the recog-
nized entity Physical Address 450 and the matched attributes:
Organizational Name, Household, Street Name, City Name,
and Postal code.

To obtain a data structure from the database containing the
semantics and instance-data of the entities, a model of the
entity-types, their attributes, and relationship-types 1s
required. Therefore, the database-schema may be wrapped
and a user may assign 1nitial weights (W ) for the attributes
(a) and weights for the relations (r) (for example, W, _.(a/r).)
These weights describe distances between attributes and enti-
ties, and among related entities. The weights are adjusted over
the instance data of the database to obtain a data model. Then,
the mstance data 1s indexed and combined with the computed
weights.

FIG. 5 1s a diagram of an embodiment of an inverted index
data structure. To capture the relationships among the entities
in the database several relationship indices may be used, one
for each attribute type grouped by entity types, for instance.
FIG. 5 1includes instance data 510 and entity schema data 520.
At block 530, attributes and relationships of the entities may
be extracted by considering the entity schema 520 and
instance data 510. Data structure 500 presents a number of
entities, such as Price Calculation 535, Product 540, Purchase
Order 545, Business Partner 350, and Physical Address 555.
Some of the enftities may be related with each other, for
example, Price Calculation 535 and Product 540 are related to
Purchase Order 545. Each entity has an 1dentifier (ID) and a
relationship ID. Relationship indices can be created for the
entities, such as a relationship index for Purchase Order 545.
A relationship index consists of all relationships of one entity
to other entities of several types. It 1s built of the following
fields: ID of the relationship’s source entity 1D (the search
field of this index); the type of the target entity; the target
entity ID; the weight of this relationship w(r), wherein the
weilght value 1s between O and 1 (1.e., w(r): (0=w(r)=1); and
the name of this relationship. The relationships can be either
umdirectional or bidirectional. The weight value that 1s equal
to zero (1.e., W, (r)=1)1sreserved forunique identifiers in the
attribute hst

In an embodiment, attribute indices may also be created,
¢.g., for attribute 570 of Physical Address 553. The attribute
index consists of: the ID of the entity; the content of the
attribute (the search field of this index); and the weight w(r)
(0=w(r)=1), according to the trustworthiness for identifying
the entity.

The weights may be set by the user with mnitial values.
These values may need to be adjusted to obtain a correct data
model that overcomes applying an ambiguous attribute to a
certain enftity or following an ambiguous relationship
between entities. Thus, the 1nitial attribute weight values may
be adjusted by computing an adjusted weight w(a) of the
user’s 1imitial weights W .(a) by the attribute’s content c(a)
over one attribute index by a normalized Inverse Document
Frequency (IDF) value. The normalized IDF value (nor-
mIDF) 1s between 0 and 1. The adjusted weight can be com-
puted with the following equation:

172t

w(a)=AN*W,_ (a)+(1-A)normIDF(c(a))

Iz

The IDF 1s commonly used in natural language’s environ-
ments and A(O=A=1) 1s a tunable parameter to balance the
weights. In addition, the imitial relationship’s weights W, (1)
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with similar names (representing the same semantics) n(r) are
adjusted for each entity e. The adjusted relationship weight
can be computed with a stmilar equation:

w(r)=A*W,

2 ¥

(7)+(1-A)normIDF(e,#(r))

After the relationship weights and the attribute weights of the
entities are adjusted, the index data structure 1s created. The
creation of relationship indices and attribute indices together
with the adjustment of the weights are performed in the
offline entity preparation phase 230. As aresult, there 1s a data
model structure that 1s adjusted to external knowledge on
instance level representing the user’s knowledge of the
domain and the knowledge of ambiguity retrieved from the
enterprise system.

As discussed with respect to FIG. 3, the entity matching
phase 250 includes semantic analysis 252 and consolidation
254. The matching takes as mput the candidate text segments
identified by syntactic analysis 244 and identifies the best
matching entities by a probabilistic sub-graph analysis based
on the data model structure.

The semantic analysis 252 targets the semantic interpreta-
tion of the candidate phrases cp to map them to certain
attributes. Therelfore, variants v, of them are queried to the
data model. The variants may be consecutive word phrases,
tor example, 11 the candidate phrase 1s “Control & Regulation
Unit” (1.e., cp="Control & Regulation Umt”), then the vari-
ants may be: “Control & Regulation Umit”, “Regulation
Unit”, “Control Unit”, and so on. While querying indices will
allow a maximal threshold th of fuzziness (1.e., th=0.9). If
there are ambiguous matches, then the match weights w_ (a)
are adjusted corresponding to their similarity sim(a,, cp). In
addition, the term frequency ti, representing the attribute
match frequency, 1s taken into account to measure the 1mpor-
tance of an attribute match within a text. The adjustment can
be computed with:

1 L
wi (@) = wla) * N(m)z sim(a;, cp)
i=0

[

N(m) 1s the number of all matched candidate phrases, used for
normalization. To measure the matches, the Dice’s Coeffi-
cient (measurement of names) in combination with the Lev-
enstein Distance values 1d(t, (a), t.(cp)) may be used for each
corresponding token 1n the attributes t,(a) and the candidate
phrase t,(cp) for targeting 1dentifiers and numbers. The equa-
tion for measuring the matches 1s:

2x|al) cp|
|al + [ep]

1
. EZ ld(tk(a), th(cp))

sim(a, cp) =

Where la M ¢pl 1s the number of stmilar words and |al+Icpl 1s
the sum of the number of words 1n the attribute and the
candidate phrase. The result of the semantic analysis 252
phase 1s a set of weighted attribute mappings to document’s
content.

FIG. 6 1s a flow diagram of an embodiment for resolution
and scoring of relevant entities and their relationships among
cach other for disambiguation. Process 600 represent the
consolidation 254 step of the matching phase 250. At block
610, an entity graph 1s constructed. The graph construction
has the purpose to create all possible interpretations of a text
in form of an entity graph. In an embodiment, the graph may
be constructed with the following algorithm shown in Table 1:
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TABL.

(Ll

1

Graph Construction
Algorithm 1: Graph construction

Require: WATttrs strongAttrs| |, SAttrs weakAttrs[ |, DbIndex db, int th
1: Graph result

2: result = resolve__attributes(result, strong Attrs)

3: for all cEnt 1n result:getEntityNodes( ) do

4: result =resolve_ related entities(result, cEnt, db, th)

5: end for
6: result = resolve__attribute(result, weak Attrs)
7: return result

The graph construction 610 consists of several steps. First,
at block 602, all attribute matches are retrieved. At block 604,
for each attribute match, a corresponding entity node 1s cre-
ated or retrieved, 1f 1t has been already created. This 1s further
described with the following algorithm shown in Table 2:

TABL.

L1

2

Resolve Attributes
Algorithm 2: Function resolve attributes

Require: Graph result, Attrs attrs,

1: {Create nodes for matches}

2: while 1dx < attrs.length do

nAttr = result.add AttrNode(attrs[1dx])

for all ent in attrs[i1dx].getEntities( ) do
if result.isExist(ent) AND attrs.isStronglist( ) then

nknt = result.addEntityNode(ent)
end if
result.addEdge(nAttr, nEnt)

end for

10: end while

11: return result

O 0 ~1 Oy bh Bl

At block 606, the entity nodes are connected by an edge
(1.e., enfity-to-entity). At block 608, the edges for entity-to-
entity relations are retrieved from the data model. This 1s
turther described with the following algorithm:

TABLE 3

Resolve Related Entities
Algorithm 3: Function resolve related entities

Require: Graph result, Node cEnt, DbIndex db, int distance
1:1f distance >0 then

2: Node relEnt[ | = db.getRelEntites(cEnt);

3 for all aEnt 1n relEnt do

4 if !result.isEnNodeExist(akEnt) then

5 result.addEntityNode(aEnt)

6: result = resolve related entities(aEnt, result, db,
distance-1)

7 end 1f

8 result.addEdge(abEnt, cEnt)

9: end for

10: end 1f

11: return result

The corresponding entity nodes and edges are assigned.
The maximum path length of relations to be resolved may be
limited by a given threshold th. For example, 1n the schema
shown 1n FIG. 2, 11 the threshold 1s 3 (i.e., th=3), then the path
length includes three distances relations between two entities,
such as the distance between Physical Address and Purchase-
Order. As result, several graphs may be built upon the
attribute matches contaiming all possible interpretations of the
text. At block 609, the weak attribute matches are applied,
these are with the lower weights. The attribute-to-entity edges
are labeled with the weights w,__(a) and the entity-to-entity
edges by the relationship weights w_ ().
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After the graphs are constructed, the graphs are activated at
block 620. The graph activation consists of several steps. First
step of the graph activation 1s disambiguation of the previ-
ously created graphs. Therefore, a graph walk at one attribute
match can be mitiated. At block 612, all unambiguous vari-
ants ol each contiguous graph are created. At block 614, the
graphs that represent differing interpretations are grouped
together. At block 616, every entity node that has the follow-
ing features 1s activated: 1) has a matched attribute (Authority
e?); 2) has at minimum two input edges (Hub e”); 3) entity
node that connects two entities without own attribute matches
(i.e., e and e,“); and 4) has an 111put edge with w .
(r)= 1 Ofrome?” e (Extended Authority 7). Atblock 618, all
non-activated entities are deleted.

At block 630, score passing 1s applied to the resulting
graphs. The purpose of this step 1s to apply the match weights
w_(a) to the neighboring entity nodes and through the whole
graph. At block 622, the score score(e”) for a certain authority

entity e” is computed. This is done by summing the weights of
connected attribute matches w_(a,):

score(e™) = Z Wi (a; )
i=0

Then, these scores are passed for scoring related entities
score(e”7) at block 624. For this, the score of all incoming
edges are scored by using the relationship weights w_ (r,) as:

H
scmre(@?’d‘f HiC] E) = Z score(e; ) = w(r;)
i=0

Once the edges have committed their scores, they are consid-
ered as non-active to avoid cycles. At the end of this process-
ing step, there are several groups of contiguous graphs rep-
resenting interpretations of a text.

At block 640, graph assessment 1s performed. It has to be
decided which graph out of which group describes a text best.
The compact, contiguous graphs are more likely to be infor-
mative than the huge scattered graphs. Therefore, at block
632, all authority and hub entities are summed up. The graph
assessment 1s done by the following:

score((G) = Z smre(e )+ Z scmre(e )

1=0

At block 634, the best scored graph 1s selected out of each
group that best describes a text segment. The selected graphs
are stored at block 636 together with the spans (e.g., offsets of
beginnings and endings) of the attribute and entity matches
and the links to the structured data source. The application
running above this integrated data structure (such as applica-
tion 270)1s now able to provide the entities extracted from the
document to access the text structure based on the resolved
entity spans. The application can decide whether all required
information was found and thus, to create automatically a
data structure for the recerved invoice within the enterprise
database.

A key feature of the entity recognition process 1s 1ts adapt-
ability to other domains and application scenarios. An
embodiment of the mvention can be implemented 1n a cus-
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tomer relationship management (CRM) system. In CRM,
e-mails represent documents and complex entities represent
customer data, address data, customer payment records, and
so on. Incoming customer e-mails need to be mapped to
existing business transactions, customer data needs to be
recognized and updated automatically. Another embodiment
includes the recognition of product data 1 postings of a
developer forum. From the postings products, product sce-
narios and error messages need to be recognized and mapped

against existing product data.

In an embodiment, the architecture of the process for entity
recognition may be based on algebraic information extraction
framework. The framework may handle the extraction tlow,
persist extracted data, and provide operators for defining the
extraction logic. It may cover base operators such as an
importer from the file system, and wrappers for NLP opera-
tions such as sentence detector, paragraph detector, etc. Fur-
ther, a regular expression annotator may be used to detect
entities such as e-mail addresses, URLs, phone numbers, zip
codes, and so on. Another common annotator 1s the attribute
matcher, which creates annotations based on attribute indices
that are derived from the attributes of structured data. An
entity resolver operator uses attribute-entity relationships.

To estimate the performance of the process for entity rec-
ognition, 250 exemplary documents were analyzed 1n a test
environment consisting of a 2 GHZ desktop machine with 2
GB of main memory and having 130.000 entities indexed.
The time and memory consumption were measured for com-
mon operators executed on all documents. The table below
shows four relevant measures for each operator: absolute time
consumption t_, , relattive time consumption t,_, absolute
memory consumption of the Java Virtual Machine (JVM)
mem, and the difference measurement to the previous pro-
cessing step dift . since the memory consumption 1s diffi-
cult to be measured 1n a Java environment. It should be appre-
ciated that the process of entity recognition 1s not limited to
the Java environment only; 1t could be performed 1n any other
appropriate environment.

TABL.

4

(Ll

Performance Assessment

Operator t,5 t,..; mein diff, ...,

Import Operator 16.68 s 3.02% 5.17 MB 0

Paragraph Detector 6.03 s 1.09% 6.70 MB 1.53 MB
Sentence Detector 7.50 s 1.37% 7.34 MB 0.63 MB
Noun Grouper 84.98 s 15.40% 88.90 MB 82.19 MB
Attribute Matcher 211.17s  38.27% 269.76 MB  180.86 MB
Entity Resolver 124.29s  22.53% 287.50 MB 17.73 MB

In the current example, the memory consumption of the
database 1s constantly about 250 MB. Attribute matcher and
entity resolver consume about 60% of the whole processing
time, because all known indices are loaded into the main
memory. Regular expression operations, such as paragraph
and sentence detection, require little main memory, while the
noun grouper significantly raises the memory consumption.

Elements of embodiments may also be provided as a tan-
gible machine-readable medium (e.g., computer-readable
medium ) for tangibly storing the machine-executable mnstruc-
tions. The tangible machine-readable medium may include,
but 1s not limited to, flash memory, optical disks, CD-ROMs,
DVD ROMs, RAMs, EPROMs, EEPROMs, magnetic or
optical cards, or other type of machine-readable media suit-
able for storing electronic mstructions. For example, embodi-
ments of the mvention may be downloaded as a computer
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program, which may be transierred from a remote computer
(e.g., a server) to a requesting computer (e.g., a client) via a
communication link (e.g., a modem or network connection).

It should be appreciated that reference throughout this
specification to “one embodiment” or “an embodiment” 5
means that a particular feature, structure or characteristic
described in connection with the embodiment 1s included 1n at
least one embodiment of the present invention. Therefore, 1t1s
emphasized and should be appreciated that two or more ret-
erences to “an embodiment” or “one embodiment” or “an 10
alternative embodiment™ in various portions of this specifi-
cation are not necessarily all referring to the same embodi-
ment. Furthermore, the particular features, structures or char-
acteristics may be combined as suitable in one or more
embodiments of the invention. 15

In the foregoing specification, the invention has been
described with reference to the specific embodiments thereof.

It will, however, be evident that various modifications and
changes can be made thereto without departing from the
broader spirit and scope of the invention as set forth i the 20
appended claims. The specification and drawings are, accord-
ingly, to be regarded 1n an 1llustrative rather than a restrictive
sense.

The mvention claimed 1s: 25
1. A non-transitory computer-readable storage medium
tangibly storing machine-readable instructions thereon,
which when executed by the machine, cause the machine to:
receive a document containing text or unstructured data,
wherein the document 1s a representation of a physical 30
business object stored 1n a document storage unit;
identify and extract a plurality of text segments and struc-
ture of the document using a set of tagging and natural
language processing techniques;
query the extracted plurality of text segments against a set 35
of inverted indices, wherein the set of inverted indices
comprises attributes of a set of predefined data structure
entities and associated relationships based on weight
values 1n an entity model structure;
for a text segment from the extracted plurality of text seg- 40
ments, store matching attributes of the set of predefined
data structure entities and associated relationships;
construct a set of enfity graphs including a plurality of
entity nodes connected by a weighted edge representing
the matching attributes and associated relationships 45
between the plurality of text segments and the attributes
of the set of predefined data structure entities, between
the attributes and the set of predefined data structure
entities, and between data structure entities in the set of
predefined data structure entities; 50
rank the set of entity graphs based on a sum of the weight
values associated with the matching attributes and asso-
ciated relationships; and
select higher scored one or more entity graphs of the set of
entity graphs based on the ranking. 55
2. The non-transitory computer-readable storage medium
of claim 1 having instructions that when executed further
cause the machine to:
parse the document via a parser; and
in response to parsing the document, extract the text seg- 60
ment of the document.
3. The non-transitory computer-readable storage medium
of claim 1 having instructions that when executed further
cause the machine to:
apply text recognition techniques to the document; and 65
in response to applying the text recognition techniques,
obtain the structure of the document.

12

4. The non-transitory computer-readable storage medium
of claim 1 having instructions that when executed further
cause the machine to:
determine the matching attributes and associated relation-
ships for at least one of the queried plurality of text
segments; and
determine the weight values for the matching attributes and
associated relationships between the at least one of the
queried plurality of text segments and the set of pre-
defined data structure entities to construct the set of
entity graphs.
5. The non-transitory computer-readable storage medium
of claim 4 having instructions that when executed further
cause the machine to:
create a set of unambiguous graph variants for each graph
in the set of entity graphs; and
create a set of groups, each group including a subset of the
set of entity graphs and representing interpretations of
the at least one of the queried plurality of text segments.
6. The non-transitory computer-readable storage medium
of claim 5 having instructions that when executed further
cause the machine to:
sum the weight values for the matching attributes and asso-
ciated relationships 1n each entity graph of the set of
groups; and
select an entity graph from each group of the set of groups,
the entity graph having a best weight value and repre-
senting a best interpretation of the at least one of the
queried plurality of text segments.
7. The non-transitory computer-readable storage medium
of claim 1, wherein the document comprises an 1nvoice, the
predefined data structure entities comprises attributes of a
purchase order, and the set of entity graphs comprises the
matching attributes and associated relationships between the
invoice and the purchase order.
8. A computing system comprising:
a set ol documents stored 1n a document storage unit, a
document from the set of documents comprising text or
unstructured data;
a database storage unit that stores a set of mverted indices
including predefined data structure entities organized 1n
an entity model structure, wherein an entity from the set
of predefined entities has a set of characteristics includ-
ing attributes and associated relationships based on
weight values; and
a processor in communication with the database storage
unit and the document storage unit, the processor to:
identily and extract a plurality of text segments and
structure of the document using a set of tagging and
natural language processing techniques;

query the extracted plurality of text segments against a
set of 1inverted indices, wherein the set of inverted
indices comprises attributes of a set of predefined data
structure entities and associated relationships based
on weight values 1n an entity model structure;

construct a set of entity graphs including a plurality of
entity nodes connected by a weighted edge represent-
ing the matching attributes and associated relation-
ships between the plurality of text segments and the
attributes of the set of predefined data structure enti-
ties, between the attributes and the set of predefined
data structure entities, and between entities in the set
of predefined data structure entities;

rank the constructed set of entity graphs based on a sum
of the weight values associated with the matching
attributes and associated relationships; and
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select higher scored one or more entity graphs of the set
of entity graphs based on the ranking.

9. The computer system of claim 8 further comprising a
parser to parse the document and to extract the text segment of
the document.

10. The computer system of claim 8 further comprising a
package of text recognition techmques to obtain the structure
ol the document.

11. The computer system of claim 8 further comprising:

the set of entity graphs built upon the matching attributes

and associated relationships, the set of entity graphs
including a plurality of possible interpretations of the
plurality of text segments;

a set ol unambiguous graph variants for each entity graph

in the set of entity graphs; and

a set of groups, each group including a subset of the set of

entity graphs and representing interpretations of the plu-
rality of text segments.
12. The computer system of claim 8 further comprising an
integrated data storage unit that includes a set of structures of
integrated data from matching the set of predefined data struc-
ture entities with the plurality of text segments.
13. The computer system of claim 8, wherein the document
comprises an invoice, the predefined data structure entities
comprises attributes of a purchase order, and the set of entity
graphs comprises the matching attributes and associated rela-
tionships between the invoice and the purchase order.
14. A computer implemented method comprising:
receiving a document containing text or unstructured data,
wherein the document 1s a representation of a physical
business object stored 1n a document storage unit;

identifying and extracting a plurality of text segments and
structure of the document using a set of tagging and
natural language processing techniques;

querying the extracted plurality of text segments against a

set of inverted indices, wherein the set of inverted 1indi-
ces comprises attributes of a set of predefined data struc-
ture enfities and associated relationships based on
weilght values 1n an entity model structure;

for a text segment from the extracted plurality of text seg-

ments, storing matching attributes of the set of pre-
defined data structure entities and associated relation-
ships;

constructing a set of entity graphs including a plurality of

entity nodes connected by a weighted edge representing
the matching attributes and associated relationships

between the plurality of text segments and the attributes
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of the set of predefined data structure entities, between
the attributes and the set of predefined data structure
entities, and between data structure entities in the set of
predefined entities;

ranking the set of enfity graphs based on a sum of the

welght values associated with the matching attributes
and associated relationships; and

selecting higher scored one or more entity graphs of the set

of entity graphs based on the ranking.

15. The method of claim 14 further comprising:

parsing the document via a parser; and

in response to parsing the document, extracting the text

segment of the document.

16. The method of claim 14 further comprising:

applying text recognition techniques to the document; and

in response to applying the text recognition techniques,

obtaining the structure of the document.

17. The method of claim 14, further comprising:

determining the matching attributes and associated rela-

tionships for at least one of the queried plurality of text
segments; and

determining the weight values for the matching attributes

and associated relationships between the at least one of
the queried plurality of text segments and the set of
predefined data structure entities to construct the set of
entity graphs.

18. The method of claim 17, further comprising;:

creating a set of unambiguous graph variants for each

entity graph 1n the set of entity graphs; and

creating a set of groups, each group including a subset of

the set of entity graphs and representing interpretations
of the at least one of the queried plurality of text seg-
ments.

19. The method of claim 18, further comprising:

summing the weight values for the matching attributes and

associated relationships 1n each entity graph of the set of
groups; and

selecting entity graph from each group of the set of groups,

the entity graph having a best weight value and repre-
senting a best iterpretation of the at least one of the
queried plurality of text segments.

20. The method of claim 14, wherein the document com-
prises an ivoice, the predefined data structure entities com-
prises attributes ol a purchase order, and the set of enfity
graphs comprises the matching attributes and associated rela-
tionships between the invoice and the purchase order.

¥ o # ¥ ¥



	Front Page
	Drawings
	Specification
	Claims

