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FIG. 5
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FIG. 7

300
\

310
Generating in a handheld device a
first information indicative of a
handwriting movement by a writing
element physically associated with
the handheld device.
320

Generating in the handneld device a
second information indicative of a

content portion of a document
proximate to the handwriting
movement by the writing element.

End
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FIG. 8

340
\
l 345

Marking at least a portion of a
document in response to a hana

driven movement of a handheld
marking device.

350
Generating in the handheid marking
device a first data set indicative of
the marking.

355

Generating in the handheld marking
device a second data set indicative

of a content portion of the document
proximate to the marking.

End
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FIG. 9

340
\

Marking at least a portion of a
document in response to a hand

345

driven movement of a handheld
marking device.

350

Generating in the handheld marking
device a first data set indicative of
the marking.

355

Generating in the handheld marking
device a second data set indicative

of a content portion of the document
proximate to the marking.

360

I 362 Saving the first data | ] 364 Saving the second
set indicative of the | | data set indicative of a
marking in a digital storage| | content portion of the
medium physically | | document proximate to the |
associated with the | | marking in a digital storage|
handheld marking device. | | medium physically |
L
|

associated with the |

. handheld marking device. |
T PSS S —

End
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FIG. 10

340
\

Marking at least a portion of a
document in response to a

345

handwriting movement of a handheld
marking device.

390

Generating in the handheld marking
device a first data set indicative of

the marking.

355

Generating in the handheld marking device a
second data set indicative of a content
portion of the document proximate to the

marking.

N A AN S e S I T T A T A ek skl Tl T S T T A e Al O EEEes EEE

| indicative of a content portion of the document proximate to

I
| data set indicative of the marking and the second data set |
|
| marking. |

[ 374 Transmitting the first data || 378 Transmitting the second data set |
set indicative of the marking from iIndicative of a content portion of the |
the handheld marking device. document proximate to marking from |

the handheld marking device. |

—:_B_EQ " Transmitt iﬁg_p rocessed d ata |

|
corresponding to the second data |
|

___________ -
' |
|
: set indicative of a content portion of
|

376 Transmitting processedl
| data corresponding to the |
| first data set indicative of | |
: the marking from the | |

| | the document proximate to marking |
handheld marking device.

from the handheld marking device. |
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FIG. 19

900
\

910
Generating in a portable apparatus a
first information indicative of a
recognizable aspect of an item.
920

Generating in the portable apparatus

a second information indicative of a
user expression associated with the
recognizable aspect of an item.

End
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FIG. 20

900
\

Generating in a portable apparatus a
first information indicative of a
recognizable aspect of an item.

912 Generating in a portable

head mounted apparatus a first |
iInformation indicative of a |
recognizable aspect of an item. |

Generating in the portable apparatus a
second information indicative of a user
expression associated with the
recognizable aspect of an item.

922 Generating in the portable
| head mounted apparatus a |
| second information indicative of aj
: user expression associated with |
|

the recognizable aspect of an |

US 8,229,252 B2

910

920
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FIG. 21

910
Generating in a portable apparatus a
first information indicative of a
recognizable aspect of an item.
920

Generating in the portable apparatus
a second information indicative of a
user expression associated with the
recognizable aspect of an item.

934 Transmitting least one of |
the first information indicative |
of a recognizable aspect of an|

932 Saving at least one of the :
I
| item and the second |
|
|
I
|

first information indicative of a
recognizable aspect of an item

|

|

|

I
and the second information | . e

| information indicative of a

I

|

|

indicative of a user expression . . |
user expression associated |

I

|

associated with the

recognizable aspect of an item. with the recognizable aspect

of an item.
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FIG. 23

l 1005

Tracking a gaze of a user's eye.

1010

Acquiring an image of a recognizable
aspect of an item corresponding to
the gaze of a user's eye

1015

Generating a first information
indicative of the recognizable aspect
of an item corresponding to the gaze
of a user's eye.

1020

Generating a second information
indicative of a user expression

associated with the recognizable
aspect of an item corresponding to
the gaze of a user's eye.

| Receiving a signal indicative of the |
| user expression associated with the |
| recognizable aspect of an item. |
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FIG. 24

-

ead mountable apparatus.

1005

Tracking a gaze of a user's eye.

1010

Acquiring an image of a recognizable aspect of an item
corresponding to the gaze of a user's eye

__—_—_—-—_———_——_

| 1012 Acquiring an image of a recognizable |
| aspect of an item corresponding to the gaze |
| of a user’s eye in response to a received |
| user input. |

1015
Generating a first information
indicative of the recognizable aspect
of an item.
1020

Generating a second information
indicative of a user expression

associated with the recognizable
aspect of an item.
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FIG. 25
1000
\
1005

Tracking a gaze of a user's eye.

1010
Acquiring an image of a
recognizable aspect of an item
corresponding to the gaze of a
user's eye

1015
Generating a first information
iIndicative of the recognizable
aspect of an item.

1020

Generating a second information indicative of a user expression associated
with the recognizable aspect of an item.

1022 Generating a second | 1024 Generating a second
information indicative of a user | information indicative of a user

| |

| . . | .

| verbal expression associlated | | hand formed expression
| |

| |

with the recognizable aspect associated with the
of an item. | recognizable aspect of an item.

| 1026 Generating a second information indicative of a user gesture ]I
| associated with the recognizable aspect of an item. |

End
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FIG. 27

1110

Receiving an annotation
environment signal that includes a

context information indicative of a
recognizable aspect of an item.

1160
Receiving an expression signal that
Includes an annotation information
indicative of a user expression
associated with the recognizable
aspect of the item.
1210

Electronically associating the context
information indicative of a
recognizable aspect of an item and
the annotation information indicative
of a user expression associated with
the recognizable aspect of the item.

[ \__1260

Saving the associated context -:
information indicative of a |
recognizable aspect of an item and
annotation information indicative of a
user expression associated with the
recognizable aspect of the item. |
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FIG. 28

Receiving an annotation environment signal that
iIncludes a context information indicative of a

recognizable aspect of an item.

|
| Recognizing the recognizable aspect of an itemin !
| response to the context information indicative of a |
| recognizable aspect of an item. |
| |

e A N e Al T S S S e T T S O T L TS D T el

1160

Receiving an expression signal that includes an
annotation information indicative of a user
expression associated with the recognizable aspect

of the item.

| Recognizing the user expression associated with the
| recognizable aspect of the item in response to the
| annotation information indicative of a user expressionj
| associated with the recognizable aspect of the item. |
l

1210

Electronically associating the context information
indicative of a recognizable aspect of an item and
the annotation information indicative of a user
expression associated with the recognizable aspect

of the item.
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1110

Recelving an annotation environment signal that includes a context information

indicative of a recognizable aspect of an item.

1120

Recognizing the recognizable aspect of an item in response to the context

information indicative of a recognizable aspect of an item.

I 1122 Afirst degree of recognizing | | 1126 Recognizingthe |
the recognizable aspect of an item. | | recognizable aspect of an item

I
I
In response to a parameter |
present in the context |
|
|
|

f _JT2I_ A second d;gE; of -1|
recognizing the recognizable
aspect of an item, wherein

|

|

' |

: : | information indicative of a
|

: : the second degree of ||

- :

o ,

|

I

|

|

: recognizable aspect of an item.
(-

recognition includes a higher,
resolution than the first | I " 1128 Recognizingthe |
degree of resolution. | | recognizable aspect of an item |
1 | in response to a pattern present |
in the context information |

______________ | indicative of a recognizable
l 1146 ldentifying the recognizable | | aspect of an item ° :

| aspect of an item. |} ]

Receiving an expression signal that includes an annotation information indicative
of a user expression associated with the recognizable aspect of the item.

1210

Electronically associating the context information indicative of a recognizable

aspect of an item and the annotation information indicative of a user expression
associated with the recognizable aspect of the item.

End
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FIG. 30

1110

Recelving an annotation environment signal that includes a context information

indicative of a recognizable aspect of an item.

1120

Recognizing the recognizable aspect of an item in response to the context
information indicative of a recognizable aspect of an item.

1142 Recognizing the
recognizable aspect of an item in
response to the context |
information indicative of a |
recognizable aspect of an item andI
in response to the annotation |
information indicative of a user
expression associated with the
recognizable aspect of the item.

| 1130 requesting a recognition |

of the recognizable aspect of |
the item from a remote |
computing device; and |
receiving the recognition of the |
recognizable aspect of the item |
from the remote computing |
device. |

[ 1140 Receiving a recognition !
| of the recognizable aspect of
| the item from a remote

: computing device.

T T Smiaar - TP S T T T S e TSI O

|
| 1144 Recognizing a |
| | recognizable attribute of the

| I item.

Receiving an expression signal that includes an annotation information

indicative of a user expression associated with the recognizable aspect of the
item.

1210

Electronically associating the context information indicative of a recognizable
aspect of an item and the annotation information indicative of a user expression
associated with the recognizable aspect of the item.
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FIG. 31
1100 ——
1110
Receiving an annotation environment signal that
includes a context information indicative of a
recognizable aspect of an item.
1160

Recelving an expression signal that includes an annotation information indicative of

a user expression associated with the recognizable aspect of the item.

1170

Recognizing the user expression associated with the recognizable aspect of the item
In response to the annotation information indicative of a user expression associated

with the recognizable aspect of the item. | — — — — — — — — — — _ _ q
1176 Recognizing a

I 1172 A first degree of recognizing | ery |
the user expression associated | annotation information

|

|

TR .

with the recognizable aspect of thel indicative of a user expression
|

|

|
: parameter present in the
|
item. | | associated with the
: recognizable aspect of the
L

item. |

| recognizing the user | :
| expression associated with the | |
| recognizable aspect of the |

! . |
I Item, wherein the second |
| |
| |

| present in the annotation |
| information indicative of a user|
| expression associated with thel
: recognizable aspect of the |

degree of recognition includes |
a higher resolution than the |
first degree of resolution. |

1210

Electronically associating the context information indicative of a recognizable aspect
of an item and the annotation information indicative of a user expression associated
with the recognizable aspect of the item.
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FIG. 32
1100 ——
(_Start
Start
1110
Receiving an annotation environment signal that
includes a context information indicative of a
recognizable aspect of an item.
1160

Receiving an expression signal that includes an annotation information indicative of

a user expression associated with the recognizable aspect of the item.

1170

Recognizing the user expression associated with the recognizable aspect of the item
in response to the annotation information indicative of a user expression associated
with the recognizable aspect of the item.

| 1180 Recognizingthe user | | 1184 Requesting a recognition of |
expression associated with the | the user expression associated |
recognizable aspect of the item in | with the recognizable aspect of |
response to a parameter present | the item from a remote computing |

in the annotation information | devi(_:e:; and N |
indicative of a user expression : receiving the recognition of the
|

associated with the recognizable user expression associated with
aspect of the item. the recognizable aspect of the

item from the remote computing
‘device.

T Wik S TS T SN
TN T N T T S S S .

(N 1210

Electronically associating the context information indicative of a recognizable

aspect of an item and the annotation information indicative of a user expression
associated with the recognizable aspect of the item.

End
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FIG. 33

1100
\
(1110

Receiving an annotation environment signal that
includes a context information indicative of a
recognizable aspect of an item.

1160

Receiving an expression signal that includes an annotation information indicative of
a user expression associated with the recognizable aspect of the item.

(\/1170

Recognizing the user expression associated with the recognizable aspect ot the
item in response to the annotation information indicative of a user expression
associated with the recognizable aspect of the item.

1192 Recognizing the user |
recognition of the user | expression associated with the |

-
|
expression associated with the | | recognizable aspect of the item in|
recognizable aspect of the item ! : response to the context |

|

|

|

l

|

I

from a remote computing | information indicative of a |
device. | recognizable aspect of an item |
and in response to the annotation |
information indicative of a user |
expression associated with the |
recognizable aspect of the item. :

—_—_—_——-—_—_-_—

1210

Electronically associating the context information indicative of a recognizable
aspect of an item and the annotation information indicative of a user expression
associated with the recognizable aspect of the item.

End
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FIG. 34

1100-————\\\y

1110
Receiving an annotation
environment signal that includes a
context information indicative of a
recognizable aspect of an item.
1160

Receiving an expression signal that
includes an annotation information
indicative of a user expression
associated with the recognizable
aspect of the item.

1210

Electronically associating the context information indicative of a recognizable
aspect of an item and the annotation information indicative of a user expression
associated with the recognizable aspect of the item.

1212 Logically associating the o 1214 Temporally associating the |
context information indicative ofa | | context information indicative ofa |
recognizable aspect of an item and | | recognizable aspect of an item and
the annotation information indicative | | the annotation information indicative |
of a user expression associated with | | of a user expression associated with
the recognizable aspect of the item. | | the recognizable aspect of the item. |

1216 Correlating the context information indicative of a recognizable aspect
of an item and the annotation information indicative of a user expression
associated with the recognizable aspect of the item such that one of the
information may be retrieved by referring to the other information.
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FIG. 35

1100
—\
1110

Receiving an annotation
environment signal that includes a

context information indicative of a
recognizable aspect of an item.

1160

Receiving an expression signal that
includes an annotation information
indicative of a user expression
associated with the recognizable
aspect of the item.

1210
Electronically associating the context information indicative of a recognizable
aspect of an item and the annotation information indicative of a user expression
associated with the recognizable aspect of the item.

information indicative of a 1220 Electronically associatinga |

[ 71218 Cohering the context _i [ |
|
|
|
| | recognized recognizable aspect and l
|
I

|

| recognizable aspect of an item and

| the annotation information indicative |
|
|

- - - a recognized user expression. |
of a user expression associated with | J P

End
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FIG. 36

AN

Receiving an annotation environment signal that includes a context information
indicative of a recognizable aspect of an item.

| 1232 Receiving an annotation ’I 1234 Receiving an annotation |

| environment signal generated by, : environment signal generated by
|  a handheld device. | a wearable device. |

1110

|l 1236 Recelving an annotation |
| environment signal generated by a |
{ head mountable device. |

1160

Receiving an expression signal that includes an annotation information indicative
of a user expression associated with the recognizable aspect of the item.

I 1238 F-i_eaéi;i-ng_aﬁ &p?es?i& O 1240 R_e(;éi;i-nga-; e_xpTes-.gic-J_n )

| signal generated by a handheld | | signal generated by a wearable |

L device. l L device. |
1242 Receiving expression signal |

-

I generated by a head mountable device. l'

1210

Electronically associating the context
information indicative of a recognizable aspect
of an item and the annotation information
indicative of a user expression associated with

the recognizable aspect of the item.




U.S. Patent Jul. 24, 2012 Sheet 37 of 49 US 8,229,252 B2

FIG. 37

1100
\

1110

Receiving an annotation environment signal that
Includes a context information indicative of a
recognizable aspect of an item.

1160

Recelving an expression signal that includes an
annotation information indicative of a user
expression associated with the recognizable
aspect of the item.

1210

Electronically associating the context information
indicative of a recognizable aspect of an item and
the annotation information indicative of a user
expression associated with the recognizable
aspect of the item.

1254 Receiving an annotation :
environment signal generated by a |
|
|
|

1252 Receiving an annotation |
|
| wearable device, and receiving an
|
I

|
| |
| environment signal generated by a |
| handheld device, and receiving an |
| |
| |

expression signal generated by the
wearable device.

expression signal generated by the
handheld device.

| 1256 Receiving an annotation environment signal generated by a head |
| mountable device, and receiving an expression signal generated by the |
| head mountable device. |
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FIG. 38

1305

Recognizing an aspect of an item in
response to an annotation
environment signal that includes a
context information indicative of a
recognizable aspect of an item.

o _ 1310
Recognizing a user expression

associated with the recognizable
aspect of the item in response to an
expression signal that includes an
annotation information indicative of a
user expression associated with the
recognizable aspect of the item.

1315

Electronically associating the
recognized user expression and the
recognizable aspect of the item.
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FIG. 44

Receiving an annotation information indicative
of a hand-formed expression.

Receiving a context information indicative of a
content portion of a document proximate to
the hand-formed expression.

Logically linking the annotation information
indicative of a hand-formed expression and
the context information indicative of a content
portion of a document proximate to the hand-
formed expression.

Saving the logically linked annotation
information indicative of a hand-formed
expression and context information indicative
of a content portion of a document proximate
to the hand-formed expression.

1830

1535

1540

1545
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FIG. 45

1520
N
1530

| Recognizing the hand-formed expression in response to the annotation |
| information indicative of a hand-formed expression :

Receiving a context information indicative of a content portion of a document
proximate to the hand-formed expression.

(\/1 o570

| |
| Recognizing the content portion of a document proximate to the hand-formed |

| expression in response to the context information indicative of a content |
| portion of a document proximate to the hand-formed expression. |

Logically linking the annotation information indicative of a hand-formed
expression and the context information indicative of a content portion of a
document proximate to the hand-formed expression.
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FIG. 46

1530

| Recognizing the hand-formed expression in response to the annotation information
indicative of a hand-formed expression |

I 1552 A first degree of recognizing the hand-formed expression in response to
the annotation information indicative of a hand-formed expression.

l
|
|
] 1554 A second degree of recognizing the hand-formed expression | |
| in response to the annotation information indicative of a hand- | |
I formed expression, wherein the second degree of recognition | |
I includes a higher resolution than the first degree of resolution. | |

|

Receiving a context information indicative of a content portion of a document
proximate to the hand-formed expression.

1640

Logically linking the annotation information indicative of a hand-formed

expression and the context information indicative of a content portion of a
document proximate to the hand-formed expression.

End
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16520 FIG. 47
\

1530

Recelving an annotation information indicative of a hand-formed expression.

Receiving a context information indicative of a content portion of a document
proximate to the hand-formed expression.

| Recognizing the content portion of a document proximate to the hand-formed
expression in response to the context information indicative of a content

portion of a document proximate to the hand-formed expression.
——————————————————— | 172 Pammmmioire o

| 1572 A first degree of recognizing the content | | 1576 Recognizinga
portion of a document proximate to the hand- | context information
formed expression in response to the context |, indicative of a content,
information indicative of a content portion ofa || anchor portionofa
X
X

document proximate to the hand-formed document proximate |
expression. to the hand-formed |

expression.

| 1574 A second degree of recognizing the |
| content portion of a document proximate |
| to the hand-formed expression in |
| response to the context information |
| indicative of a content portion of a |
: document proximate to the hand-formed |

|
| |
I |
| |

|__
|
|
|
|
|
|
|
|
I—.

I 1578 Recognlzmga
| context information
| indicative of a non-

: content anchor
|

|

|

|

expression, wherein the second degree of
recognition includes a higher resolution
than the first degree of resolution.

proximate to the
hand-formed

expression. |

I
|
|
|
portion of a document :
|
I

Logically linking the annotation information indicative of a hand-formed
expression and the context information indicative of a content portion of a
document proximate to the hand-formed expression.
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FIG. 48

T\
l 1610

Receiving information generated by
a handheld writing device indicative
of a handwriting movement by a
writing element of the handheld

writing device.

1620
Receiving information generated by
the handheld writing device
iIndicative of a content portion of a
document proximate to the
handwriting movement.
1630

Generating an annotation by logically
linking the handwriting movement
and the content portion of a
document proximate to the
handwriting movement.

End
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ELECTRONIC ASSOCIATION OF A USER
EXPRESSION AND A CONTEXT OF THE
EXPRESSION

PRIORITY CLAIM, CROSS-REFERENCE TO
RELATED APPLICATION, AND
INCORPORATION BY REFERENC.

(L]

The present application 1s related to, claims the earliest
available effective filing date(s) from (e.g., claims earliest
available priority dates for other than provisional patent
applications; claims benefits under 35 U.S.C. §119(e) for
provisional patent applications), and incorporates by refer-
ence 1n 1ts entirety all subject matter of the herein listed
application(s); the present application also claims the earliest
available effective filing date(s) from, and also incorporates
by reference in 1ts entirety all subject matter of any and all
parent, grandparent, great-grandparent, etc. applications of
the herein listed application(s). The Umted States Patent
Office (USPTO) has published a notice to the effect that the
USPTO’s computer programs require that patent applicants
reference both a serial number and indicate whether an appli-
cation 1s a continuation or continuation in part. The present
applicant entity has provided below a specific reference to the
application(s) from which priorty 1s being claimed as recited
by statute. Applicant entity understands that the statute 1s
unambiguous 1n 1ts specific reference language and does not
require either a serial number or any characterization such as
“continuation” or “‘continuation-in-part.” Notwithstanding
the foregoing, applicant entity understands that the USPTO’s
computer programs have certain data entry requirements, and
hence applicant entity 1s designating the present application
as a continuation in part of its parent applications, but
expressly points out that such designations are not to be
construed 1 any way as any type of commentary and/or
admission as to whether or not the present application con-
tains any new matter in addition to the matter of 1ts parent
application(s).

1. For purposes of the USPTO extra-statutory requirements,
the present application constitutes a continuation 1n part of
currently co-pending U.S. patent application entitled

ELECTRONIC ACQUISITION OF A HAND FORMED
EXPRESSION AND A CONTEXT OF THE EXPRES-
SION, naming Alexander J. Cohen, Edward K. Y. Jung,
Royce A. Levien, Robert W. Lord, Mark A. Malamud, and
John D. Rinaldo, Jr., as inventors, filed Mar. 18, 2005, Ser.
No. 11/083,567.

2. For purposes of the USPTO extra-statutory requirements,
the present application constitutes a continuation 1n part of

currently co-pending U.S. patent application entitled
ACQUISITION OF A USER EXPRESSION AND A

CONTEXT OF THE EXPRESSION, naming Alexander J.
Cohen, Edward K. Y. Jung, Royce A. Levien, Robert W.
Lord, Mark A. Malamud, and John D. Rinaldo, Jr., as
inventors, filed Mar. 31, 2005, Ser. No. 11/097,977.

3. For purposes of the USPTO extra-statutory requirements,
the present application constitutes a continuation 1n part of
currently co-pending U.S. patent application entitled
ACQUISITION OF A USER EXPRESSION AND AN
ENVIRONMENT OF THE EXPRESSION, naming Alex-
ander J. Cohen, Edward K. Y. Jung, Royce A. Levien,
Robert W. Lord, Mark A. Malamud, and John D. Rinaldo,
Jr., as inventors, filed Mar. 31, 2005, Ser. No. 11/097,980.

SUMMARY

An embodiment provides a method. The method includes
receiving an annotation environment signal that includes a

10

15

20

25

30

35

40

45

50

55

60

65

2

context information indicative of a recognizable aspect of an
item. The method also includes rece1ving an expression signal
that includes an annotation mnformation indicative of a user
expression associated with the recognizable aspect of the
item. The method further includes electronically associating
the context information indicative of arecognizable aspect of
an 1tem and the annotation information indicative of a user
expression associated with the recognizable aspect of the
item. The method may further include saving the electroni-
cally associated context information indicative of a recogniz-
able aspect of an 1tem and annotation information indicative
ol a user expression associated with the recognizable aspect
of the item. In addition to the foregoing, other method
embodiments are described in the claims, drawings, and text
forming a part of the present application.

An embodiment provides a method. The method includes
clectronically associating a context information indicative of
a recognizable 1tem and an annotation information indicative
ol a user expression associated with the recognizable item.
Themethod also includes saving the electronically associated
context information indicative of a recognizable item and
annotation imformation indicative ol a user expression asso-
ciated with the recognizable the 1tem.

Another embodiment provides a method. The method
includes recognizing an aspect of an item 1n response to an
annotation environment signal that may include a context
information indicative of a recognizable aspect of an item.
Themethod also includes recognizing a user expression asso-
ciated with the recognizable aspect of the 1tem 1n response to
an expression signal that may include an annotation informa-
tion 1ndicative of a user expression associated with the rec-
ognizable aspect of the item. The method further includes
clectronically associating the recognized user expression and
the recognizable aspect of the item. In addition to the forego-
ing, other method embodiments are described in the claims,
drawings, and text forming a part of the present application.

A tfurther embodiment provides a device. The device
includes a context receptor module operable to receive an
annotation environment signal that includes a context infor-
mation indicative of a recognizable aspect of an item. The
device also includes an annotation receptor module operable
to recetve an expression signal that includes an annotation
information indicative of a user expression associated with
the recognizable aspect of the item. The device further
includes an associator module operable to associate the con-
text information indicative of arecognizable aspect of an 1tem
and the annotation information indicative of a user expression
associated with the recognizable aspect of the item.

The device may include a context identifier module oper-
able to recognize the recognizable aspect of an item 1n
response to the context information indicative of a recogniz-
able aspect of an 1tem. The device may include an annotation
identifier module operable to recognize the user expression
associated with the recognizable aspect of the item 1n
response to the annotation information indicative of a user
expression associated with the recognizable aspect of the
item. The device may further include a storage device oper-
able to save the electronically associated context information
indicative of a recognizable aspect of an 1tem and the anno-
tation mformation indicative of a user expression associated
with the recognizable aspect of the item. In addition to the
foregoing, other device embodiments are described 1n the
claims, drawings, and text forming a part of the present appli-
cation.

An embodiment provides a computer-program product.
The computer-program product includes program instruc-
tions operable to perform a process that associates informa-
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tion 1n a computer system and a computer-readable signal-
bearing media bearing the program instructions. The process
includes recerving an annotation environment signal that
includes a context information indicative of a recognizable
aspect of an item, and receiving an expression signal that
includes an annotation information indicative of a user
expression associated with the recognizable aspect of the
item. The process also includes associating the context infor-
mation indicative of a recognizable aspect of an 1tem and the
annotation information mdicative ol a user expression asso-
ciated with the recognizable aspect of the item. The process
may further include saving the associated context informa-
tion 1indicative of a recognizable aspect of an 1tem and anno-
tation information indicative of a user expression associated
with the recognizable aspect of the item. In addition to the
foregoing, other computer-program product embodiments
are described in the claims, drawings, and text forming a part
of the present application.

Another embodiment provides a method. The method
includes receiving an annotation information indicative of a
hand-formed expression. The method also includes recerving,
a context information indicative of a content portion of a
document proximate to the hand-formed expression, and
logically linking the annotation information indicative of a
hand-formed expression and the context information indica-
tive of a content portion of a document proximate to the
hand-formed expression. In addition to the foregoing, other
method embodiments are described in the claims, drawings,
and text forming a part of the present application.

A further embodiment provides a method. The method
includes receiving information generated by a handheld writ-
ing device indicative of a handwriting movement by a writing
clement of the handheld writing device, and receiving infor-
mation generated by the handheld writing device indicative of
a content portion of a document proximate to the handwriting
movement. The method also includes generating an annota-
tion by logically linking the handwriting movement and the
content portion of a document proximate to the handwriting
movement. In addition to the foregoing, other method
embodiments are described in the claims, drawings, and text
forming a part of the present application.

An embodiment provides a computer-program product.
The computer-program product includes program instruc-
tions configured to perform a process that associates nfor-
mation in a computer system and a computer-readable signal-
bearing media bearing the program instructions. The process
includes recerving information generated by a handheld writ-
ing device indicative of a handwriting movement by a writing
clement of the handheld writing device. The process also
includes recerving information generated by the handheld
writing device indicative of a content portion of a document
proximate to the handwriting movement, and generating an
annotation by logically linking the handwriting movement
and the content portion of a document proximate to the hand-
writing movement. The signal-bearing media may include a
computer storage media. The signal-bearing media may
include a communication media.

The foregoing 1s a summary and thus by necessity contains
simplifications, generalizations and omissions of detail. Con-
sequently, those skilled in the art will appreciate that the
summary 1s illustrative only and 1s not intended to be 1n any
way limiting. Other aspects, inventive features, and advan-
tages of the devices and/or processes described herein, as
defined solely by the claims, will become apparent 1n the
detailed description set forth herein.
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4
BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1llustrates an exemplary system in which embodi-
ments may be implemented, including a thin computing
device;

FIG. 2 illustrates another exemplary system in which
embodiments may be implemented, including a general-pur-
pose computing device;

FIG. 3 illustrates an environment that includes partial view
of an exemplary handheld writing device, and an exemplary
document environment;

FIG. 4 1llustrates a partial view of an environment that
includes an exemplary electronic pen, and the exemplary
document environment of FIG. 3;

FIG. 5 1llustrates a partial view of an environment that
includes an exemplary apparatus, and the exemplary docu-
ment environment of FIG. 3

FIG. 6 illustrates a partial view of an environment that
includes an exemplary apparatus, and the exemplary docu-
ment environment of FIG. 3

FIG. 7 1llustrates an exemplary operational tlow;

FIG. 8 1llustrates another exemplary operational flow;

FIG. 9 illustrates an alternative embodiment of the exem-
plary operational tlow of FIG. 8;

FIG. 10 illustrates another alternative embodiment of the
exemplary operational flow of FIG. 8;

FIG. 11 illustrates a partial view of an exemplary com-
puter-program product that includes a computer program for
executing a computer process in a handheld computing
device;

FIG. 12 1llustrates an environment that includes a partial
view of an exemplary annotation system and a partial view of
an exemplary 1tem;

FIG. 13 1llustrates an environment that includes a partial
view of an exemplary annotation system and a partial view of
an exemplary 1tem;

FIG. 14 1llustrates a partial view an alternative embodiment
of the environment of FIG. 13;

FIG. 15 1llustrates a partial view of an alternative embodi-
ment of the environment of FIG. 13 that includes an exem-
plary head mountable system and an exemplary 1tem 1llus-
trated as an exemplary bound book;

FIG. 16 1llustrates an environment that includes a partial
view of an exemplary annotation system and a partial view of
an exemplary 1tem;

FIG. 17 1llustrates an environment that includes a partial
view of an exemplary annotation system and a partial view of
an exemplary 1tem;

FIG. 18 1llustrates an environment that includes a partial
view of an exemplary annotation system and a partial view of
an exemplary 1tem;

FIG. 19 illustrates an exemplary operational tlow;

FIG. 20 1llustrates an alternative embodiment of the exem-
plary operational flow of FIG. 19;

FIG. 21 illustrates another alternative embodiment of the
exemplary operational flow of FIG. 19;

FIG. 22 illustrates a partial view of an exemplary wearable
apparatus;

FIG. 23 illustrates an exemplary operational tlow;

FI1G. 24 1llustrates an alternative embodiment of the opera-
tional flow of FIG. 23;

FIG. 25 illustrates another alternative embodiment of the
operational tlow of FIG. 23;

FIG. 26 1llustrates a partial view of an exemplary wearable
apparatus;

FIG. 27 illustrates an exemplary operational tlow;
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FI1G. 28 1llustrates an embodiment of the exemplary opera-
tional flow of FIG. 27;

FI1G. 29 illustrates an embodiment of the context identifi-
cation operation of FIG. 28

FI1G. 301llustrates another embodiment of the context iden-
tification operation of FI1G. 28;

FI1G. 31 1illustrates an embodiment of the annotation 1den-
tification operation of FIG. 28;

FI1G. 32 illustrates another embodiment of the annotation
identification operation of FIG. 28;

FI1G. 33 illustrates a further embodiment of the annotation
identification operation of FI1G. 28;

FI1G. 34 illustrates an embodiment of the linking operation
of FIG. 27;

FIG. 35 illustrates another embodiment of the linking
operation of FIG. 27;

FIG. 36 1llustrates embodiments of the first acquisition
operation and embodiments of the second acquisition opera-
tion of FIG. 27;

FI1G. 37 1llustrates another embodiment of the exemplary
operational tlow of FIG. 27;

FIG. 38 illustrates an embodiment of logical operations
that associate a user expression and a context of the user
CXpression;

FI1G. 39 1llustrates an environment 1n which embodiments
may be implemented;

FI1G. 40 1llustrates an alternative embodiment of the envi-
ronment of FIG. 39 in which embodiments may be imple-
mented;

FI1G. 41 1illustrates an alternative embodiment of the envi-
ronment of FIG. 39:

FIG. 42 1illustrates an alternative embodiment of the envi-
ronment of FIG. 39:

FIG. 43 1llustrates a partial view of an exemplary com-
puter-program product that includes a computer program;

FI1G. 44 illustrates an exemplary operational flow;

FI1G. 45 1llustrates an alternative embodiment of the exem-
plary operational flow of FIG. 44;

FI1G. 46 1llustrates an alternative embodiment of the con-
tent recognition operation of FIG. 45;

FI1G. 47 illustrates an alternative embodiment of the con-
text recognition operation of FIG. 45;

FI1G. 48 1llustrates an exemplary operational flow; and

FIG. 49 1llustrates a partial view of an exemplary com-
puter-program product that includes a computer program.

DETAILED DESCRIPTION

In the following detailed description of exemplary embodi-
ments, reference 1s made to the accompanying drawings,
which form a part hereol. In the several figures, like refer-
enced numerals 1dentify like elements. The detailed descrip-
tion and the drawings illustrate exemplary embodiments.
Other embodiments may be utilized, and other changes may
be made, without departing from the spirit or scope of the
subject matter presented here. The {following detailed
description is therefore not to be taken 1n a limiting sense, and
the scope of the claimed subject matter 1s defined by the
appended claims.

FI1G. 1 and the following discussion are intended to provide
a brief, general description of an environment in which
embodiments may be implemented. FIG. 1 illustrates an
exemplary system that includes a thin computing device 20
that interfaces with an electronic device (not shown) that
includes one or more functional elements 51. For example,
the electronic device may include any item having electrical
and/or electronic components playing a role 1n a functionality

10

15

20

25

30

35

40

45

50

55

60

65

6

of the 1tem, such as a limited resource computing device, a
digital camera, a cell phone, a printer, a refrigerator, a car, and
an airplane. The thin computing device 20 includes a process-
ing unit 21, a system memory 22, and a system bus 23 that
couples various system components including the system
memory 22 to the processing unit 21. The system bus 23 may
be any of several types of bus structures including a memory
bus or memory controller, a peripheral bus, and a local bus
using any of a variety of bus architectures. The system
memory includes read-only memory (ROM) 24 and random
access memory (RAM) 25. A basic input/output system
(BIOS) 26, containing the basic routines that help to transfer
information between sub-components within the thin com-
puting device 20, such as during start-up, 1s stored 1n the ROM
24. A number of program modules may be stored 1n the ROM
24 and/or RAM 25, including an operating system 28, one or
more application programs 29, other program modules 30,
and program data 31.

A user may enter commands and information 1nto the com-
puting device 20 through input devices, such as a number of
switches and buttons, 1llustrated as hardware buttons 44, con-
nected to the system via a suitable interface 45. Input devices
may further include a touch-sensitive display screen 32 with
suitable mput detection circuitry 33. The output circuitry of
the touch-sensitive display 32 1s connected to the system bus
23 via a video dniver 37. Other mput devices may include a
microphone 34 connected through a suitable audio interface
35, and a physical hardware keyboard (not shown). In addi-
tion to the display 32, the computing device 20 may include
other peripheral output devices, such as at least one speaker
38.

Other external mput or output devices 39, such as a joy-
stick, game pad, satellite dish, scanner or the like may be
connected to the processing unit 21 through a USB port 40
and USB port interface 41, to the system bus 23. Alternatively,
the other external input and output devices 39 may be con-
nected by other mterfaces, such as a parallel port, game port
or other port. The computing device 20 may further include or
be capable of connecting to a tlash card memory (not shown)
through an appropriate connection port (not shown). The
computing device 20 may further include or be capable of
connecting with a network through a network port 42 and
network interface 43, and through wireless port 46 and cor-
responding wireless interface 47 may be provided to facilitate
communication with other peripheral devices, including
other computers, printers, and so on (not shown). It will be
appreciated that the various components and connections
shown are exemplary and other components and means of
establishing communications links may be used.

The computing device 20 may be primarily designed to
include a user interface having a character, key-based, other
user data input via the touch sensitive display 32 using a stylus
(not shown). Moreover, the user interface 1s not limited to an
actual touch-sensitive panel arranged for directly receiving
input, but may alternatively or 1n addition respond to another
input device, such as the microphone 34. For example, spoken
words may be recerved at the microphone 34 and recognized.
Alternatively, the computing device 20 may be designed to
include a user interface having a physical keyboard (not
shown).

The device functional elements (not shown) are typically
application specific and related to a function of the electronic
device. The device functional elements are driven by a device
functional element(s) interface 50, which coupled with the
system bus 23. A functional element may typically perform a
single well-defined task with little or no user configuration or
setup, such as a refrigerator keeping food cold, a cell phone
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connecting with an appropriate tower and transceiving voice
or data information, and a camera capturing and saving an
1mage.

FIG. 2 illustrates another exemplary system in which
embodiments may be implemented. FIG. 2 1llustrates an elec-
tronic device that may correspond 1n whole or part to a gen-
eral-purpose computing device, shown as a computing sys-
tem environment 100. Components of the computing system
environment 100 may include, but are not limited to, a com-
puting device 110 having a processing unit 120, a system
memory 130, and a system bus 121 that couples various
system components including the system memory to the pro-
cessing unit 120. The system bus 121 may be any of several
types of bus structures including a memory bus or memory
controller, a peripheral bus, and a local bus using any of a
variety of bus architectures. By way of example, and not
limitation, such architectures include Industry Standard
Architecture (ISA) bus, Micro Channel Architecture (MCA)
bus, Enhanced ISA (EISA) bus, Video Electronics Standards
Association (VESA) local bus, and Peripheral Component
Interconnect (PCI) bus, also known as Mezzanine bus.

The computing system environment 100 typically includes
a variety ol computer-readable media products. Computer-
readable media may include any media that can be accessed
by the computing device 110 and include both volatile and
nonvolatile media, removable and non-removable media. By
way ol example, and not of limitation, computer-readable
media may 1include computer storage media and communica-
tions media. Computer storage media includes both volatile
and nonvolatile, removable and non-removable media imple-
mented 1n any method or technology for storage of informa-
tion such as computer-readable 1nstructions, data structures,
program modules, or other data. Computer storage media
include, but are not limited to, random-access memory
(RAM), read-only memory (ROM), electrically erasable pro-
grammable read-only memory (EEPROM), flash memory, or
other memory technology, CD-ROM, digital versatile disks
(DVD), or other optical disk storage, magnetic cassettes,
magnetic tape, magnetic disk storage, or other magnetic stor-
age devices, or any other medium which can be used to store
the desired information and which can be accessed by the
computing device 110. Communications media typically
embody computer-readable instructions, data structures, pro-
gram modules, or other data in a modulated data signal such
as a carrier wave or other transport mechanism and 1nclude
any 1mformation delivery media. The term “modulated data
signal” means a signal that has one or more of 1ts character-
1stics set or changed 1n such a manner as to encode informa-
tion in the signal. By way of example, and not limitation,
communications media include wired media such as a wired
network and a direct-wired connection and wireless media
such as acoustic, RF, optical, and infrared media. Combina-
tions of any of the above should also be included within the
scope of computer-readable media.

The system memory 130 includes computer storage media
in the form of volatile and nonvolatile memory such as ROM
131 and RAM 132. A basic input/output system (BIOS) 133,
containing the basic routines that help to transter information
between elements within the computing device 110, such as
during start-up, 1s typically stored in ROM 131. RAM 132
typically contains data and program modules that are 1mme-
diately accessible to or presently being operated on by pro-
cessing unit 120. By way of example, and not limitation, FIG.
2 illustrates an operating system 134, application programs
135, other program modules 136, and program data 137.
Often, the operating system 134 offers services to applica-
tions programs 135 by way of one or more application pro-
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gramming interfaces (APIs) (not shown). Because the oper-
ating system 134 incorporates these services, developers of
applications programs 135 need not redevelop code to use the
services. Examples of APIs provided by operating systems
such as Microsoft’s “WINDOWS” are well known 1n the art.

The computing device 110 may also include other remov-
able/non-removable, volatile/nonvolatile computer storage
media products. By way of example only, FIG. 2 illustrates a
non-removable non-volatile memory mterface (hard disk
interface) 140 that reads from and writes to non-removable,
non-volatile magnetic media, a magnetic disk drive 151 that
reads from and writes to a removable, non-volatile magnetic
disk 152, and an optical disk drive 155 that reads from and
writes to a removable, non-volatile optical disk 156 such as a
CD ROM. Other removable/nonremovable, volatile/non-
volatile computer storage media that can be used 1n the exem-
plary operating environment include, but are not limited to,
magnetic tape cassettes, flash memory cards, DVDs, digital
video tape, solid state RAM, and solid state ROM. The hard
disk drive 141 1s typically connected to the system bus 121
through a non-removable memory interface, such as the inter-
face 140, and magnetic disk drive 151 and optical disk drive
155 are typically connected to the system bus 121 by a remov-
able non-volatile memory interface, such as interface 150.

The drives and their associated computer storage media
discussed above and illustrated 1n FIG. 2 provide storage of
computer-readable 1nstructions, data structures, program
modules, and other data for the computing device 110. In FIG.
2, for example, hard disk drive 141 1s illustrated as storing an
operating system 144, application programs 145, other pro-
gram modules 146, and program data 147. Note that these
components can either be the same as or different from the
operating system 134, application programs 133, other pro-
gram modules 136, and program data 137. The operating
system 144, application programs 145, other program mod-
ules 146, and program data 147 are given different numbers
here to 1llustrate that, at a minimum, they are different copies.
A user may enter commands and information mto the com-
puting device 110 through input devices such as a micro-
phone 163, keyboard 162, and pointing device 161, com-
monly referred to as a mouse, trackball, or touch pad. Other
input devices (not shown) may include a joystick, game pad,
satellite dish, and scanner. These and other 1nput devices are
often connected to the processing unit 120 through a user
input interface 160 that 1s coupled to the system bus, but may
be connected by other interface and bus structures, such as a
parallel port, game port, or a universal serial bus (USB). A
monitor 191 or other type of display device 1s also connected
to the system bus 121 via an mterface, such as a video inter-
face 190. In addition to the monitor, computers may also
include other peripheral output devices such as speakers 197
and printer 196, which may be connected through an output
peripheral interface 195.

The computing system environment 100 may operate 1n a
networked environment using logical connections to one or
more remote computers, such as a remote computer 180. The
remote computer 180 may be a personal computer, a server, a
router, a network PC, a peer device, or other common network
node, and typically includes many or all of the elements
described above relative to the computing device 110,
although only a memory storage device 181 has been 1llus-
trated 1n FIG. 2. The logical connections depicted 1n FIG. 2
include a local area network (LAN) 171 and a wide area
network (WAN) 173, but may also include other networks
such as a personal area network (PAN) (not shown). Such
networking environments are commonplace in oifices, enter-
prise-wide computer networks, intranets, and the Internet.
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When used 1n a LAN networking environment, the com-
puting system environment 100 1s connected to the LAN 171
through a network interface or adapter 170. When used in a
WAN networking environment, the computing device 110
typically includes a modem 172 or other means for establish- >
ing communications over the WAN 173, such as the Internet.
The modem 172, which may be internal or external, may be
connected to the system bus 121 via the user input 1nterface
160, or via another appropriate mechanism. In a networked
environment, program modules depicted relative to the com-
puting device 110, or portions thereof, may be stored in a
remote memory storage device. By way of example, and not
limitation, FIG. 2 illustrates remote application programs 183
as residing on memory device 181. It will be appreciated that
the network connections shown are exemplary and other
means of establishing a communications link between the
computers may be used.

In the description that follows, certain embodiments may
be described with reference to acts and symbolic representa- 20
tions of operations that are performed by one or more com-
puting devices, such as computing device 110 of FIG. 2. As
such, 1t will be understood that such acts and operations,
which are at times referred to as being computer-executed,
include the manipulation by the processing unit of the com- 25
puter of electrical signals representing data in a structured
form. This manipulation transforms the data or maintains
them at locations 1n the memory system of the computer,
which reconfigures or otherwise alters the operation of the
computer 1n a manner well understood by those skilled in the 30
art. The data structures 1n which data 1s maintained are physi-
cal locations of the memory that have particular properties
defined by the format of the data. However, while an embodi-
ment 1s being described 1n the foregoing context, 1t 1s not
meant to be limiting as those of skill 1n the art will appreciate 35
that the acts and operations described hereinafter may also be
implemented 1n hardware.

FI1G. 2 illustrates an example of a suitable environment on
which embodiments may be implemented. The computing,
system environment 100 of FIG. 2 1s an example of a suitable 40
environment and 1s not intended to suggest any limitation as
to the scope of use or functionality of an embodiment. Neither
should the environment be interpreted as having any depen-
dency or requirement relating to any one or combination of
components 1llustrated in an exemplary operating environ- 45
ment.

Embodiments may be implemented with numerous other
general-purpose or special-purpose computing devices and
computing system environments or configurations. Examples
of well-known computing systems, environments, and con- 50
figurations that may be suitable for use with an embodiment
include, but are not limited to, personal computers, server
computers, hand-held or laptop devices, personal digital
assistants, multiprocessor systems, microprocessor-based
systems, set top boxes, programmable consumer electronics, 55
network, minicomputers, mainirame computers, and distrib-
uted computing environments that include any of the above
systems or devices.

Embodiments may be described in a general context of
computer-executable instructions, such as program modules, 60
being executed by a computer. Generally, program modules
include routines, programs, objects, components, data struc-
tures, etc., that perform particular tasks or implement particu-
lar abstract data types. An embodiment may also be practiced
in distributed computing environments where tasks are per- 65
tformed by remote processing devices that are linked through
a communications network. In a distributed computing envi-
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ronment, program modules may be located m both local and
remote computer storage media including memory storage
devices.

The following includes a series of illustrations depicting
implementations of processes. For ease of understanding,
certain 1llustrations are orgamized such that the initial 1llus-
trations present implementations via an overall “big picture”
viewpoint and thereafter the following illustrations present
alternate implementations and/or expansions of the “big pic-
ture” illustrations as either sub-steps or additional steps build-
ing on one or more earlier-presented 1llustrations. This style
ol presentation utilized herein (e.g., beginning with a presen-
tation of a illustration(s) presenting an overall view and there-
alter providing additions to and/or further details 1n subse-
quent 1llustrations) generally allows for a rapid and easy
understanding of the various process implementations.

FIG. 3 1llustrates an environment 200 that includes partial
view ol exemplary handheld writing device 210, and an
exemplary document environment 280.

In an embodiment, the exemplary document environment
280 (hereafter “document 280”’) may 1nclude a single sheet, a
part ol a page, a single page, a poster, a display, multiple
pages, a chapter, a volume, and/or a file. In a further embodi-
ment, the document may include a book, such as a bound
volume, a box, such as a retail package, a container, a carton,
a label, a currency bill or note, and/or check. In another
embodiment, the document may 1nclude an article of cloth-
ing, an item, a structure, a vehicle, and/or an indicator, such as
a temperature gauge or speedometer. In an embodiment, a
document includes any thing having a human recognizable
content.

The document 280 includes a content portion 282. The
content portion 282 may include a word 286, illustrated as a
word “Rhett,” a phrase 284, illustrated as the phrase “Frankly
my dear, I don’t give a damn,” and/or other printed or native
content, schematically illustrated as a textual paragraph 288.
In another embodiment, the content portion may include a
textual content portion. For example, a textual content portion
may include words printed on a page, such as a page of abook,
and/or words printed on a cover or a spine of a book. In a
further embodiment, the content portion may include a
human language content, for example, text printed 1n roman
alphabet characters, math symbols, and/or script characters
such as Asian language characters. In another embodiment,
the content portion may include a human readable content,
and/or graphical content. In an embodiment, the content por-
tion may include a graphical content having a meaning or a
significance to a human, such as a picture, a drawing, a figure,
a photograph, an illustration, a diagram, a doodle, a decora-
tion, a sketch, and/or a portrait. In another embodiment, the
content portion may be arbitrary and not recognizable by an
individual human reader. In a further embodiment, the con-
tent portion may include any content primarily useful to a
human reader. For example, a content portion may include a
textual and/or graphical label on a retail article, such as cloth-
ing, a retail package, or a carton. A content portion may
include an address written on shipping label or an address
written on a side of a building. A content portion may include
an odometer reading on a vehicle or a temperature reading on
a thermometer. In another embodiment, the content portion
may include an incidental element not primarily employed by
a human reader but that aids 1n distinguishing the document.
For example, an incidental element may include a collee
stain, a torn page, and/or a physical attribute of the document.
In an embodiment, a content portion may include a human
and/or machine recognizable characteristic form or shape,
such a pair of skis, a car, and/or a dress.
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In an embodiment, the content portion 282 of the document
280 may be displayed on a surface 281, such as a paper
surface, a surface of a sheet of paper, a surface of anewspaper,
a surface of a book, and/or a surface of a poster. In a further
embodiment, the surface may include a surface of a box, a
surface of a container, a surface of a carton, a surface of a
label, a surface of a currency bill or note, and/or a surface of
a check. In another embodiment, a surface may include a
surface of an article of clothing, a surface of an item, a surface
of a structure, a surface of a vehicle, and/or a surface of an
indicator. In an embodiment, a surface may include content
located 1n at least two planes. In another embodiment, a
surface may include a planar surface. In an embodiment, the
content portion 282 may be electronically displayed, such as
a text displayed through the surface 281, and/or a text pro-
jected on the surface. The surface electronically displaying
the content portion may include a surface of a computer
monitor, a surface of a television screen, and/or a surface of an
e-paper,

The exemplary handheld writing device 210 includes a
writing element 220. In an embodiment, the writing element
may include an active writing element, such as an ink car-
tridge operable to discharge a marking tluid onto a surface of
a document. The active writing element may include a
replaceable 1k cartridge. In another embodiment, the active
writing element may include a pencil lead. In a further
embodiment, the writing element may include a non-marking
clement, such as non-marking stylus.

The wnting device 210 also includes a writing detector
module 230 operable to generate information indicative of a
handwriting movement 250 by the writing element 220. The
handwriting movement 1s 1llustrated as “My favorite movie
line.” The writing detector module 230 may be implemented
in any manner, including software, hardware, firmware, and/
or a combination thereof. An embodiment of the writing
detector module 230 may be implemented using retlected
light, optical image, sonar, ultrasound, and/or accelerometer
detection of a handwriting movement. The handwriting
movement may be formed 1n response to hand movements. In
an alternative embodiment, the handwriting movement may
be formed 1n response to movements of another part of a body,
such as by movement of a user’s head while holding the
writing device 1n their mouth.

In an embodiment, “information” includes data that may be
processed, stored, or transmitted by a computing device. In
another embodiment, “information” includes a meaming of
data as may be interpreted by or meaningftul to people. In an
embodiment, “data” includes a piece or pieces ol informa-
tion. Data may include facts, quantities, characters, and/or
symbols. Data may be subject to operations by a computer,
saved, and transmitted by electrical signals.

In an embodiment, the writing detector module 230 may be
implemented by illuminating a surface 281 of the document
280 from the handheld writing device 210, and determining
the handwriting movement 250 of the writing element 220 1n
response to reflected 1llumination from the surface, such as
more fully described in U.S. Pat. No. 6,741,335, titled OPTI-
CAL TRANSLATION MEASUREMENT, 1ssued on May
25, 2004, Kinrot, et al. as inventor; U.S. Pat. No. 6,452,683,
titled OPTICAL TRANSLATION MEASUREMENT,
issued on Sep. 17, 2002, Kinrot, et al. as mventor; and U.S.
Pat. No. 6,330,057, titled OPTICAL TRANSLATION MEA -
SUREMENT, 1ssued on Dec. 11, 2001, Lederer, et al. as
inventor, each of which 1s incorporated herein by reference 1n
their entirety for all that they disclose and teach. In another
embodiment, the writing detector module may be imple-
mented by capturing images of a pattern in a writing base and
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handwriting movements of the pen determined by calculating
positions of the writing element based on the 1mages of the
writing base, such as more fully described mm U.S.
Pat. No. (published as US 2004/0179000) titled
ELECTRONIC PEN, MOUNTING PART THEREFOR
AND METHOD OF MAKING THE PEN, filed Jun. 26,

2002, under application Ser. No. 10/179,949, Fermgard, et al.

as mventor, which 1s incorporated herein by reference 1n 1ts
entirety for all that 1s discloses and teaches. In a further
embodiment, the writing detector module may be 1mple-
mented using ultrasound to track a handwriting movement of
a writing element, such as more fully described 1n U.S. Pat.
No. (published as US 2003/0173121) titled DIG-
ITZER PEN filed Mar. 18, 2002, under application Ser. No.
10/098,390, Zloter, et al. as inventor, which 1s incorporated
herein by reference 1n its entirety for all that 1t discloses and
teaches. In an embodiment, the writing detector module may
be implemented using a sensor package that measures veloc-
ity, acceleration, and angular acceleration 1n a handheld writ-

ing device, such as more {fully described 1 U.S.
Pat. No. (published as US 2004/0260507) titled 3D

INPUT APPARATUS AND METHOD THEREOF, filed Jun.
17, 2004 under application Ser. No. 10/868,959, Chang, et al.
as mventor, which 1s incorporated herein by reference 1n 1ts
entirety for all that 1t discloses and teaches. In another
embodiment, the writing detector module may be 1mple-
mented using an 1mage processing approach that captures and
saves segments of a writing movement as a separate 1mage.
The final output 1s a combination of multiple 1images super-
imposed on each other.

In another embodiment, the writing detector module 230
may generate information indicative of a handwriting move-
ment 250 by capturing images of the handwriting movement,
and stitching the images together.

In an embodiment, the writing detector module 230 may
include an electrical circuit 232 operable to generate infor-
mation mdicative of a handwriting movement of the writing,
clement. In a further embodiment, the writing detector mod-
ule 230 may include operability to generate information
indicative ol a movement of the writing element generated by
an activity of writing by hand. In another embodiment, the
writing detector module may 1nclude operability to generate
information idicative of a movement of the writing element
in response to a hand generated activity.

In a further embodiment, the writing detector module 230
may generate raw handwriting movement information. In
another embodiment, the writing detector module may pro-
cess the raw handwriting movement information.

The writing device 210 also includes a context detector
module 240 operable to generate information indicative of a
content portion of a document proximate to the handwriting
movement of the writing element. In an embodiment, a con-
tent portion of a document proximate to the handwriting may
include a content portion separated from the handwriting
movement of less than approximately one to two inches. In
another embodiment, a content portion of a document proxi-
mate to the handwriting movement may include a content
portion and a handwriting movement both on a page. In a
further embodiment, a content portion of a document proxi-
mate to the handwriting movement may include a content
portion on a body that includes the handwriting movement. In
an inanimate example, the content portion may be a book title
and/or author printed on a book spine or cover, and the hand-
writing movement being on a page of the book. In an animate
example, the content portion may include a portion of a
human body, such as a skin surface having a landmark, and
the handwriting movement being on the skin surface and
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proximate to the landmark, such a surgeon marking incision
lines before beginning a procedure.

The context detector module 240 may be implemented in
any manner, including software, hardware, firmware, and/or
any combination thereof. In an embodiment, the context
detector module 240 may include an electrical circuit 242
operable to generate information indicative of a content por-
tion 282 of a document proximate to the handwriting move-
ment of the writing element 220, such as the phrase 284
and/or the word 286. An embodiment includes a context
detector module operable to generate information 1indicative
ol a content portion of a displayed document proximate to the
handwriting movement of the writing element. A further
alternative embodiment includes a context detector module
operable to generate information 1indicative of a content por-
tion of an electronically displayed document proximate to the
handwriting movement of the writing element. Another
embodiment 1ncludes a context detector module operable to
generate information indicative of a printed content portion of
a document proximate to the handwriting movement of the
writing element. An embodiment includes a context detector
module operable to generate information indicative of a
printed content portion of a paper-based document proximate
to the handwriting movement of the writing element. A fur-
ther alternative embodiment includes a context detector mod-
ule operable to generate information indicative of a content
portion of an e-paper document proximate to the handwriting
movement of the writing element.

In an embodiment, the context detector module 240 may
include an 1image capture device 246 having a lens 248. The
image capture device 246 includes operability to capture at
least one 1mage of the content portion 282 proximate to the
handwriting movement 2350, such as the phrase 284 and/or the
word 286. The image capture device 246 and the lens 248 ma
have any location with respect to the handheld writing device
210 suitable for capturing at least one 1mage ol a content
portion proximate to the handwriting movement, including
within an outer periphery of the handheld writing device,
and/or outside the outer periphery. In another embodiment,
the 1mage capture device 246 includes operability to capture
image information of the displayed content portion proximate
to the handwriting movement with a resolution suflicient to
render the 1image information into textural information by an
optical character resolution process.

In a further embodiment, the 1image capture device 246
includes operability to capture at least one 1image of a dis-
played content portion as a writer moves the writing element
220 of the handheld writing device 210 toward the document
280. In another embodiment, the 1mage capture device
includes operability to capture at least one 1image of a dis-
played content portion as a writer imparts a handwriting,
movement to the writing element. In a further embodiment,
the 1mage capture device includes operability to capture at
least one 1mage of a displayed content portion as a writer
moves the writing element of the handheld writing device
away from the document. The lens 248 may include a user
adjustable orientation allowing a user to optimize 1mage cap-
ture.

In an embodiment, the context detector module 240 may
include a user activatable switch (not shown) allowing a user
to select when the information indicative of a content portion
of a document element will be captured. For example, the
image capture device 246 may include a user activatable
switch allowing a user to select when an 1image of a content
portion 1s obtained. A user may aim the lens 248 at a content
portion and capture an 1mage by activating the switch. The
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switch may include a hardware switch, a motion sensitive
switch, and/or a voice activated switch.

In an embodiment, the context detector module 240 may
further include operability to acquire contextual information
from another source, and to use that contextual information to
generate information indicative of a content portion of a
document proximate to the handwriting movement of the
writing element. For example, the handwriting movement
may occur proximate to a surface or a device operable to
generate contextual information indicative of a content por-
tion of a document proximate to the handwriting movement.
The surface may include a touch sensitive screen coupled to a
circuit operable to generate the contextual information. Alter-
natrvely, the handwriting movement may occur proximate to
a surtface monitored by an ultrasonic system coupled to a
circuit operable to generate contextual information indicative
of a content portion of a document proximate to the handwrit-
ing movement.

In a further embodiment, the context detector module 240
may generate raw information indicative of a content portion
of a document proximate to the handwriting movement of the
writing element. In another embodiment, the context detector
module may process the raw context portion information.

In another embodiment, the context detector module 240
may include operability to generate information idicative of
a content portion of a document proximate to the handwriting
movement using other technologies. For example, informa-
tion 1ndicative of a content portion may be generated using
data from a radio frequency identification device (RFID)
associated with the document, a global positioming satellite
system, and/or other data signal.

In an alternative embodiment, the handheld writing device
210 may include a recogmition module 290. The recognition
module includes operability to generate information indica-
tive of a human readable content 1n response to the informa-
tion 1ndicative of the hand driven movement of the writing
clement. For example, in an embodiment, the recognition

module may determine a presence of human readable content
in the information indicative of the hand driven or handwrit-
ing movement 250 generated by the writing detector module
230, recognize the human readable content as “My favorite
movie line,” and generate information indicative of that con-
tent. In another embodiment, the recogmtion module may
determine a presence of human readable content, recognize
the handwriting movements as forming the human readable
content as a script character, and generate information 1ndica-
tive of that script character.

In an operation of an embodiment, a reader may wish to
annotate the document 280 with a comment or sketch. The
reader holds the handheld writing device 210 in their hand 1n
a manner similar to a conventional pen or pencil, and begins
handwriting an annotation using the writing element 220
proximate to a content portion 282. The handheld writing
device 210 captures a handwriting movement, or hand driven
movement, of the writing element imparted by the user’s
hand to the writing device, and through the writing detector
module 230, generates information indicative of the hand-
writing movement. The handheld writing device captures a
context of the handwriting movement through the context
detector module 240 by capturing at least one 1mage of the
content portion of the document proximate to the handwriting
movement. The context may be captured before the handwrit-
ing movement, during the handwriting movement, and/or
alter the handwriting movement. The context detector mod-
ule generates information indicative of the content portion of
the document proximate to the handwriting movement.
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FIG. 4 1llustrates a partial view of an environment 201 that
includes an exemplary electronic pen 211, and the exemplary
document environment 280 ol FIG. 3. The electronic pen 211
includes a generally elongated body 217 and the writing
clement 220 extending from the generally elongated body. In
an embodiment, the writing element may be configured to
make a visible mark. A visible mark may include any mark
visible to a human eye. For example, a visible mark may
include an ink mark, and/or a pencil mark. A visible mark may
include a letter, a character, a symbol, a line, and/or a figure.

The electronic pen 211 also includes a writing detector
module 234 operable to generate information indicative of a
hand driven movement of the writing element. In an embodi-
ment, a hand driven movement includes a hand-generated
movement. In an alternative embodiment, the writing detec-
tor module includes operability to generate information
indicative of a hand driven movement of the writing element
in contact with the surface 281 of a document 280. In another
alternative embodiment, the writing detector module includes
operability to generate information indicative of a hand
driven movement of the writing element 1n contact with the
surface of a paper document. In a further embodiment, the
writing detector module includes operability to generate
information indicative of a hand driven movement of the
writing element 1n contact with a surface displaying an elec-
tronic document. The writing detector module may be imple-
mented 1n any manner, including sotftware, hardware, firm-
ware, and/or a combination thereof. An embodiment of the
writing detector module may be implemented using reflected
light, optical image, sonar, ultrasound, and/or accelerometer
detection of the handwriting movement. In an embodiment,
the writing detector module may be implemented 1n a manner
at least substantially similar to the writing detector module
230 of FIG. 3.

The electronic pen further includes a context detector mod-
ule 244 operable to generate information indicative of a con-
tent portion of a document proximate to the hand driven
movement of the writing element. In an alternative embodi-
ment, the context detector module may include operability to
generate information indicative of a content portion of a page
of multiage document proximate to the handwriting move-
ment of the writing element. In another alternative embodi-
ment, the context detector module may include operabaility to
generate information indicative of a hand-generated writing
movement of the writing element. The context detector mod-
ule 244 may be implemented in any manner, including soft-
ware, hardware, firmware, and/or any combination thereof. In
an embodiment, the context detector module 244 may be
implemented 1n a manner at least substantially similar to the
writing detector module 240 of FI1G. 3.

In an alternative embodiment, the electronic pen 211 may
include at least one additional module. Additional modules
may include a commumnications module 260 and a storage
module 270. In an embodiment, the communications module
260 1includes operability to transmit at least one of the signal
indicative of a hand driven movement of a writing element
and the signal indicative of at least a portion of a document
proximate to the hand driven movement of the writing ele-
ment. The term “signal” means at least one current signal,
voltage signal, or signal. In another embodiment, the com-
munications module mcludes operability to transmit 1n real
time at least one of the information indicative of a hand driven
movement of a writing element and the information indica-
tive of at least a portion of a document proximate to the hand
driven movement of the writing element. In a further embodi-
ment, the communications module includes operability to
transmit at least one of processed information corresponding,
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to the information indicative of a handwriting movement of a
writing element and processed mformation corresponding to
the mnformation indicative of at least a portion of a document
proximate to the writing movement of the writing element.

The communications module 260 may transmit a signal. In
an optional embodiment, the communications module both
receives and transmits signals (transceiver). For example and
without limitation, “signal” includes a current signal, voltage
signal, magnetic signal, or optical signal 1n a format capable
of being stored, transferred, combined, compared, or other-
wise manipulated. The communications module may include
wireless, wired, iirared, optical, and/or other communica-
tions techniques. In an embodiment, the communications
module may include operability for communication with a
computing device, such as the thin computing device 20 of
FIG. 1, and/or the computing device 10 of FIG. 2. The com-
munications module may include an antenna for wireless
communication, a connection for wired connection, and/or an
optical port for optical communication.

The digital storage module 270 may include any suitable
digital storage medium. For example, a digital storage
medium may include a computer storage medium. The digital
storage module includes operability to save at least one of the
information indicative of a hand driven movement of a writ-
ing element and the information indicative of at least a portion
ol a document proximate to the hand driven movement of the
writing element. Information may be saved in any form or
format, such as a raw data form, or a processed data form. In
conjunction with the communications module 260, informa-
tion may be saved as generated and then be available for
uploading at a later time. For example, information may be
stored, batched, and subsequently transmitted. In another
example, information may be stored, and subsequently trans-
mitted after the electromic pen 211 1s docked.

In operation of an embodiment, the electronic pen 211
acquires a handwritten annotation and a context of the hand-
written annotation 1n a manner at least substantially similar to
the handheld writing device 210 of FIG. 3. In addition, the
clectronic pen 211 may transmit signals indicative of the
handwritten annotation and the context of the annotation
using the communication module 260. One or both of the
signals may be transmitted 1n real time as a reader writes an
annotation. In an alternative embodiment, one or both of the
signals may be processed by a component of the electronic
pen prior to transmission. In another alternative embodiment,
the electronic pen may save one or both of the signals 1n the
digital storage medium 270. The saved signal may be trans-
mitted at a later time.

FIG. 5 1llustrates a partial view of an environment 202 that
includes an exemplary apparatus 212, and the exemplary
document environment 280 of FIG. 3. The apparatus 212
includes operability to mark the document 280, such as the
handwriting movement 250, and to generate an electronic
indicator of a position 289 of the mark relative to an existing
character, such as the word 286 “Rhett” of the document. The
indicator 289 of a position of the mark relative to an existing
word 286 may be expressed 1n any manner, including an
indication 1n Cartesian coordinates, and/or spherical coordi-
nates. In an embodiment, the existing character of the docu-
ment includes at least one existing letter displayed by the
document. In another embodiment, the existing character of
the document includes at least one existing word displayed by
the document. In a further embodiment, the document
includes at least one existing 1mage displayed by the docu-
ment.

In an alternative embodiment, the apparatus 212 includes a
pen configured to mark relative to an existing character, such
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as the word 286, of a document 280 based, at least 1n part, on
a marking position 289 relative to the existing character of the
document, wherein the mark and an indicator of the marking
position are saved within the pen.

FI1G. 6 1llustrates a partial view of an environment 203 that
includes an exemplary apparatus 213, and the exemplary
document environment 280 of FIG. 3. The apparatus 213
includes a stylus 221 configured to write on a surface, such as
the surface 281 of the document 280. The stylus may be at
least similar to the stylus 220 of FIG. 3. The apparatus also
includes a position sensor 236 operable to generate informa-
tion indicative of handwriting movement 250 of the stylus
relative to the surface. The apparatus includes an 1imaging,
clement 245 operable to generate information representing at
least a portion of the word 286 displayed from the surface
proximate to the handwriting movements.

FI1G. 7 illustrates an exemplary operational flow 300. After
a start operation, the operational flow 300 moves to a content
operation 310. At the content operation 310, a {irst informa-
tion 1s generated 1n a handheld device indicative of a hand-
writing movement of a writing element physically associated
with the handheld device. At the operation 320, a second
information 1s generated in the handheld device information
indicative of a content portion of a document proximate to the
handwriting movement of the writing element. The opera-
tional flow 300 then proceeds to an end operation.

FIG. 8 1llustrates an exemplary operational tlow 340. After
a start operation, the operational flow 340 moves to a writing
operation 3435. At the writing operation 345, at least a portion
of a document 1s marked 1n response to a hand driven move-
ment of a handheld marking device. At a content operation
350, a first data set indicative of the marking 1s generated 1n
the handheld marking device. At a context operation 355, a
second data set indicative of a content portion of the docu-
ment proximate to the marking i1s generated 1n the handheld
marking device.

FI1G. 9 illustrates an alternative embodiment of the exem-
plary operational tflow 340 of FIG. 8. FIG. 9 illustrates an
embodiment where the exemplary operation flow 340 may
include at least one additional operation 360. The additional
operation 360 may include an operation 362 and an operation
364. At the operation 362, the first data set indicative of the
marking 1s saved 1n a digital storage medium physically asso-
ciated with the handheld device. At the operation 364, the
second data set indicative of a content portion of the docu-
ment proximate to the marking 1s saved 1n a digital storage
medium physically associated with the handheld device.

FI1G. 10 illustrates an alternative embodiment of the exem-
plary operational flow 340 of FIG. 8. FIG. 10 1illustrates an
embodiment where the exemplary operation flow 340 may
include at least one additional operation 370. The additional
operation 370 may include an operation 372, an operation
374, and an operation 378. At the operation 372, the first data
set indicative of the marking and the second data set indica-
tive of a content portion of the document proximate to mark-
ing are transmitted from the handheld marking device. At the
operation 374, the first data set indicative of the marking 1s
transmitted from the handheld marking device. The operation
374 may 1nclude at least one additional operation, such as an
operation 376. At the operation 376, processed data corre-
sponding to the first data set indicative of the marking 1s
transmitted from the handheld marking device. At the opera-
tion 378, the second data set indicative of a content portion of
the document proximate to marking is transmitted from the
handheld marking device. The operation 378 may include at
least one additional operation, such as an operation 379. At
the operation 379, processed data corresponding to the sec-
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ond data set indicative of a content portion of the document
proximate to marking 1s transmitted from the handheld mark-
ing device.

FIG. 11 illustrates a partial view of an exemplary com-
puter-program product 400 that includes a computer program
404 for executing a computer process 1n a handheld comput-
ing device. An embodiment of the exemplary computer-pro-
gram product 400 may be provided using a computer-read-
able medium 402, and includes computer executable
instructions. The computer product 400 encodes the com-
puter program 404 for executing on the handheld computing
device a computer process. The computer process includes
generating 1n the handheld device a first data set indicative of
a handwriting movement of a writing element physically
associated with the handheld device, and generating in the
handheld device a second data set indicative of a content
portion of a document proximate to the handwriting move-
ment of the writing element. In an alternative embodiment,
the computer process 404 may further include an additional
process, such as a process 406, a process 408, and a process
410. At the process 406, the first data set indicative of a
handwriting movement and the second data set indicative of a
content portion of the document proximate to the handwriting
movement are saved 1n a digital storage medium physically
associated with the handheld device. At the process 408, the
first data set indicative of the handwriting movement 1s trans-
mitted. At the process 410, the second data set indicative of a
content portion of the document proximate to the handwriting
movement 1s transmitted. The computer-readable medium
402 may include a computer storage medium, which may be
carried by a computer-readable carrier (not shown). The com-
puter-readable medium 402 may include a communications
medium (not shown). The computer-program product 400
may be implemented 1n hardware, software, and/or firmware.

FIG. 12 1llustrates an environment 500 that includes a
partial view of an exemplary annotation system and a partial
view ol an exemplary item. The exemplary annotation system
1s 1llustrated as an exemplary handheld system 510. The
exemplary item 1s illustrated as a ski1 560 having at a top
surface 561, and two recognizable aspects printed and/or
painted on the surtace. Recognizable aspects are illustrated as
a text content “1 Slalom™ 562 and a trademark content “Head
Ski” 564. Another recognizable aspect may include a recog-
nizable ski shape, 1llustrated as a recognizable outer periph-
ery 566, a recognizable electronic product code, illustrated as
an electronically readable bar code 568, and/or arecognizable
dimension 565, illustrated as a length of 165 cm.

In a further embodiment, a recognizable aspect may
include a textual content portion. For example, a textual con-
tent portion may include words printed or displayed on a
surface, such as a page of a book, and/or words printed on a
cover or a spine of a book. In a further embodiment, a recog-
nizable aspect may include a human language content, for
example, text printed in roman alphabet characters, math
symbols, and/or script characters such as Asian language
characters. In another embodiment, a recognizable aspect
may include a human readable content, and/or graphical con-
tent. In an embodiment, a recognizable aspect may include a
graphical content having a meaning or a significance to a
human, such as a picture, a drawing, a figure, a photograph, an
illustration, a diagram, a doodle, a decoration, a sketch, and/
or a portrait. In another embodiment, a recognizable aspect
may be arbitrary and recognizable by an individual human
reader, and not recognizable by another individual human
reader. In a further embodiment, a recognizable aspect may
include any content primarily useful to a human reader. For
example, a recognizable aspect may include a textual and/or
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graphical label on a retail article, such as clothing, a retail
package, or a carton. A recognizable aspect may include an
address written on a shipping label or an address written on a
side of a building. A recognizable aspect may include
dynamically displayed matter, such as an alignment of an
indicator needle with a speed value on a vehicle speedometer,
or a temperature reading on a thermometer. In another
embodiment, arecognizable aspect may include an incidental
clement not primarily employed by a human reader but that
aids 1n distinguishing the item. In an embodiment, a recog-
nizable aspect may include any aspect recognizable by a
human, a computing device, a recognition program running,
on a computing device, a computer implement method, and/
or a machine. In another embodiment, a recognizable aspect
may include a characteristic form and/or shape, such a pair of
skates, a car, and/or a dress. In an embodiment, an aspect may
be recognizable locally 1n response to information indicative
of a recognizable aspect of an 1tem. In another embodiment,
an aspect may be recognizable 1n response to mnformation
provided by a remote third-party responsive at least 1in part to
information indicative of a recognizable aspect of an item.

The exemplary handheld system 510 includes a writing
clement 520 operable to form a user expression. The user
expression 1s 1llustrated as a handwritten user expression
“Check the Internet for best ski prices” 550. In an embodi-
ment, the writing element may include an active writing ele-
ment, such as an ink cartridge operable to discharge a marking,
fluid onto a surface of a document. The active writing element
may 1nclude a replaceable ink cartridge. The active writing
clement may include a disappearing ink. The active writing
clement may include a pencil lead. In a turther embodiment,
the writing element may include a non-marking element, such
as non-marking stylus. In an alternative embodiment, the
system may 1nclude a microphone 522 operable to capture an
audible user expression, such as a sound, word, and/or sen-
tence.

The handheld system 510 includes an annotating device
530 operable to generate information indicative of a user
expression associated with a recognizable aspect of the 1tem
560. In an embodiment where the user expression includes
the handwritten user expression 550 visually or spatially
associated with the recognizable trademark content “Head
Ski” 564 and/or the text content “1 Slalom™ 562 on the top
surface 561, the annotating device includes operability to
generate 1nformation indicative of the handwritten user
expression 330 formed by the writing element 520. Where the
exemplary 1tem 1ncludes a retail item 1n a store, such as the ski
560, the writing element may include a non-marking writing
clement. Alternatively, when the item includes a retail item 1n
a store, a user may adhere a “Post It” type notepaper proxi-
mate to a recognizable aspect, handwrite on the “Post It” so as
not to damage or mar the item, capture the handwritten
expression, and then remove the “Post It.” In an embodiment
where the user expression includes an audible user expres-
s10n, such as a spoken sentence “Check the Internet for best
ski prices,” the annotating device may include operability to
generate 1nformation indicative of the spoken sentence
received by the microphone 522.

The annotating device 330 may be implemented 1n any
manner, including software, hardware, firmware, and/or a
combination thereol. The annotating device may be imple-
mented in a manner at least substantially similar to the writing,
detector module 230 of FIG. 3. In an embodiment, the anno-
tating device may include operability to generate information
indicative of a user verbal expression (not shown) associated
with the recognizable aspect of the item. The annotating
device may include operability to generate information
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indicative of the handwritten user expression “Check the
Internet for best ski prices™ 550 associated with the recogniz-
able aspect of the 1item. The annotating device may include
operability to generate information indicative of a user hand
drawn expression associated with the recognizable aspect of
the 1tem. The annotating device may include operability to
generate information indicative of a user gesture associated
with the recogmizable aspect of the item. The annotating
device may include operability to generate information
indicative of a user gesture formed at least 1n part by a user
limb. The annotating device may include operability to gen-
crate information indicative of a user gesture formed with a
user held stylus.

Continuing with FIG. 12, the handheld system 510
includes an annotation environment capture device 540 oper-
able to generate immformation indicative of a recognizable
aspect ol an 1item, such as the text content “1 Slalom™ 562. The
annotation environment capture device may be implemented
in any manner, including software, hardware, firmware, and/
or any combination thereof. The context-detecting device
may be implemented in a manner at least substantially similar
to the context detector module 240 of FIG. 3. In an embodi-
ment, the context-detecting device 540 may 1include operabil-
ity to generate information indicative of a recognizable aspect
of an 1tem 1n response to data acquired from at least one of
several technologies and/or data sources. For example, data
indicative of arecognizable aspect of an 1item may be acquired
from data corresponding to the recognizable aspect of the
item, such as for example, time of day, time of user expres-
s10n, time period of user expression, user-entered time, time
bracket, date, location, presence of another person, presence
of other 1tems, temperature, elevation, bearing, and/or global
position coordinates. By way of further example, data corre-
sponding to the recognizable aspect of an item may be
acquired at least 1n part from a radio frequency 1dentification
device (RFID). The RFID may be directly associated with the
aspect of 1item, associated with the i1tem, and/or indirectly
associated with the item.

In another embodiment, the context-detecting device 540
may include an 1mage capture device 546 having a lens 548.
The 1image capture device and/or the lens may be imple-
mented 1n a manner at least substantially similar to the image
capture device 246 and/or lens 248 of FIG. 3. In an embodi-
ment, the context-detecting device 540 may include a user-
activatable switch 542 allowing a user to select when the
information indicative of a recognizable aspect of an item will
be captured. For example, a user may aim the lens 548 at a
recognizable aspect of an 1tem and capture an 1mage by acti-
vating the switch 542. The switch may include a hardware
switch, a motion sensitive switch, and/or a voice activated
switch. In a further embodiment, the context-detecting device
may generate raw information indicative of a recognizable
aspect of an item. In another embodiment, the context-detect-
ing device may process the raw information indicative of a
recognizable aspect of an item.

In an embodiment, the context-detecting device 540 may
include operability to generate information indicative of a
machine recognizable aspect of an 1tem, such as the ski 560.
A machine recognizable aspect of the ski may include a ratio
of its length dimension 5635 to 1ts width (not shown). The
context-detecting device may include operability to generate
information indicative of an optically recognizable aspect of
an 1tem. The context-detecting device may include operabil-
ity to generate information indicative ol a recognizable
human readable content of an item, such as the trademark
content “Head Ski1” 564. The context-detecting device may
include operability to generate information indicative of a
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recognizable native text of an item, such as the text content *“1
Slalom™ 562. The context-detecting device may include oper-
ability to generate information indicative of a recognizable
shape aspect of an item, such as the ski shape 566. The
context-detecting device may include operability to generate
information indicative of a recognizable dimensional aspect
of an 1tem, such as the length dimension 565 of the ski 560.

In an alternative embodiment of the handheld system 510,
an 1mpact and/or pressure sensitive switch 521 may include a
non-marking element version of the writing element 520.
Tapping the non-marking element 520 against a surface of an
item, such as the surface 561, activates the switch 521. In an
embodiment, activation of the switch causes the annotating
device 530 to record a verbal user expression. In another
embodiment, activation of the switch causes the context-
detecting device 540 to acquire an 1image of a recognizable
aspect of the item, such as the trademark content “Head Ski1™
564.

In a further embodiment, the context-detecting device 540
may 1include a module operable to recognize data indicative of
the recognizable aspect of an 1tem. The module operable to
recognize data indicative of the recognizable aspect of an
item may include an artificial intelligence module operable to
recognize data indicative of the recognizable aspect of an
item. The module operable to recognize data indicative of the
recognizable aspect of an 1item may include a pattern recog-
nition module operable to recognize data indicative of the
recognizable aspect of an item.

In an embodiment, the system may include a communica-
tions device (not shown). The communications device may
include operability to communicate at least one of the infor-
mation indicative of a recognizable aspect of an 1tem and the
information indicative of a user expression associated with
the recognizable aspect of the 1item. In another embodiment,
the system may include a storage device (not shown). The
storage device may include operability to save at least one of
the information indicative of a recognizable aspect of an 1item
and the information indicative of a user expression associated
with the recognizable aspect of the item.

Asused in this document, an “1tem™ may include a thing, an
article, an object, an occurrence, a garment, a vehicle, a body,
a person, a worldly matter, and/or a state of an 1tem. An item
may include a representation. An item may be very small,
such as would require aided vision for human viewing, or an
item may be very large, such as a building, an aircraftt, vehicle,
and/or a vessel that a human could walk through. An 1tem may
be animate and/or inanimate.

A user expression may be associated by the user with an
item or an aspect of an item 1n any manner. In an embodiment,
the user expression may be physically associated with an
aspect of an 1tem by the user. For example, a user may asso-
ciate a user expression and an aspect of an 1item by writing the
user expression on the item and proximate to the aspect.
Writing proximate to the text content “1 Slalom™ 562 1s an
example of a user expression associated by the user with an
aspect of an 1tem. In another embodiment, the user expression
may be temporally associated with an 1tem or aspect of an
item. For example, a user may temporally associate a user
expression and an 1tem or aspect of an 1tem by speaking at a
time when the item or aspect of the 1tem 1s spatially proximate
to the user. In another embodiment, a user may associate a
user expression and an item or aspect of an item by a gesture.
For example, a user may gesturally associate a user expres-
s1on and an 1tem or aspect of an 1tem by tapping on or pointing
to the 1tem or aspect of the 1item while speaking.

In operation of an embodiment, a user may wish to asso-
ciate a user expression with a recognizable aspect of an item.
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For example, a user signing a printed credit card slip 1n a
restaurant may wish to associate information indicative of
their entries and the printed credit card slip. In addition, a user
may wish to associate information indicative of the meal and
the printed credit card slip. In this example, the handheld
system 310 generally having a shape of a common writing,
pen may be used. A written user expression associated with
the credit card slip may include a user written entry for a tip,
a user written entry for a total charge, and a user written
signature entry, made with the active writing element 3520
having an ik tip.

In an embodiment, the written entries are captured by the
annotating device 330. In another embodiment, 1mages of the
written entries are captured by the image capture device 546.
Further, before, during, and/or after the writing, the user may

verbally express a description the meal and the quality of the
meal 1 association with the printed credit card slip, and
perhaps a description of a wine consumed during the meal. A
user verbal expression 1s captured by the microphone 522.

Also, before, during, and/or after the writing, the 1image
capture device 546 captures an 1image indicative of at least one
recognizable aspect of the printed credit card slip. A recog-
nizable aspect of the credit card slip may include a name of
the restaurant, a date, atime, a charge for meals, a sever name,
and/or a charge for wine.

The annotating device 530 generates information indica-
tive of the user’s verbal expression(s) and/or the user’s hand-
written expression(s). The context-detecting device 540 gen-
erates information ndicative of a recognizable aspect of the
credit card slip. The information indicative of a recognizable
aspect of the credit card slip and/or the information indicative
of the user expression may be saved in the handheld system
for later commumnication to a computing device, such as a
computer device running an expense account program.

FIG. 13 illustrates an environment 600 that includes a
partial view of an exemplary annotation system and a partial
view of an exemplary item. The exemplary annotation system
1s 1illustrated as an exemplary human wearable annotation
system 610, which 1s further illustrated as an exemplary head
mountable system 612. The exemplary 1tem 1s 1llustrated as
an exemplary bound paper book 660. The exemplary book
illustrates several exemplary recognizable aspects, including
a cover 682, an author name 686, illustrated as J. R. R.
Tolkien, a cover title 684, 1llustrated as “The Silmarillion,”
and an electronically readable product code 688, illustrated as
a bar code. Further illustrated exemplary recognizable
aspects include a page having a page number 666, 1llustrated
as page number “59,” a page surface 661, and a binding 680
having a binding title 683, 1llustrated as “Silmarillion.” The
exemplary book also illustrates an exemplary recognizable
aspect that includes a recognizable text content 664 printed on
and native to the page surface 661 of the page number 39.

The exemplary head mountable system 612 includes a
frame 614, which includes an earpiece 616 and an eye cover
618. In an optional embodiment, the eye cover may be omit-
ted. The frame includes a configuration to be worn 1n a man-
ner similar to a pair of eyeglasses. In an embodiment, the eye
cover 618 includes a configuration that allows a substantially
unobstructed line of sight, illustrated as a eye gaze 692,
between an eye 690 and an aspect of an 1tem, 1llustrated as the
recognizable text 664. In an embodiment, the frame provides
a structure that incorporates an annotating device 630, an
annotation environment capture device 640, and a micro-
phone 622 and associated sound capture circuitry. In an
optional embodiment, the frame may also provide a structure
that incorporates a user-activatable switch 644. In another
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embodiment, the system 612 may include any configuration
allowing 1t to be worn on a head.

The annotation environment capture device 640 includes
operability to generate information indicative of a recogniz-
able aspect of an 1tem. In an embodiment, annotation envi-
ronment capture device includes a tracking module 642 oper-
able to track the eye gaze 692 directed proximate to a
recognizable aspect of the 1tem. In another embodiment, the
annotation environment capture device includes an i1mage
capture module 646 operable to acquire an 1mage of a recog-
nizable aspect of the item. In a further embodiment, the anno-
tation environment capture device includes an image capture
module 646 and a lens 648 operable to acquire an 1mage of a
recognizable aspect of the 1tem 1n response to a signal indica-
tive of a received user command. The user command may
include a verbal command, a gestural command, and/or acti-
vation of a switch, such as the switch 644. The capture module
646 and the lens 648 direct a lens track 652 on a recognizable
aspect of an 1tem.

The annotation environment capture device 640 operable
to generate information imndicative of a recogmzable aspect of
an 1tem may include a module operable to recognize data
indicative of the recognizable aspect of an 1item. The module
operable to recognize data indicative of the recognizable
aspect of an 1item may include an artificial intelligence mod-
ule operable to recognize data indicative of the recognizable
aspect of an 1tem. The module operable to recognize data
indicative of the recognizable aspect of an 1tem may 1nclude
a pattern recognition module operable to recognize data
indicative of the recognizable aspect of an 1tem.

The annotation environment capture device operable to
generate information indicative of a recognizable aspect of an
item may include a tracking module operable to track an eye
gaze directed proximate to the recognizable aspect of the
item. The annotation environment capture device operable to
generate information indicative of a recognizable aspect of an
item may include a recerver circuit operable to receive a
signal containing data indicative of a recognizable aspect of
the 1item. The annotation environment capture device oper-
able to generate imformation indicative of a recognizable
aspect of an item may include an 1mage capture module
operable to acquire an 1mage of a recognizable aspect of the
item. The annotation environment capture device operable to
generate information indicative of a recognizable aspect of an
item may include an image capture module operable to
acquire an 1mage of a recognizable aspect of the item 1n
response to a signal indicative of a recerved user command.

The annotation environment capture device 640 may
include operability to generate information indicative of a
machine recognizable aspect of an 1tem. In an embodiment, a
machine recognizable aspect of an item may include the
author name 686, the cover title 684, the page number 666, the
binding title 683, the electronically readable product cod
688, and/or the text content 664. The annotation environment
capture device may 1nclude operability to generate informa-
tion 1indicative of an optically recognizable aspect of an 1tem.
In an embodiment, an optically recognizable aspect of an item
may 1include the author name, the cover title, the page number,
the binding title, and/or the text content. The annotation envi-
ronment capture device may include operability to generate
information indicative of a human recognizable aspect of an
item. In an embodiment, a human recognizable aspect of an
item may include the author name, the cover title, the page
number, the binding title, and/or the text content. The anno-
tation environment capture device may include operability to
generate mformation mdicative of a recognizable native text
of an 1tem. In an embodiment, a recognizable native text of an
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item may include the author name, the cover title, the page
number, the binding title, and/or the text content. The anno-
tation environment capture device may iclude operability to
generate information indicative of a recognizable visual
aspect ol an item. In an embodiment, a recognizable aspect of
an item may include an optically recognizable author name,
cover title, page number, binding title, and/or text content.
The annotation environment capture device may include
operability to generate information indicative of a recogniz-
able 1mage aspect of an item. In an embodiment, a recogniz-
able 1mage aspect may include a picture, a figure, a drawing,
and/or a graphic element (not shown) of the item. The anno-
tation environment capture device may include operability to
generate information indicative of arecognizable aspect of an
item. In an embodiment, a recognizable aspect may include
any recognizable aspect of the book. The annotation environ-
ment capture device may include operability to generate
information indicative of arecognizable human readable con-
tent. In an embodiment, a recognizable human readable con-
tent may 1nclude the author name, the cover title, the page
number, the binding title, and/or the text content. The context-
detecting device operable to generate information indicative
ol a recognizable aspect of an item may include a context-
detecting device operable to generate information indicative
ol a recognizable audio aspect of an 1tem. For example, the
context-detecting device may include an operability to gen-
erate information indicative of a recognizable excerpt of a
music piece, such as a song, or an excerpt of a speech.

The annotation environment capture device operable to
generate information indicative of arecognizable aspect of an
item may include an annotation environment capture device
operable to generate information indicative of a recognizable
aspect ol an 1tem 1n response to an iput recerved from the
user. For example, an input received from a user may include
an interaction with a user to select an 1tem to which the user
expression 1s associated from among at least two candidate
items 1n an image. By way of further example, an 1put
received from a user may 1include an interaction with a user to
select an aspect of an item to which the user expression 1s
associated from among at least two candidate aspects of an
item. The annotation environment capture device operable to
generate information indicative of arecognizable aspect of an
item may include an annotation environment capture device
operable to generate information indicative of a recognizable
aspect of an 1tem 1n response to an mmput responsive to a
gesture by the user. For example, an input responsive to a user
gesture may include a user pointing to an 1tem to which the
user expression 1s associated from among at least two candi-
date items 1n an environment.

The annotation environment capture device 640 operable
to generate information indicative of a recognizable aspect of
an item may include an annotation environment capture
device operable to generate information indicative of a rec-
ognizable shape aspect of an item. The annotation environ-
ment capture device operable to generate information indica-
tive of a recognizable aspect of an item may include an
annotation environment capture device operable to generate
information ndicative of a recognizable dimensional aspect
of an 1tem.

In a further embodiment, the annotation environment cap-
ture device 640 may include a module operable to recognize
data indicative of the recognizable aspect of an 1tem. The
module operable to recognize data indicative of the recogniz-
able aspect of an item may include an artificial intelligence
module operable to recognize data indicative of the recogniz-
able aspect of an 1item. The module operable to recognize data
indicative of the recognizable aspect of an item may include
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a pattern recognition module operable to recognize data
indicative of the recognizable aspect of an item.

The annotation environment capture device 640 may be
implemented 1n any manner, including software, hardware,
firmware, and/or any combination thereof. The annotation
environment capture device may be implemented 1n a manner
at least substantially similar to the context-detector module
240 of FIG. 3.

Continuing with FIG. 13, the annotating device 630
includes operability to generate information indicative of a
user expression associated with the recognizable aspect of the
item. In an embodiment, the annotating device may 1nclude
operability to generate information indicative of a user verbal
expression associated with the recognizable aspect of the
item. In an embodiment, a user verbal expression may include
a verbal sound, a word, at least two words, and/or a sentence.
In another embodiment, a user verbal expression may include
any vocal expression a user wishes to associate with the
recognizable aspect of the 1tem. In an embodiment, the anno-
tating device includes operability to generate information
indicative of a preformed user expression associated with the
recognizable aspect of the item. In a further embodiment, a
preformed user verbal expression may include at least one
word representative of at least two words. For example, a
verbalized word “high” may represent a verbal expression of
“this aspect 1s of high interest to me.”

The annotating device 630 may be implemented in any
manner, including soitware, hardware, firmware, and/or any
combination thereol. The annotating device may be imple-
mented 1n a manner at least substantially similar to the con-
text-detector module 230 of FIG. 3.

In operation of an embodiment, a user may don the exem-
plary head mountable system 612 1n a manner similar to
eyeglasses. The person may direct their eye gaze 692 through
the eye cover 618 and at one or more recognizable aspects of
an 1tem, such as for example, the text content 664. Alterna-
tively, the user’s gaze 692 may be directed toward any other
recognizable aspect of the book described above, for
example, the title 684. The tracking module 642 tracks the
gaze 692 ol the user’s eye 690 and aligns the lens track 652 of
the lens 648 of the 1image capture module 646 with the rec-
ognizable text content. An image of the text content 664 may
be captured. The capture may be automatic, such as in
response to a predetermined time that the gaze 692 1s directed
toward the recognizable text context, and/or such as in
response to the user making a verbal expression associated
with the recogmizable text context. Alternatively, the capture
may be in response the user activating the switch 644 through
a touch or verbal command. The context-detector 640 gener-
ates information indicative of the recognizable text context
responsive to the captured image.

Continuing with the exemplary operation, the user may
utter a verbal expression for connection or association with
the recognizable aspect of the book 660, which in this
example includes the recognizable text aspect 664. The verbal
expression may be any verbal expression. For example, a
verbal expression may include “This 1s really interesting
stull,” or ““This statement contradicts a statement at page 12.”
The verbal expression 1s captured by the microphone 622.
The annotating device generates information indicative of the
user expression in response to the captured verbal expression.

In an alternative embodiment, the exemplary human wear-
able system 610 may comprise two separate human wearable
clements. For example, the annotation environment capture
device 640 may be carried 1n a first element wearable on a
person’s head and the annotation device 630 carried 1n a
second element wearable around the person’s neck. In a fur-
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ther embodiment, the annotating device may include an anno-
tating device having a configuration selected from a group
consisting of a handheld device, a wearable device, and ahead
mountable device. The annotation environment capture
device includes an annotation environment capture device
having a configuration other than the selected configuration
of the annotating device. In another embodiment, the anno-
tation environment capture device may include an annotation
environment capture device having a configuration selected
from a group consisting ol a handheld device, a wearable
device, and a head mountable device. The annotating device
includes an annotating device having a configuration other
than the selected configuration of the annotation environment
capture device.

FIG. 14 illustrates a partial view an alternative embodiment
of the environment 600 of FIG. 13. The exemplary head
mountable system 612 may include at least one additional
device. An additional device may include a communications
device 654 coupled with an antenna (not shown), and a stor-
age device 656. The communications device includes oper-
ability to communicate at least one of the information 1ndica-
tive of a recognizable aspect of an 1tem and the imformation
indicative of a user expression associated with the recogniz-
able aspect of the item. The storage device includes operabil-
ity to save at least one of the information indicative of a
recognizable aspect of an item and the information indicative
ol a user expression associated with the recognizable aspect
of the item.

FIG. 15 1llustrates a partial view of an alternative embodi-
ment of the environment 600 of FIG. 13 that includes an
exemplary head mountable system 613 and an exemplary
item 1llustrated as an exemplary bound book 661. The alter-
native embodiment of the environment 600 includes an exem-
plary distributed annotation system. The system 613 includes
the context-detection module 640, a communications device
654 coupled with an antenna 6355. The system 613 1s operable
to generate information indicative of arecognizable aspect of
the 1item, 1llustrated as the book 661.

The book 661 includes microphone 689 and associated
sound capture circuitry, an annotating device 632, and an
antenna 672 coupled with a communications device (not
shown). The annotating device 632 includes operability to
generate iformation mdicative of a user expression associ-
ated with a recognizable aspect of the 1tem, 1llustrated as the
book 661. The annotating device 632 1s at least substantially
similar to the annotating device 630 of FIG. 13. The micro-
phone 689 and associated sound capture circuitry 1s at least
substantially similar to the microphone 622 and associated
sound capture circuitry of FIG. 13. At least one of the com-
munications devices may be configured as a recerver circuit,
a transmission circuit, and/or a transceiver circuit.

In operation of an embodiment, a user may don and use the
exemplary head mountable system 613 to generate informa-
tion indicative of a recognizable aspect of an 1tem 1n a manner
at least substantially similar to the system 612 of FIG. 13.
Also, as described in conjunction with FIG. 13, the user utters
a verbal expression for connection or association with the
recognizable aspect of the book 660, which in this example
includes the recognizable text aspect 664. In the embodiment
illustrated in FIG. 15, the verbal expression 1s captured by the
microphone 689. The annotating device 632 generates 1nfor-
mation indicative of the user expression 1n response to the
captured verbal expression. In one embodiment, one of the
book 661 and the head mountable system 613 may transmit
the respective mformation generated by their device to the




US 8,229,252 B2

27

other. In another embodiment, the book and the system may
transmit the respective information generated by their devices
to a third device.

FIG. 16 1llustrates an environment 700 that includes a
partial view of an exemplary annotation system and a partial
view ol an exemplary item. The exemplary annotation system
1s 1llustrated as an exemplary human wearable system 610,
which 1s further illustrated as an exemplary head mountable
system 612. The exemplary item 1s 1llustrated as an exem-
plary bound paper book 660.

The system 612 includes a tracking module 743 carried in
the frame 614 and operable to track a user finger 710 and/or a
user fingertip 712 proximate to a recognizable aspect of the
item, such as the recognizable text content 664 printed on
and/or native to the page surface 661. In an embodiment, the
tracking module may include operability to track a gesture
formed by the user finger and/or the user fingertip.

In an alternative embodiment, the tracking module 743
includes operability to track a stylus. For example, a tracked
stylus may include a hand holdable stylus (not shown) proxi-
mate to a recognizable aspect of the item.

In operation, a user may place their fingertip 712 and/or
their finger 710 on the surface 661 of the page and proximate
to the recognizable text content 664. The tracking module 743
tracks the finger and/or fingertip, and upon occurrence of a
predetermined condition acquires data indicative of the rec-
ognizable text content 664. The predetermined condition may
include a gesture with the finger and/or fingertip proximate to
the recognizable text content. For example, 1n an embodi-
ment, the predetermined condition may include tapping the
fingertip three times on the page surface 661 proximate to the
recognizable text content. In another embodiment, the prede-
termined condition may 1nclude the user activating the switch
644. In a further embodiment, the predetermined condition
may include the user speaking a voice command recerved at
the microphone 622. In an embodiment, the predetermined
condition may include the fingertip remaining stationary and
proximate to the recognizable text content for a predeter-
mined time. The context-detector generates information
indicative of a recognizable aspect of the text content i1n
response to the acquired data. Alternatively, the fingertip may
be placed proximate to another recognizable aspect of the
book 660. For example, another recognizable aspect of the
book may include the cover title 684.

The user may create an expression associated with the
recognizable aspect of the book 660. In an embodiment, the
user may create a verbal expression for association with the
recognizable aspect of the item. The verbal expression may be
received by the microphone 622. In another embodiment, the
user may create the expression by a user gesture associated
with the recognizable aspect of the item. The user gesture may
be formed at least a part by a user limb associated with the
recognizable aspect of the item. The user gesture may be
captured by the 1image capture module 646.

In another embodiment, the annotation environment cap-
ture device may remain incorporated in the system 612, and a
microphone and an annotating device may be incorporated
into a structure of the book 660. For example, the microphone
and annotating device may be incorporated as illustrated 1n
conjunction with the book 661 of FIG. 15.

FIG. 17 illustrates an environment 800 that includes a
partial view of an exemplary annotation system and a partial
view ol an exemplary item. The exemplary annotation system
1s 1llustrated as an exemplary human wearable system 610,
which 1s further 1llustrated as the exemplary head mountable
system 612. The exemplary item 1s 1llustrated as an exem-
plary bound paper book 760. The exemplary book illustrates
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several exemplary recognizable aspects, including a cover
782, an author name 786, 1llustrated as Homer, a cover title
784, 1llustrated as THE ILiaD, and an electronically readable
product code 788, 1llustrated as a bar code. Further 1llustrated
exemplary recognizable aspects include a page having a page
number 766, illustrated as page number “69,” a page surface
761, and a binding 780 having a binding title 783, 1llustrated
as THE ILiap. The exemplary book also illustrates an exem-
plary recognizable aspect that includes a recognizable text
content 664 printed on and native to the page surface 761 of
the page number 69.

FIG. 17 also includes a handwriting instrument, illustrated
as a pen 720 having a writing tip 721. The pen 1s 1llustrated as
having formed the handwritten characters “Where 1s Troy?”
750 1n response to a user action.

The exemplary head mountable system 612 includes the
frame 614 as described 1 conjunction with FIG. 13. The
frame 1ncludes a handwriting-tracking module 744 operable
to acquire data indicative of the handwritten annotation 750.
In an embodiment, the handwrting-tracking module 744
includes operability to acquire data indicative of the hand-
written annotation 1n response to detected movements by the
pen-writing tip 721. In another embodiment, the handwriting-
tracking module includes operability acquire data indicative
of the handwritten annotation 1n response to 1images of the
pen-writing tip and/or the handwritten characters. The images
may be captured by the capture module 646.

In operation of an embodiment, a user may don and use the
exemplary head mountable system 612, and allow the system
to generate information indicative of arecognizable aspect of
an item 1n a manner at least substantially similar to the system
612 of FIG. 13. In addition, the user may grasp the pen 720 1n
their hand and hand generate a user expression, such as the
annotation 750, using the pen tip 721 and proximate to a
recognizable aspect, such as the recognizable text content
664. Data indicative of the hand-generated annotation 1s
acquired by the handwriting-tracking module 744, and the
annotating device 640 generates information indicative of the
user expression associated with the recognizable text content
664.

In an alternative embodiment not illustrated, the handwrit-
ing instrument may include an annotating device operable to
generate information indicative of a user expression associ-
ated with the recognizable aspect of the item. The annotating
device may be at least substantially similar to the annotating
device 530 described in conjunction with FIG. 12.

FIG. 18 illustrates an environment 850 that includes a
partial view of an exemplary annotation system and a partial
view ol an exemplary item. The exemplary annotation system
1s 1llustrated as an exemplary human wearable system 610,
which 1s further illustrated as an exemplary head mountable
system 612 of FIG. 13 and others. The exemplary item 1s
illustrated as an exemplary document with a page 866 thereof
displayed through a surface 192 of the monitor 191 of the
computing system environment 100 of FIG. 2. The displayed
page includes a recognizable text content 868. The head
mountable system 612 includes a stylus-tracking module 745
operable to acquire data indicative of a preformed annotation.

The environment 850 also includes a stylus corresponding
to a preformed user expression. In an embodiment illustrated
in FI1G. 18, the stylus 1s 1llustrated as a stylus set 860 of three
individual styluses that include a green stylus 861, a blue
stylus 862, and a yellow stylus 863. In an embodiment, the set
of styluses are 1illustrative of “hi-liter” type highlighting
markers used by students and others to annotate course mate-
rials. A stylus may have any preformed expression. For
example, in an embodiment, the yellow stylus may corre-
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spond to a preformed user expression of “highly interesting
material.” the red stylus may correspond to a preformed user
expression of “dumb material.” In an embodiment, a stylus
may transmit a signal indicative of a preselected or preformed
annotation. In another embodiment, a stylus may include an
optically recognizable feature indicative of a preselected or
preformed annotation. An optically recognizable feature may
include a color, a bar code, and/or a shape.

In operation of an embodiment, a user may don and use the
exemplary head mountable system 612, and allow the system
to generate information imndicative of a recogmzable aspect of
an 1item 1n a manner at least substantially similar to the system
612 of FIG. 13. In addition, the user may grasp a stylus in their
hand, such as the yellow stylus 863, and use the stylus to
associate a preformed user expression with the recognizable
text content 868 of the document. The user expression may be
associated 1 any manner that may be captured by the stylus-
tracking module 745. For example, 1n an embodiment, the
stylus-tracking module may be operable to capture a tapping

of a tip of the yellow stylus 863 proximate to the recognizable
text content as a preformed user expression of “highly inter-
esting material.” In another embodiment, the stylus-tracking
module may be operable to capture a closed figure drawn
around the recognizable text content with the tip of a stylus as
a preformed user expression, the nature of which is estab-
lished by the particular stylus selected from the stylus set 860.
The annotating device 630 generates information indicative
ol the user expression associated with the recognizable text
context in response to the captured preformed user expres-
S1011.

FIG. 19 illustrates an exemplary operational flow 900.
After a start operation, the operational flow moves to a con-
text operation 910. At the context operation, a first informa-
tionindicative ol arecognizable aspect of an item 1s generated
in a portable apparatus. At a context operation 920, a second
information indicative of a user expression associated with
the recogmizable aspect of an 1tem 1s generated 1n the portable
apparatus. The operational flow then moves to an end opera-
tion.

FI1G. 20 1llustrates an alternative embodiment of the exem-
plary operational tlow 900 of FIG. 19. The context operation
910 may include at least one additional operation, such as an
operation 912. At the operation 912, a first information
indicative of a recognizable aspect of an 1tem 1s generated 1n
a portable head mountable apparatus. The content operation
920 may 1nclude at least one additional operation, such as an
operation 922. At the operation 922, a second nformation
indicative of a user expression associated with the recogniz-
able aspect of an 1tem 1s generated 1n the portable head mount-
able apparatus.

FI1G. 21 1llustrates another alternative embodiment of the
exemplary operational flow 900 of FIG. 19. The operational
flow 900 may 1nclude at least one additional operation 930.
The additional operation 930 may include a storage operation
932 and/or a communication operation 934. The storage
operation 932 may include saving at least one of the first
information indicative of a recogmizable aspect of an item and
the second information indicative of a user expression asso-
ciated with the recognizable aspect of an item. The commu-
nication operation 934 may include transmitting least one of
the first information indicative of a recognizable aspect of an
item and the second information indicative of a user expres-
s1on associated with the recognizable aspect of an 1tem.

FI1G. 22 1llustrates a partial view of an exemplary wearable
apparatus 950. The apparatus includes a context module 9535
operable to generate a first information indicative of a recog-
nizable aspect of an item. The apparatus also includes an
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annotation module 960 operable to generate a second infor-
mation indicative of a user expression associated with the
recognizable aspect of an item. In an embodiment, the appa-
ratus may include at least one additional module. The addi-
tional module may include a communications module 9635
operable to transmit at least one of the first information
indicative of a recognizable aspect of an item and the second
information indicative of a user expression associated with
the recognizable aspect of an item. The additional module
may include a storage module 970 operable to save at least
one of the first information indicative of a recognizable aspect
of an 1tem and the second information indicative of a user
expression associated with the recognizable aspect of an 1item.

FIG. 23 illustrates an exemplary operational tflow 1000.
After a start operation, the operational flow moves to a moni-
toring operation 1005. At the monitoring operation, a gaze of
a user’s eye 1s tracked. At a capture operation 1010, an image
1s acquired of a recognizable aspect of an 1tem corresponding
to the gaze of a user’s eye. At a context processing operation
1015, a first information 1s generated indicative of the recog-
nizable aspect of an item corresponding to the gaze of a user’s
eye. At an annotation processing operation 1020, a second
information 1s generated indicative of a user expression asso-
ciated with the recognizable aspect of an 1tem corresponding
to the gaze of a user’s eye. The operational flow then proceeds
to an end operation.

In an embodiment, the operational flow 1000 may include
at least one additional operation, such as an operation 1030.
At the operation 1030, a signal 1s received indicative of the
user expression associated with the recognizable aspect of an
item.

FI1G. 24 1llustrates an alternative embodiment of the opera-
tional flow 1000 of FIG. 23. In an embodiment, the opera-
tional tlow 1000 may include an operational flow 1032 per-
formed 1m a head mountable apparatus. In a further
embodiment, the capture operation 1010 may include at least
one additional operation, such as an operation 1012. At the
operation 1012, an 1image 1s acquired of a recognizable aspect
of an 1tem corresponding to the gaze of a user’s eye 1n
response to a recerved user input. The received user command
may include any suitable command, for example a sound,
such as a finger snap, a voice command, such as “acquire
this,” and/or activation of a button.

FIG. 25 illustrates another alternative embodiment of the
operational flow 1000 of FIG. 23. The annotation processing
operation 1020 may include at least one additional operation.
An additional operation may include an operation 1022, an
operation 1024, and an operation 1026. Atthe operation 1022,
a second mformation 1s generated indicative of a user verbal
expression associated with the recognizable aspect of an item.
At the operation 1024, a second information 1s generated
indicative of a user hand formed expression associated with
the recognizable aspect of an 1tem. At the operation 1026 a
second information 1s generated indicative of a user gesture
associated with the recognizable aspect of an item.

FIG. 26 1llustrates a partial view of an exemplary wearable
apparatus 1050. The apparatus includes a monitoring module
1055 operable to track a gaze of a user’s eye, and a capture
module 1060 operable to acquire an 1mage of a recognizable
aspect of an item corresponding to the gaze of a user’s eye.
The apparatus also includes a context module 1063 operable
to generate a first information indicative of the recognizable
aspect of an item corresponding to the gaze of a user’s eye.
The apparatus includes an annotation module 1070 operable
to generate a second mformation indicative of a user expres-
s10n associated with the recognizable aspect of an 1tem. In an
alternative embodiment, the apparatus may include a recerver
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module 10735 operable to recerve a signal indicative of the
user expression associated with the recognizable aspect of an
item. The signal indicative ol the user expression may 1include
a video signal indicative of a handwritten user expression, a
signal indicative of a spoken user expression, and/or a signal
indicative of a user gesture (none shown).

FI1G. 27 illustrates an exemplary operational tlow 1100.
After a start operation, the operational flow moves to a first
acquisition operation 1110. The first acquisition operation
receives an annotation environment signal that includes a
context information indicative of a recognizable aspect of an
item. In an embodiment, a context may include a setting, a
circumstance, an event, and/or an environment within which
an annotation 1s formed, exists, and/or takes place. A second
acquisition operation 1160 recerves an expression signal that
includes an annotation information indicative of a user
expression associated with the recognizable aspect of the
item. A linking operation 1210 electronically associates the
context information indicative of a recognizable aspect of an
item and the annotation information indicative of a user
expression associated with the recognizable aspect of the
item. The operational flow then moves to an end operation.

In an embodiment, the operational flow 1100 may include
a storage operation 1260. At the storage operation, the elec-
tronically associated context information indicative of a rec-
ognizable aspect of an item and annotation information
indicative of a user expression associated with the recogniz-
able aspect of the item are saved. The electronically associ-
ated information may be stored in a computer-readable
media, such as, for example, a computer storage media.

Operation of an embodiment of the operational tflow 1100
1s 1llustrated here 1n conjunction with the above described
exemplary annotation systems. For example, the exemplary
human wearable annotation system 610 described 1n conjunc-
tion with FIG. 13 includes an annotation device 630 operable
to generate information mdicative of a user expression asso-
ciated with the recognizable aspect of the 1tem. In an embodi-
ment, the exemplary human wearable annotation system may
provide the information indicative of a user expression asso-
ciated with the recognizable aspect of the 1item as an expres-
s10n signal that includes an annotation information indicative
ol a user expression associated with the recognizable aspect
of the item. The exemplary human wearable annotation sys-
tem also includes an annotation environment capture device
640 operable to generate information imdicative of a recog-
nizable aspect of an item. The exemplary human wearable
annotation system may also provide information indicative of
arecognizable aspect of an 1tem as an annotation environment
signal that includes a context imnformation indicative of a
recognizable aspect of an item.

In operation, the first acquisition operation 1110 may
receive an annotation environment signal generated by the
annotation capture device 640 that includes a context infor-
mation indicative of a recogmizable aspect of an item. The
annotation environment signal may be raw, or may be pro-
cessed. The annotation environment signal may be recerved
in substantially real time, or 1t may be received in non-real
time. The second acquisition operation may receive an
expression signal generated by the annotation device 630 that
includes an annotation information indicative of a user
expression associated with the recognizable aspect of the
item. The expression signal may be raw, or may be processed.
The expression signal may be recerved 1n substantially real
time, or 1t may be recerved in non-real time. The linking
operation 1210 electronically associates the context informa-
tion indicative of a recognizable aspect of an 1tem and the
annotation information mdicative of a user expression asso-
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ciated with the recognizable aspect of the item. In an embodi-
ment, the electronic association may include a simple linking
of signals 1n response to a common element of a time track
present 1n both signals. In another embodiment where both
signals include a processing before they are acquired by the
operational flow 1100, the electronic association may include
a linking of the signals based at least 1n part on information
present 1n at least one of the signals.

Another example of an operation of an embodiment of the
operational flow 1300 may be illustrated in conjunction with
the exemplary system 800 described 1n conjunction with FIG.
17. In addition to the exemplary human wearable annotation
system 610, the system 800 includes a handwriting instru-
ment, illustrated as the pen 720. In an embodiment, the pen
720 1ncludes an annotating device (not shown) similar to the
annotating device 530 of FIG. 12 and operable to generate
information mdicative of a user expression associated with a
recognizable aspect of an 1tem. In the embodiment, the anno-
tating device of the pen 720 may provide the mnformation
indicative of a user expression associated with the recogniz-
able aspect of the 1tem as an expression signal that includes an
annotation imformation indicative ol a user expression asso-
ciated with the recognizable aspect of the item.

In operation, as above, the first acquisition operation 1110
may receive an annotation environment signal generated by
the annotation capture device 640 that includes a context
information indicative of a recognizable aspect of an item.
The annotation environment signal may be raw, or may be
processed. The annotation environment signal may be
received 1n substantially real time, or 1t may be received in
non-real time. The second acquisition operation may receive
an expression signal generated by the annotation device 9 (not
shown) of the pen 720 that includes an annotation information
indicative of a user expression associated with the recogniz-
able aspect of the 1tem. The expression signal may be raw, or
may be processed. The expression signal may be received in
substantially real time, or 1t may be recerved 1n non-real time.
As described above, the linking operation 1210 electronically
associates the context information indicative of a recogniz-
able aspect of an item and the annotation information indica-
tive of a user expression associated with the recognizable
aspect of the item.

FIG. 28 illustrates an embodiment of the exemplary opera-
tional flow 1100 of F1G. 27. The operational flow may include
at least one additional operation. An additional operation may
include a context identification operation 1120, and/or an
annotation identification operation 1170. At the context 1den-
tification operation, the recognizable aspect of an item 1s
recognized 1n response to the context information indicative
ol a recognizable aspect of an 1tem. At the annotation 1dent-
fication operation, the user expression associated with the
recognizable aspect of the 1tem 1s recognized in response to
the annotation information indicative of a user expression
associated with the recognizable aspect of the item.

In an embodiment, a degree resolution and/or recognizing,
provided by the operation 1120 and/or the operation 1170
may occur at any point along a continuum of recognition that
spans from a minimal recognition to a complete recognition.
For example, 1n an embodiment, only a minimal recognition
of the recognizable aspect of an 1tem and/or recognition of the
user expression may be required to associate a context infor-
mation and an annotation information at the linking operation
1210. This may occur 1n a {irst pass, or pre-recognition form,
of the operational flow 1100 that performs an 1nitial linking of
a context mnformation and an annotation mformation. In an
embodiment where the context information includes a pho-
tograph of an environment, a degree of recognizing the rec-
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ognizable aspect of an item may include recognizing that a
book 1s present in the environment. Another degree of recog-
nizing the recognizable aspect of an 1tem may 1nclude recog-
nizing one book 1n an environment that includes two books. In
another embodiment, 1f the context information indicative of
a recognizable aspect of an item 1ncludes information 1ndica-
tive ol a “blue book™ on a shelfthat contains at least two books
respectively of diflerent colors, a minimal degree of recog-
nizing may include recognizing the “blue” aspect of the
“book” 1tem.

In a further example, the user expression may include a
verbal expression, a gesture, and/or a preformed expression.
In an embodiment, a minimal degree of recognition of a user
expression may include recognizing that a user verbal expres-
sion occurred, that a user handwritten expression occurred,
and/or that a user preformed expression occurred. In another
embodiment, a degree of recognizing the user expression
associated with the recognizable aspect of the item may
include recogmzing that a handwritten character 1s associated
with the recognizable aspect of the item. In a Turther embodi-
ment, a degree of recognizing the user expression associated
with the recognizable aspect of the 1tem may include recog-
nizing that a spoken word 1s associated with the recognizable
aspect of the item. In another embodiment, a high degree of
recognition of the recognizable aspect of an 1tem and/or rec-
ognition of the user expression may be required. For example,
a high degree of recognition may be required to associate a
context information and an annotation information at the
linking operation 1210. In another example, a high degree of
recognition, or a detailed recognition may be required to
produce an output useable by a human and/or machine user. A
machine user may include a security system. The security
system may recetve a verbal user expression by a security
guard associated with a suspicious person 1 a crowd. For
example, a security guard may point to a monitor displaying
a crowd that includes a suspicious person wearing a black
beret, and verbally express or annotate the display by saying,
“find out who that person 1s.”

Continuing with the previous example, a high degree of
recognizing an aspect ol an item may include recognizing to
a point of recognizing a title of a book 1n the environment,
such as 1dentitying ““THE ILIaD” as the title of the “blue book,”
or “Homer” as the author of the “blue book.” A high degree of
recognizing a user expression may include recognizing a
spoken word of the verbal expression, recognizing a word or
character of a handwritten expression, and/or recognizing the
particular preformed expression from the possible instances
of preformed expressions.

Continuing with the previous example, 1n another embodi-
ment, a degree of recognizing the user expression associated
with the recognizable aspect of the 1tem may include recog-
nizing the handwritten character associated with the recog-
nizable aspect of the item. For example, the handwritten
character may be recognized as a particular ASCII character,
and/or a particular Asian language character. In a further
embodiment, a degree of recognizing the user expression
associated with the recognizable aspect of the item may
include recognizing a particular spoken word associated with
the recognizable aspect of the 1tem.

In a further embodiment, the 1item may include a document,
a paper, a book, a book 1n a paper form, and/or a book 1n an
clectronic form (collectively referred to as a “book.”). In this
embodiment, the recognizing the recognizable aspect of an
item may include recognizing a version of a book as well as a
recognizable text aspect of the book. At the operation 1210,
the electronically associated context information and anno-
tation information may include information about the book in
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which the annotation was written and the location on a par-
ticular page of the book. The physical book may be 1dentified
from the content information alone. The identification may be
for any purpose, such as for purchase, location 1n a library,
and/or gathering annotations made by a user over time. The
electronic association of context information and annotation
information may allow a user to see a specified annotation
placed in context, such as on the relevant page of the appro-
priate book on a display screen. A user may request that the
page containing an annotation be printed (with or without the
annotation, which can appear in context on that page, either as
written, or as recognized text. A user may query the electroni-
cally associated context information and annotation informa-
tion for annotations and see either matching annotations or
pages/passages associated with the matching annotations
results (e.g. “find where I have said ‘what poetry’” produces
images ol several key pages of the Silmarillion.

In another embodiment, a user can select particular page of
a book, and query an electronically associated context infor-
mation and annotation information to determine whether they
ever made an annotation to the selected page or a selected
textual portion of the page. A system may then retrieve and
provide the annotation 1n association with the selected page or
selected textual portion of the page. In an embodiment, an
annotation may be used to find a book, and a book may be
used to find an annotation.

In an embodiment, the exemplary operational flow 1100 of
FIG. 28 allows a user to make handwritten annotations to an
item at any place and/or at any time 1n their life. The user may
or may not have the entire document. In a book embodiment,
the context may include a reference to a book being annotated
that exists 1n at least two forms. For example, many books,
such as the classic book THE ILiaD of FIG. 17, may have been
printed in various versions, editions, and languages. An
advantage may be provided if the electronic association of the
context information of a book and the annotation information
include an electronic association of a canonical representa-
tion of the book and the annotation information. A user may
query a plurality of instances of the electronically associated
context information and content information for annotation
information related to a canonical book.

A book being annotated may be an exemplar, such as a
portion of physical printed page of a book. A user may anno-
tate a photocopy of a subset of a book, such as a page, at least
two pages, a chapter, etc. A user may annotate their copy of a
book, or even a copy of a book checked out from the library.
All of the annotations may be electronically associated with
that book. A user could go back to some central location and
access all of the annotations they ever made to a book that they
encountered in their life, such as THE [LiaD. In some situations,
auser may have read or annotated several copies or editions of
the book during their life. All of the annotations they ever
made for the book and 1ts various editions would be available
at a central place. The annotations may be saved with respect
to a canonical or ultimate representation of the book. For
example, the annotator may request “Show me the annota-
tions I’ve made to THE IL1AD.”

FIG. 29 1llustrates an embodiment of the context 1dentifi-
cation operation 1120 of FIG. 28. The context 1dentification
operation may include at least one additional operation. An
additional operation may include an operation 1122, an
operation 1126, an operation 1128, and an operation 1146. At
the operation 1122, the recognizable aspect of an item 1s
recognized to a first degree of recognizing. In an embodiment,
the first degree of recognizing may be considered as a pre-
recognition. The operation 1122 may include at least one
additional operation, such as the operation 1124. At the
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operation 1124, the recognizable aspect of an item 1s recog-
nized to a second degree of recognizing, wherein the second
degree of recognizing includes a higher resolution than the
first degree of recognizing. In an embodiment, the second
degree of recognizing may be considered a detailed recogni-
tion.

Atthe operation 1126, the recognizable aspect of an 1tem 1s
recognized 1n response to a parameter present in the context
information indicative of a recognmizable aspect of an 1tem. In
an embodiment, the parameter may include a temporal
parameter, such as a time stamp, and or a time track. In
another embodiment, the parameter may include a coordinate
system, such as GPS coordinates. In a further embodiment,
the parameter may include a temperature, a date, an orienta-
tion of a device that captured the parameter with respect to the
item. The operation 1146 1dentifies the recognizable aspect of
an item.

FI1G. 30 1llustrates another embodiment of the context iden-
tification operation 1120 of FIG. 28. The context 1dentifica-
tion operation may include at least one additional operation.
An additional operation may include an operation 1130, an
operation 1140, an operation 1142, and/or an operation 1144.
At the operation 1130, a recogmition of the recognizable
aspect of the 1item 1s requested from a remote computing
device, and the recognition of the recognizable aspect of the
item 1s received from the remote computing device. At the
operation 1140, a recognition of the recognizable aspect of
the item 1s recerved from a remote computing device. Com-
munication with the remote computing device may include
communication using a local area network, a wide area net-
work, and/or a global public network, such as the Internet. At
the operation 1142, the recognizable aspect of an item 1s
recognized 1n response to the context information indicative
ol a recognizable aspect of an item and in response to the
annotation information idicative ol a user expression asso-
ciated with the recognizable aspect of the 1tem. The operation
1144 recognizes an attribute of an 1tem. In an embodiment,
the recognizing an attribute of an 1tem may include at least
one of recognizing an nstance of an 1tem, a class of an item,
a canonical version of the item, an ownership of an item, a
manufacturer of an 1tem, a property of an item, a parameter of
an 1tem, and/or a relationship between the item and another
item. For example, 1n an embodiment, an attribute of the ski
560 described 1n conjunction with FIG. 12 may include a
unique mstance of a pair skis annotated by a user 1n a ski shop.
In another embodiment, an attribute of the ski 560 may
include that 1t 1s a slalom class of ski imnstead of a giant slalom
class or a downhill class. In a further embodiment, an attribute
of the ski may include a name of 1ts manufacturer, 1llustrated
as Head Ski. In another example, 1n an embodiment, an
attribute of the book 760 THE ILiaD described 1n conjunction
with FIG. 16 may include an ownership class, such as a user
owed, a library owned, and/or unknown owner. In addition, an
attribute of the book THE ILiaAD may include a version class,
such as an abridged version, a canonical version, an English
language version, and/or a Greek language version.

FI1G. 31 1llustrates an embodiment of the annotation 1den-
tification 30 operation 1170 of FIG. 28. The annotation 1den-
tification operation may include at least one additional opera-
tion. An additional operation may include an operation 1172,
an operation 1176, and/or an operation 1178. At the operation
1172, the user expression associated with the recognizable
aspect of the 1tem 1s recognized to a first degree of recogniz-
ing. In an embodiment the first degree of recognizing may be
considered as a pre-recogmition. The operation 1172 may
include at least one additional operation, such as the operation
1174. At the operation 1174, the user expression associated
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with the recognizable aspect of the item 1s recognized to a
second degree of recognizing, wherein the second degree of
recognizing includes a higher resolution than the first degree
of recognizing. In an embodiment, the second degree of rec-
ognizing may be considered a detailed recognition. At the
operation 1176, a parameter present 1n the annotation infor-
mation indicative of a user expression associated with the
recognizable aspect of the item 1s recognized. At the opera-
tion 1178, a pattern present 1n the annotation information
indicative of a user expression associated with the recogniz-
able aspect of the 1tem 1s recognized. In an embodiment, the
recognition of the pattern may include a recognition using
artificial intelligence. In another embodiment, the recognition
of the pattern may include a recognition using a pattern rec-
ognition process.

FIG. 32 illustrates another embodiment of the annotation
identification operation 1170 of FIG. 28. The annotation
identification operation may include at least one additional
operation. An additional operation may include an operation
1180, and/or an operation 1184. At the operation 1180, the
user expression associated with the recognizable aspect of the
item 1s recognized 1n response to a parameter present in the
annotation imformation idicative of a user expression asso-
ciated with the recognizable aspect of the item. At the opera-
tion 1184, recognition of the user expression associated with
the recognizable aspect of the 1tem 1s requested from a remote
computing device, and the recognition of the user expression
associated with the recognizable aspect of the item 1s recerved
from the remote computing device.

FIG. 33 illustrates a further embodiment of the annotation
identification operation 1170 of FIG. 28. The annotation
identification operation may include at least one additional
operation. An additional operation may include an operation
1190, an operation 1192, and/or an operation 1194. At the
operation 1190, the recognition of the user expression asso-
ciated with the recognizable aspect of the 1tem is recerved
from a remote computing device. At the operation 1192, the
user expression associated with the recognizable aspect of the
item 15 recognized in response to the context information
indicative of a recognizable aspect of an item and 1n response
to the annotation information indicative of a user expression
associated with the recognizable aspect of the item. At the
operation 1194, the user expression 1s 1dentified.

FIG. 34 illustrates an embodiment of the linking operation
1210 of FIG. 27. The linking operation may include at least
one additional operation. An additional operation may
include an operation 1212, an operation 1214, and/or an
operation 1216. The operation 1212 logically associates the
context information indicative of a recognizable aspect of an
item and the annotation information indicative of a user
expression associated with the recognizable aspect of the
item. In an embodiment, the context information and the
annotation mformation are logically associated when, 1f one
1s known, a user can find the other. The operation 1214 tem-
porally associates the context information indicative of a
recognizable aspect of an 1item and the annotation information
indicative of a user expression associated with the recogniz-
able aspect of the 1item. The operation 1216 correlates the
context information indicative of a recognizable aspect of an
item and the annotation information indicative of a user
expression associated with the recognizable aspect of the
item, such that one of the information may be retrieved by
referring to the other information.

FIG. 35 illustrates another embodiment of the linking
operation1210 of FIG. 27. The linking operation may include
at least one additional operation. An additional operation may
include an operation 1218, and/or an operation 1220. The
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operation 1218 coheres the context information indicative of
a recognizable aspect of an 1tem and the annotation informa-
tion 1ndicative of a user expression associated with the rec-
ognizable aspect of the item. The operation 1220 electroni-
cally associates a recognized recognizable aspect and a
recognized user expression.

FIG. 36 1llustrates embodiments of the first acquisition
operation 1110 and embodiments of the second acquisition
operation 1160 of FIG. 27. The first acquisition operation
may include at least one additional embodiment. Additional
embodiments may 1nclude an operation 1232, an operation
1234, and/or an operation 1236. The operation 1232 receives
an annotation environment signal generated by a handheld
device. The operation 1234 recetves an annotation environ-
ment signal generated by a wearable device. The operation
1236 recerves an annotation environment signal generated by
a head mountable device. The second annotation operation
may include at least one additional embodiment. Additional
embodiments may include an operation 1238, an operation
1240, and/or an operation 1242. The operation 1238 receives
an expression signal generated by a handheld device. The
operation 1240 receives an expression signal generated by a
wearable device. The operation 1242 receives an expression
signal generated by a head mountable device.

FIG. 37 illustrates another embodiment of the exemplary
operational flow 1100 of FIG. 27. The operational flow may
include at least one additional operation, illustrated as an
operation 1250. The operation 1250 may include an operation
1252, an operation 1254, and/or an operation 1256. The
operation 1252 includes recerving an annotation environment
signal generated by a handheld device, and includes receiving
an expression signal generated by the handheld device. The
operation 1254 includes recerving an annotation environment
signal generated by a wearable device, and includes receiving
an expression signal generated by the wearable device. The
operation 1256 includes recerving an annotation environment
signal generated by a head mountable device, and includes

receiving an expression signal generated by the head mount-
able device.

FIG. 38 illustrates an embodiment of logical operations
1300 that associate a user expression and a context of the user
expression. After a start operation, the logical operations
1300 move to an 1dentification operation 1305. The 1dentifi-
cation operation 1305 recognizes an aspect of an 1tem 1n
response to an annotation environment signal that includes a
context information indicative of a recognizable aspect of an
item. The annotation operation 1310 recognizes a user
expression associated with the recognizable aspect of the
item 1n response to an expression signal that includes an
annotation information idicative ol a user expression asso-
ciated with the recognizable aspect of the item. A linking
operation 1315 electronically associates the recognized user
expression and the recognizable aspect of the item. The logi-
cal operations move to an end operation.

FI1G. 39 illustrates an environment 1400 1n which embodi-
ments may be implemented. The environment includes a con-
text receptor module 1430, an annotation receptor module
1450, an associator module 1470, and an optional storage
module 1480. The context receptor module and the associator
module are coupled by a connector 1472. “Coupled” means
either a direct electrical connection between the things that
are coupled, or an indirect electrical connection through one
or more passive or active mtermediary devices. The annota-
tion receptor module and the associator module are coupled
by a connection 1474. The associator module and the storage
module are coupled by a connector 1482.
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The context receptor module 1430 includes operability to
receive an annotation environment signal 1404 that includes a
context information indicative of a recognizable aspect of an
item. The annotation environment signal may be generated by
any source. For example, sources of the annotation environ-
ment signal may include the exemplary handheld writing
device 210 described in conjunction with FIG. 3, the exem-
plary apparatus 212 described 1in conjunction with FIG. 5, the
exemplary handheld system 510 described in conjunction
with FIG. 12, and/or the exemplary human wearable system
610 described in conjunction with FIG. 13. In an embodi-
ment, the context receptor module includes wired connector
1432 that recerves the annotation environment signal. In
another embodiment, the context receptor module includes a
wireless recerver or transcerver 1434 that receives the anno-
tation environment signal. In an embodiment, the context
receptor module recerves the annotation environment signal
1432 and provides it substantially unchanged, illustrated as a
signal 1406, to the associator 1470 over connection 1472, In
another embodiment, the context receptor module may pro-
vide a processing of the annotation environment signal and
provides it as a signal, illustrated as the signal 1406, to the
associator. The processing of the annotation environment sig-
nal may include any level of processing. The processing may
include a pre-recognition step and/or stage. In an embodi-
ment, the processing may include assigning a time track to the
annotation environment signal. In another embodiment, the
processing may include slicing the annotation environment
signal mto segments, such as five-second time segments.
Other embodiments may include marking segments of the
annotation environment signal based on a location parameter,
such as a location based upon GPS coordinates, temperature,
an orientation parameter of a device that generated the anno-
tation environment signal, such as a compass direction, and/
or date. In an embodiment, the processing may include anoise
reduction, and/or a conditioning.

The annotation receptor module 1450 1includes operability
to recerve an expression signal 1414 that includes an annota-
tion mformation indicative of a user expression associated
with the recognizable aspect of the item. The expression
signal may be generated by any source. For example, sources
ol the expression signal may include the exemplary handheld
writing device 210 described 1n conjunction with FIG. 3, the
exemplary apparatus 212 described 1n conjunction with FIG.
5, the exemplary handheld system 510 described 1n conjunc-
tion with FI1G. 12, the exemplary human wearable system 610
described 1n conjunction with F1G. 13, the exemplary pen 720
described 1n conjunction with FIG. 17, and/or the exemplary
stylus and/or stylus set 860 described 1n conjunction with
FIG. 18. In an embodiment, the annotation receptor module
includes wired connector 1452 that recerves the expression
signal. In another embodiment, the annotation receptor mod-
ule includes a wireless receiver and/or transcerver 1434 that
receives the expression signal. In an embodiment, the anno-
tation receptor module receives the expression signal and
provides 1t substantially unchanged, illustrated as a signal
1416, to the associator 1470 over connection 1474. In another
embodiment, the context receptor module may provide a
processing of the annotation environment signal before pro-
viding it, 1llustrated as the signal 1416, to the associator. The
processing may include a pre-recognition step and/or stage.
In an embodiment, the processing may include assigning a
time track to the expression signal. In another embodiment,
the processing may include slicing the expression signal mnto
segments, such as five-second time segments. Other embodi-
ments may include marking segments of the expression signal
based on a location parameter, such as a location based upon
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GPS coordinates, temperature, an orientation parameter of a
device that generated the expression signal, such as acompass
direction, and/or a date. In an embodiment, the processing
may include a noise reduction, and/or a conditioning.

The associator module 1476 includes operability to asso-
ciate the context information indicative of a recognizable
aspect ol an item and the annotation information indicative of
a user expression associated with the recognizable aspect of
the item. In another embodiment, the associator module
includes operability to establish a correlation between the
context information indicative of a recognizable aspect of an
item and the annotation information indicative of a user
expression associated with the recognizable aspect of the
item. The associator receives the signal 1406 provided by the
context receptor module 1430 and the signal 1416 provided
by the annotation receptor module 1450. The associator may
associate the context information indicative of arecognizable
aspect ol an 1tem and the annotation information indicative of
a user expression associated with the recognizable aspect of
the 1tem using any suitable technique, manner, and/or
method. For example, in an embodiment, the associator may
associate the context information and the annotation infor-
mation 1n response to a temporal aspect. In another embodi-
ment, the associator may associate 1n response to a pre-rec-
ognition processing of the expression signal and/or the
annotation environment signal. For example, the associator
may associate 1n response to corresponding time segments of
the expression signal and the annotation environment signal.

The storage module 1480 includes operability to save the
clectronically associated context information indicative of a
recognizable aspect of an item and the annotation information
indicative of a user expression associated with the recogniz-
able aspect of the item. The storage module receives the
clectronically associated context information and annotation
information from the associator module 1470 over the con-
nector 1482. In an embodiment, the storage module may
include any suitable computer-readable storage media, such
as described 1n conjunction with FIGS. 1 and 2.

FI1G. 40 illustrates an alternative embodiment of the envi-
ronment 1400 of FIG. 39 in which embodiments may be
implemented. The environment further includes a context
identifier module 1440. A connector 1442 couples the context
identifier module and the context receptor module 1430, such
that the context identifier module receives the signal 1406
provided by the context receptor module. The connector 1472
couples context identifier module and the associator module
1470, such that the associator module recerves a signal 1408
provided by the context identifier module. The context iden-
tifier module 1s coupled to anetwork 1490. In an embodiment,
the network 1490 may include a local area network, a wide
area network, and/or a public global network, such as the
Internet. The context identifier module includes operability to
recognize the recognizable aspect of an 1tem 1n response to
the context information indicative of a recognizable aspect of
an 1tem. The signal 1408 corresponds to a recognized aspect
of an 1tem.

In an alternative embodiment, the annotation receptor
module 1450 and the context identifier module 1440 are
coupled by a connector 1422 that 1s operable to communicate
a first signal (not shown). In an embodiment, the first signal
may include a first data signal provided by the annotation
receptor module corresponding to an attribute of the expres-
s1on signal, which may be used by the context identifier 1n
recognizing the recognizable aspect of the item. For example,
the first data signal may be responsive to a time track present
in the expression signal. The time track may indicate when a
preformed stylus touched a page of a document, such as the
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stylus 863 touching the surface 192 displaying the recogniz-
able text content 868 of FIG. 18. The context identifier mod-
ule may receive and recognize the recognizable aspect of an
item 1n response to the first data signal and the context infor-
mation indicative of a recognizable aspect of an item. In
another embodiment, the first signal may include a first data
signal provided by the context identifier module responsive to
a recognized recognizable aspect of an item.

FIG. 41 illustrates an alternative embodiment of the envi-
ronment 1400 of FIG. 39 1n which embodiments may be
implemented. The environment further includes an annota-
tion 1dentifier module 1460. A connector 1462 couples the
annotation i1dentifier module and the annotation receptor
module 1450, such that the annotation identifier module
receives the signal 1416 provided by the annotation receptor
module. The connector 1474 couples the annotation identifier
module and the associator module 1470, such that the asso-
ciator module receives a signal 1418 provided by the annota-
tion identifier module. The annotation identifier module 1s
turther coupled to the network 1490. In an embodiment, the
annotation identifier module includes operability to recog-
nize the user expression associated with the recognizable
aspect of the item 1n response to the annotation information
indicative of a user expression associated with the recogniz-
able aspect of the item. The operability to recognize the user
expression may include an operability to recognize the user
expression at one or more levels of recognition. In an embodi-
ment, the user expression may be recognized as an arrange-
ment of pixels. In another embodiment, the user expression
may be recognized as a character, such as an ASCII character,
or such as a character of an Asian language. In a further
embodiment, the user expression may be recognized as at
least two line segments having a differing orientation. In
another embodiment, the user expression may be recognized
as a figure, such as a rectangle, and/or a human form. The
signal 1418 corresponds to a recogmized user expression
associated with the recognizable aspect of the item.

In an alternative embodiment, the annotation identifier
module 1460 and the context reception module 1430 are
coupled by a connection 1424 operable to communicate a
second signal (not shown). In an embodiment, the second
signal may include a second data signal provided by the
context receptor module corresponding to an attribute of the
context information indicative of a recognizable aspect of an
item. The second signal may be used by the annotation 1den-
tifier module 1n recognizing the user expression associated
with the recognizable aspect of the item. In another embodi-
ment, the second signal may include a second data signal
provided by the annotation identifier module corresponding
to an attribute of the annotation information indicative of a
user expression associated with the recognizable aspect of the
item, which may be used by the context receptor.

FIG. 42 illustrates an alternative embodiment of the envi-
ronment 1400 of FIG. 39 1n which embodiments may be
implemented. The environment further includes the context
identifier module 1440, the annotation identifier module
1460, the coupler 1422, the coupler 1424, and a coupler 1426.
The context identifier module 1440 and the annotation 1den-
tifier module 1460 are coupled by the coupler 1426. The
coupler 1426 1s configured to communicate a third signal (not
shown). In an embodiment, the third signal may include a
third data signal provided by the context identification mod-
ule corresponding to an attribute of the recognized recogniz-
able aspect of an 1tem. The third signal may be used by the
annotation identifier module in recognizing the user expres-
s1on associated with the recognizable aspect of the item. In
another embodiment, the third signal may include a third data
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signal provided by the annotation i1dentifier module corre-
sponding to an attribute of the annotation information indica-
tive ol a user expression associated with the recognizable
aspect of the 1tem, which may be used by the context 1denti-
fication module.

The context receptor module 1430, the context 1dentifier
module 1440, the annotation receptor module 1450, the anno-
tation 1dentifier module 1413, the associator module 1470,
and/or the storage module 1480 may be implemented 1n any
manner. In an embodiment, an implementation of a module
may include an implementation 1n hardware, software, and/or
firmware. In another embodiment, an implementation of a
module may include a combination of hardware, software,
and/or firmware. In a further embodiment, one or more of the
modules may be implemented 1n a thin computing device,
such as the thin computing device 20 of FIG. 1, and/or a
computing system, such as the computing system environ-
ment 100 of FIG. 2.

FI1G. 43 1llustrates a partial view of an exemplary com-
puter-program product 1500 that includes a computer pro-
gram. The computer-program product includes a computer-
readable signal-bearing media 1502 and program instructions
1504. The program includes operability to perform a process
that associates information 1n a computer system. The process
includes recerving an annotation environment signal that
includes a context information indicative of a recognizable
aspect of an i1tem. The process also includes receiving an
expression signal that includes an annotation information
indicative of a user expression associated with the recogniz-
able aspect of the item. The process further includes associ-
ating the context information indicative of a recognizable
aspect ol an 1tem and the annotation information indicative of
a user expression associated with the recognizable aspect of
the 1tem. The computer-readable signal-bearing media
includes a computer-readable signal-bearing media bearing
the program instructions. In an embodiment, program
instructions may implemented 1n any manner. For example,
the program 1nstructions may be implemented 1n at least two
sets of program 1nstructions.

In an embodiment, the process may include recognizing,
the recognizable aspect of an 1tem in response to the context
information indicative of a recognizable aspect of an item
1506. In another embodiment, the process may includes rec-
ognmizing the user expression associated with the recognizable
aspect of the item 1n response to the annotation information
indicative of a user expression associated with the recogniz-
able aspect of the item 1508. In a further embodiment, the
process may lurther include requesting a recogmition of the
recognizable aspect of the item from a remote computing,
device, and recewving the recognition of the recognizable
aspect of the 1tem from the remote computing device 1510. In
an embodiment, the process may include saving the associ-
ated context information 1ndicative of a recognizable aspect
of an item and annotation information indicative of a user
expression associated with the recognizable aspect of the
item 1512.

In an embodiment, the signal-bearing media may include a
computer storage media 1514. In another embodiment, the
signal-bearing media may include a communications media
1516.

FIG. 44 illustrates an exemplary operational tlow 1520.
After a start operation, the flow moves to a first acquisition
operation 1530. The first acquisition operation recerves an
annotation information indicative of a hand-formed expres-
sion. In an embodiment, the hand-formed expression may
include a preformed expression, handwritten expression, a
hand gesture, and/or a hand-driven expression. A second
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acquisition operation 1535 receives a context information
indicative of a content portion of a document proximate to the
hand-formed expression. An association operation 1540 logi-
cally links the annotation information indicative of a hand-
formed expression and the context information indicative of a
content portion of a document proximate to the hand-formed
expression. The flow then moves to an end operation.

In an embodiment, the exemplary operational flow may
include at least one additional operation, such as the storage
operation 1545. The storage operation saves the logically
linked annotation information indicative of a hand-formed
expression and context information indicative of a content
portion of a document proximate to the hand-formed expres-
$101.

FIG. 45 1llustrates an alternative embodiment of the exem-
plary operational tlow 1520 of FIG. 44. The operational flow
may 1nclude at least one additional operation, such as a con-
tent recognition operation 1550 and/or a context recognition
operation 1570. The content recognition operation 1550 rec-
ognizes the hand-formed expression 1n response to the anno-
tation information indicative of a hand-formed expression.
The context recognition operation 1570 recognmizes the con-
tent portion of a document proximate to the hand-formed
expression 1n response to the context information indicative
ol a content portion of a document proximate to the hand-
formed expression.

FIG. 46 illustrates an alternative embodiment of the con-
tent recognition operation 1550 of FIG. 45. The content rec-
ognition operation 1550 may include at least one additional
operation, such as an operation 1552. The operation 1552
includes a first degree of recognizing the hand-formed
expression 1n response to the annotation information 1ndica-
tive of a hand-formed expression. The operation 1552 may
include at least one additional operation, such as an operation
1554. The operation 1554 includes a second degree of recog-
nizing the hand-formed expression 1n response to the anno-
tation information indicative of a hand-formed expression,
wherein the second degree of recognizing includes a higher
resolution than the first degree of recognizing.

FIG. 47 illustrates an alternative embodiment of the con-
text recognition operation 1570 of FIG. 45. The context rec-
ognition operation 1570 may include at least one additional
operation, such as an operation 1572, an operation 1576,
and/or an operation 1578. The operation 1572 includes a first
degree of recognizing the content portion of a document
proximate to the hand-formed expression in response to the
context information imndicative of a content portion of a docu-
ment proximate to the hand-formed expression. The opera-
tion 1572 may include at least one additional operation, such
as an operation 1574. The operation 1574 includes a second
degree of recognizing the content portion of a document
proximate to the hand-formed expression in response to the
context information indicative of a content portion of a docu-
ment proximate to the hand-formed expression, wherein the
second degree of recognizing includes a higher resolution
than the first degree of recognizing. The operation 1576 rec-
ognizes a context information indicative of a content anchor
portion of a document proximate to the hand-formed expres-
sion. The operation 1578 recognizes a context information
indicative of a non-content anchor portion of a document
proximate to the hand-formed expression.

FIG. 48 illustrates an exemplary operational tlow 1600.
After a start operation, the tlow moves to a content reception
operation 1610. The content reception operation receives
information generated by a handheld writing device 1ndica-
tive of a handwriting movement by a writing element of the
handheld writing device. A context reception operation 1620
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receives information generated by the handheld writing
device indicative of a content portion of a document proxi-
mate to the handwriting movement. An association operation
1630 generates an annotation by logically linking the hand-
writing movement and the content portion of a document
proximate to the handwriting movement.

FIG. 49 1llustrates a partial view of an exemplary com-
puter-program product 1650 that includes a computer pro-
gram. The computer-program product includes a computer-
readable signal-bearing media 1652 and program instructions
1654. The program instructions includes program instruc-
tions configured to perform a process that associates infor-
mation 1n a computer system. The process includes receiving,
information generated by a handheld writing device indica-
tive of a handwriting movement by a writing element of the
handheld writing device. The process also includes recetving
information generated by the handheld writing device indica-
tive of a content portion of a document proximate to the
handwriting movement. The process further includes gener-
ating an annotation by logically linking the handwriting
movement and the content portion of a document proximate
to the handwriting movement. The signal-bearing media may
include a computer storage media 1656. The signal-bearing
media may include a communication media 1658.

An embodiment provides a method. The method includes
receiving an annotation environment signal that includes a
context information indicative of a recognizable aspect of an
item. The method also includes recelving an expression signal
that includes an annotation mformation indicative of a user
expression associated with the recognizable aspect of the
item. The method further includes electronically associating
the context information indicative of arecognizable aspect of
an 1tem and the annotation information indicative of a user
expression associated with the recognizable aspect of the
item. The method may further include saving the electroni-
cally associated context information indicative of a recogniz-
able aspect of an 1tem and annotation information indicative
of a user expression associated with the recognizable aspect
of the item.

The method may include recognizing the recognizable
aspect ol an item 1n response to the context information
indicative of a recognizable aspect of an 1tem. The recogniz-
ing the recognizable aspect of an 1item may include a first
degree of recognizing the recognizable aspect of an 1tem. The
recognizing the recognizable aspect of an 1tem may include a
second degree of recognizing the recognizable aspect of an
item, wherein the second degree of recognizing may include
a higher resolution than the first degree of recognizing. The
recognizing the recognizable aspect of an item 1n response to
the context information indicative of arecognizable aspect of
an 1tem may include recognizing the recognizable aspect of
an 1tem 1n response to a parameter present in the context
information indicative of a recognizable aspect of an item.
The recogmzing the recognizable aspect of an item 1n
response to the context information indicative of a recogniz-
able aspect of an item may include recognizing the recogniz-
able aspect of an 1tem 1n response to a pattern present in the
context information indicative of a recognizable aspect of an
item. The recognizing the recognizable aspect of an 1tem may
include requesting a recognition of the recogmzable aspect of
the item from a remote computing device, and receiving the
recognition of the recognizable aspect of the 1tem from the
remote computing device. The recognizing the recognizable
aspect ol an item may 1nclude recerving a recognition of the
recognizable aspect of the item from a remote computing,
device. The recognizing the recognizable aspect of an 1tem
may include recognizing the recognizable aspect of an item 1n
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response to the context information indicative of a recogniz-
able aspect of an 1tem and 1n response to the annotation
information indicative of a user expression associated with
the recognizable aspect of the item. The recognizing the rec-
ognizable aspect of an 1tem may 1nclude recognizing a rec-
ognizable aspect of a canonical version of the item. The
method may further include identifying the recognizable
aspect of an 1tem.

The method may further include recogmzing the user
expression associated with the recognizable aspect of the
item 1n response to the annotation information indicative of a
user expression associated with the recognizable aspect of the
item. The recognizing the user expression associated with the
recognizable aspect of the item may include a first degree of
recognizing the user expression associated with the recogniz-
able aspect of the item. The recognizing the user expression
associated with the recognizable aspect of the item may
include a second degree of recognizing the user expression
associated with the recognizable aspect of the item, wherein
the second degree of recognizing may include a higher reso-
lution than the first degree of recognizing. The recognizing
the user expression associated with the recognizable aspect of
the 1tem 1n response to the annotation mnformation indicative
of a user expression associated with the recognizable aspect
of the item may include recognizing a parameter present 1n
the annotation information indicative of a user expression
associated with the recognizable aspect of the item. The rec-
ognizing the user expression associated with the recognizable
aspect of the 1tem 1n response to the annotation information
indicative of a user expression associated with the recogniz-
able aspect of the 1tem may include recognizing a pattern
present 1n the annotation information indicative of a user
expression associated with the recognizable aspect of the
item. The recognizing the user expression associated with the
recognizable aspect of the 1tem 1n response to the annotation
information indicative of a user expression associated with
the recognizable aspect of the item may include recognizing,
the user expression associated with the recognizable aspect of
the 1tem 1n response to a parameter present in the annotation
information indicative of a user expression associated with
the recognizable aspect of the item. The recognizing the user
expression associated with the recognizable aspect of the
item may 1nclude requesting a recognition of the user expres-
s10n associated with the recognizable aspect of the 1tem from
a remote computing device, and recerving the recognition of
the user expression associated with the recognizable aspect of
the 1tem from the remote computing device. The recognizing
the user expression associated with the recognizable aspect of
the item may include receiving the recognition of the user
expression associated with the recognizable aspect of the
item {rom a remote computing device. The recognizing the
user expression associated with the recognizable aspect of the
item may include recognmizing the user expression associated
with the recognizable aspect of the item 1n response to the
context information indicative of a recognizable aspect of an
item and 1n response to the annotation information indicative
ol a user expression associated with the recognizable aspect
of the 1tem. The method may further include 1dentitying the
user expression.

The electronically associating the context information
indicative of a recognizable aspect of an 1tem and the anno-
tation iformation indicative of a user expression associated
with the recognizable aspect of the item may include logically
associating the context information indicative of a recogniz-
able aspect of an 1tem and the annotation information 1ndica-
tive ol a user expression associated with the recognizable
aspect of the 1tem. The electronically associating the context
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information indicative of a recognmizable aspect of an item and
the annotation information indicative of a user expression
associated with the recognizable aspect of the item may
include temporally associating the context information
indicative of a recognizable aspect of an 1tem and the anno-
tation information indicative of a user expression associated
with the recognizable aspect of the item. The electronically
associating the context information indicative of a recogniz-
able aspect of an 1tem and the annotation information indica-
tive ol a user expression associated with the recognizable
aspect of the item may include correlating the context infor-
mation indicative of a recognizable aspect of an 1tem and the
annotation information mdicative of a user expression asso-
ciated with the recognizable aspect of the item such that one
ol the information may be retrieved by referring to the other
information. The electronically associating the context infor-
mation indicative of a recognizable aspect of an 1tem and the
annotation information mdicative ol a user expression asso-
ciated with the recognizable aspect of the 1item may include
cohering the context information mdicative of a recognizable
aspect ol an item and the annotation information indicative of
a user expression associated with the recognizable aspect of
the 1item. The electronically associating the context informa-
tion indicative of a recognizable aspect of an 1tem and the
annotation information mdicative ol a user expression asso-
ciated with the recognizable aspect of the item may 1nclude
clectronically associating a recognized recognizable aspect
and a recognized user expression.

The recerving an annotation environment signal may
include recerving an annotation environment signal generated
by a handheld device. The recetving an annotation environ-
ment signal may include recerving an annotation environment
signal generated by a wearable device. The recerving an anno-
tation environment signal may include receiving an annota-
tion environment signal generated by a head mountable
device. The recetving an expression signal may include
receiving an expression signal generated by a handheld
device. The receiving an expression signal may include
receiving an expression signal generated by a wearable
device. The recetving an expression signal may include
receiving an expression signal generated by a head mountable
device. The receiving an annotation environment signal may
include recerving an annotation environment signal generated
by a handheld device, and the receiving an expression signal
may include recerving an expression signal generated by the
handheld device. The recetving an annotation environment
signal may include receiving an annotation environment sig-
nal generated by a wearable device, and the recerving an
expression signal may include receiving an expression signal
generated by the wearable device. The receiving an annota-
tion environment signal may include recerving an annotation
environment signal generated by a head mountable device,
and the receirving an expression signal may include receiving
an expression signal generated by the head mountable device.

An embodiment provides a method. The method includes
clectronically associating a context information indicative of
a recognizable 1tem and an annotation information indicative
ol a user expression associated with the recognizable item.
Themethod also includes saving the electronically associated
context information indicative of an 1tem and annotation
information indicative of a user expression associated with
the item. The context information indicative of arecognizable
item may include a context information indicative of a rec-
ognizable aspect of an 1tem, and the annotation information
indicative of a user expression associated with the recogniz-
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able 1item may include annotation information indicative of a
user expression associated with the recognizable aspect of the
item.

Another embodiment provides a method. The method
includes recognizing an aspect of an 1tem 1n response to an
annotation environment signal that may include a context
information indicative of a recognizable aspect of an item.
Themethod also includes recognizing a user expression asso-
ciated with the recognizable aspect of the 1tem in response to
an expression signal that may include an annotation informa-
tion 1ndicative of a user expression associated with the rec-
ognizable aspect of the item. The method further includes
clectronically associating the recognized user expression and
the recognizable aspect of the item.

A tfurther embodiment provides a device. The device
includes a context receptor module operable to receive an
annotation environment signal that includes a context infor-
mation indicative of a recognizable aspect of an item. The
device also includes an annotation receptor module operable
to receive an expression signal that includes an annotation
information indicative of a user expression associated with
the recognizable aspect of the item. The device further
includes an associator module operable to associate the con-
text information indicative of arecognizable aspect of an item
and the annotation information indicative of a user expression
associated with the recognizable aspect of the item. The
device may include a context identifier module operable to
recognize the recognizable aspect of an 1tem 1n response 1o
the context information indicative of a recognizable aspect of
an 1tem. The device may 1nclude a first coupler between the
context identifier module and the annotation receptor module
and operable to communicate a first signal. The device may
include an annotation identifier module operable to recognize
the user expression associated with the recognizable aspect of
the 1tem 1n response to the annotation information indicative
ol a user expression associated with the recognizable aspect
of the item. The device may include a second coupler between
the annotation identifier module and the context receptor
module operable to communicate a second signal. The device
may include a context identifier module operable to recognize
the recognizable aspect of an 1tem in response to the context
information indicative of a recognizable aspect of an i1tem,
and an annotation identifier module operable to recognize the
user expression associated with the recognizable aspect of the
item 1n response to the annotation information indicative of a
user expression associated with the recognizable aspect of the
item. The device may include a third coupling between the
annotation 1dentifier module and the context identifier mod-
ule operable to communicate a third signal. The associator
module operable to associate the context information indica-
tive of a recognizable aspect of an 1tem and the annotation
information indicative of a user expression associated with
the recognizable aspect of the item may 1include an associator
module operable to establish a correlation between the con-
text information indicative of arecognizable aspect of an 1item
and the annotation information indicative of a user expression
associated with the recognizable aspect of the item. The
device may further include a storage device operable to save
the electronically associated context information indicative
ol a recognizable aspect of an item and the annotation 1nfor-
mation indicative of a user expression associated with the
recognizable aspect of the item. The storage device may
include a non-volatile storage device.

An embodiment provides a computer-program product.
The computer-program product includes program instruc-
tions operable to perform a process that associates informa-
tion 1 a computer system and a computer-readable signal-
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bearing media bearing the program instructions. The process
includes receiving an annotation environment signal that
includes a context information indicative of a recognizable
aspect of an item, and receiving an expression signal that
includes an annotation information indicative of a user
expression associated with the recognizable aspect of the
item. The process also includes associating the context infor-
mation indicative of a recognizable aspect of an 1tem and the
annotation information mdicative of a user expression asso-
ciated with the recognizable aspect of the item. The process
may further include recognizing the recognizable aspect of an
item 1n response to the context information indicative of a
recognizable aspect of an item. The process may further
include recognizing the user expression associated with the
recognizable aspect of the item 1n response to the annotation
information indicative of a user expression associated with
the recognizable aspect of the 1item. The process may further
include requesting a recognition of the recogmzable aspect of
the item from a remote computing device, and receiving the
recognition of the recognizable aspect of the 1tem from the
remote computing device. The process may further include
saving the associated context information indicative of a rec-
ognizable aspect of an item and annotation nformation
indicative of a user expression associated with the recogniz-
able aspect of the item. The signal-bearing media may include
a computer storage media. The signal-bearing media may
include a communications media.

Another embodiment provides a method. The method
includes receiving an annotation information indicative of a
hand-formed expression. The method also includes recerving,
a context information indicative of a content portion of a
document proximate to the hand-formed expression, and
logically linking the annotation information indicative of a
hand-formed expression and the context information indica-
tive of a content portion of a document proximate to the
hand-formed expression. The method may include recogniz-
ing the hand-formed expression 1in response to the annotation
information indicative of a hand-formed expression. The rec-
ogmzing the hand-formed expression in response to the anno-
tation information indicative of a hand-formed expression
may include a first degree of recognizing the hand-formed
expression 1n response to the annotation information 1ndica-
tive of a hand-formed expression. The recognizing the hand-
formed expression 1n response to the annotation information
indicative of a hand-formed expression may include a second
degree of recognizing the hand-formed expression 1n
response to the annotation information indicative of a hand-
formed expression, wherein the second degree of recognizing
includes a higher resolution than the first degree of recogniz-
ng.

The method may further include recognizing the content
portion of a document proximate to the hand-formed expres-
s1on 1n response to the context mformation indicative of a
content portion of a document proximate to the hand-formed
expression. The recognizing the content portion of a docu-
ment proximate to the hand-formed expression 1in response to
the context information indicative of a content portion of a
document proximate to the hand-formed expression may
include a first degree of recognmizing the content portion of a
document proximate to the hand-formed expression 1n
response to the context information indicative of a content
portion of a document proximate to the hand-formed expres-
sion. The recogmzing the content portion of a document
proximate to the hand-formed expression in response to the
context information indicative of a content portion of a docu-
ment proximate to the hand-formed expression may include a
second degree of recognmizing the content portion of a docu-
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ment proximate to the hand-formed expression 1in response to
the context information indicative of a content portion of a
document proximate to the hand-formed expression, wherein
the second degree of recognizing includes a higher resolution
than the first degree of recognizing. The recognizing the
context information indicative of a content portion of a docu-
ment proximate to the hand-formed expression may include
recognizing a context information indicative of a content
anchor portion of a document proximate to the hand-formed
expression. The recognizing the context information indica-
tive of a content portion of a document proximate to the
hand-formed expression may include recognizing a context
information indicative of a non-content anchor portion of a
document proximate to the hand-formed expression. The
method may further include saving the logically linked anno-
tation information indicative of a hand-formed expression
and context information mdicative of a content portion of a
document proximate to the hand-formed expression.

A Tfurther embodiment provides a method. The method
includes recerving information generated by a handheld writ-
ing device indicative of a handwriting movement by a writing
clement of the handheld writing device, and receiving infor-
mation generated by the handheld writing device indicative of
a content portion of a document proximate to the handwriting
movement. The method also includes generating an annota-
tion by logically linking the handwriting movement and the
content portion of a document proximate to the handwriting
movement.

An embodiment provides a computer-program product.
The computer-program product includes program instruc-
tions configured to perform a process that associates nfor-
mation in a computer system and a computer-readable signal-
bearing media bearing the program instructions. The process
includes recerving information generated by a handheld writ-
ing device indicative of a handwriting movement by a writing
clement of the handheld writing device. The process also
includes recerving information generated by the handheld
writing device indicative of a content portion of a document
proximate to the handwriting movement, and generating an
annotation by logically linking the handwriting movement
and the content portion of a document proximate to the hand-
writing movement. The signal-bearing media may include a
computer storage media. The signal-bearing media may
include a communication media.

Those having skill 1n the art will recognize that the state of
the art has progressed to the point where there 1s little distinc-
tion left between hardware and software implementations of
aspects of systems; the use of hardware or software 1s gener-
ally (but not always, 1n that in certain contexts the choice
between hardware and software can become significant) a
design choice representing cost vs. elliciency tradeoifs.
Those having skill 1n the art will appreciate that there are
various vehicles by which processes and/or systems and/or
other technologies described herein can be etfected (e.g.,
hardware, software, and/or firmware), and that the pretferred
vehicle will vary with the context in which the processes
and/or systems and/or other technologies are deployed. For
example, 1f an implementer determines that speed and accu-
racy are paramount, the implementer may opt for a mainly
hardware and/or firmware vehicle; alternatively, if flexibility
1s paramount, the implementer may opt for a mainly software
implementation; or, yet again alternatively, the implementer
may opt for some combination of hardware, software, and/or
firmware. Hence, there are several possible vehicles by which
the processes and/or devices and/or other technologies
described herein may be effected, none of which 1s inherently
superior to the other 1n that any vehicle to be utilized 1s a
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choice dependent upon the context in which the vehicle will
be deployed and the specific concerns (e.g., speed, flexibility,
or predictability) of the implementer, any of which may vary.
Those skilled 1n the art will recognize that optical aspects of
implementations will require optically-oriented hardware,
software, and or firmware.

The foregoing detailed description has set forth various
embodiments of the devices and/or processes via the use of
block diagrams, flow diagrams, operation diagrams, flow-
charts, 1llustrations, and/or examples. Insofar as such block
diagrams, operation diagrams, flowcharts, 1llustrations, and/
or examples contain one or more functions and/or operations,
it will be understood by those within the art that each function
and/or operation within such block diagrams, operation dia-
grams, tlowcharts, 1llustrations, or examples can be 1imple-
mented, individually and/or collectively, by a wide range of
hardware, software, firmware, or virtually any combination
thereol. In one embodiment, several portions of the subject
matter described herein may be implemented via Application
Specific Integrated Circuits (ASICs), Field Programmable
Gate Arrays (FPGAs), digital signal processors (DSPs), or
other integrated formats. However, those skilled in the art will
recognize that some aspects of the embodiments disclosed
herein, 1n whole or 1n part, can be equivalently implemented
in standard integrated circuits, as one or more computer pro-
grams running on one or more computers (€.g., as one or more
programs running on one or more computer systems), as one
Or MOore programs running on one or more processors (€.g., as
One or more programs running on one or more miCroproces-
sors), as firmware, or as virtually any combination thereof,
and that designing the circuitry and/or writing the code for the
software and or firmware would be well within the skill of one
of skill 1n the art 1n light of this disclosure. In addition, those
skilled 1n the art will appreciate that the mechanisms of the
subject matter described herein are capable of being distrib-
uted as a program product 1n a variety of forms, and that an
illustrative embodiment of the subject matter described
heremn applies equally regardless of the particular type of
signal bearing media used to actually carry out the distribu-
tion. Examples of a signal bearing media include, but are not
limited to, the following: recordable type media such as
floppy disks, hard disk drives, CD ROMs, digital tape, and
computer memory; and transmission type media such as digi-
tal and analog communication links using TDM or IP based
communication links (e.g., packet links).

It will be understood by those within the art that, 1n general,
terms used herein, and especially in the appended claims
(e.g., bodies of the appended claims) are generally intended
as “open” terms (e.g., the term “including” should be inter-
preted as “including but not limited to,” the term “having”
should be mterpreted as “hawng at least,” the term “includes”™
should be 1interpreted as “includes but 1s not limited to,” etc.).
It will be further understood by those within the art that if a
specific number of an itroduced claim recitation 1s intended,
such an intent will be explicitly recited in the claim, and 1n the
absence of such recitation no such intent 1s present. For
example, as an aid to understanding, the following appended
claims may contain usage of the introductory phrases “at least
one” and “one or more” to introduce claim recitations. How-
ever, the use of such phrases should not be construed to 1imply
that the introduction of a claim recitation by the indefinite
articles “a” or “an” limits any particular claim containing
such introduced claim recitation to inventions containing
only one such recitation, even when the same claim includes
the introductory phrases “one or nlere” or “at least one”” and
indefinite articles such as “a” (e g.. “a” and/or “an”
should typically be interpreted te mean “at least one” or “one
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or more’’); the same holds true for the use of definite articles
used to introduce claim recitations. In addition, even 1f a
specific number of an introduced claim recitation 1s explicitly
recited, those skilled 1n the art will recognize that such reci-
tation should typically be interpreted to mean at least the
recited number (e.g., the bare recitation of “two recitations,”
without other modifiers, typically means at least two recita-
tions, or two or more recitations). Furthermore, in those
instances where a convention analogous to “at least one of A,
B, and C, etc.” 1s used, 1n general such a construction 1is
intended 1n the sense one having skill in the art would under-
stand the convention (e.g., “a system having at least one of A,
B, and C” would include but not be limited to systems that
have A alone, B alone, C alone, A and B together, A and C
together, B and C together, and/or A, B, and C together, etc.).
In those 1nstances where a convention analogous to “at least
one of A, B, or C, etc.” 1s used, 1n general such a construction
1s mtended in the sense one having skill 1n the art would
understand the convention (e.g., “a system having at least one
of A, B, or C” would include but not be limited to systems that
have A alone, B alone, C alone, A and B together, A and C
together, B and C together, and/or A, B, and C together, etc.).

The herein described aspects depict different components
contained within, or connected with, different other compo-
nents. It 1s to be understood that such depicted architectures
are merely exemplary, and that 1n fact many other architec-
tures can be implemented which achieve the same function-
ality. In a conceptual sense, any an'angenlent of components
to achieve the same functionality 1s effectively “associated”
such that the desired functionality i1s achieved. Hence, any
two components herein combined to achieve a particular
functionality can be seen as “associated with” each other such
that the desired functionality 1s achieved, irrespective of
architectures or intermedial components. Likewise, any two
components so associated can also be viewed as being “oper-
ably connected,” or “operably coupled,” to each other to
achieve the desired functionality. Any two components
capable of being so associated can also be viewed as being
“operably couplable” to each other to achieve the desired
functionality. Specific examples of operably couplable
include but are not limited to physically mateable and/or
physically interacting components and/or wirelessly inter-
actable and/or wirelessly interacting components.

While particular aspects of the present subject matter
described herein have been shown and described, it will be
apparent to those skilled 1n the art that, based upon the teach-
ings herein, changes and modifications may be made without
departing from this subject matter described herein and 1ts
broader aspects and, therefore, the appended claims are to
encompass within their scope all such changes and modifica-
tions as are within the true spirit and scope of this subject
matter described herein. Furthermore, it 1s to be understood
that the ivention 1s solely defined by the appended claims.

What 1s claimed 1s:

1. A method comprising:

recerving an annotation environment signal that includes a

context information indicative of a recognizable aspect
of an 1tem, the recognizable aspect of the item being
indicative of an incidental element capable of distin-
guishing the i1tem, the incidental element comprising at
least a physical attribute of the 1tem:;

processing the annotation environment signal, the process-

ing comprising at least a pre-recognition stage, a slicing
stage, and a marking stage;

receving an expression signal that includes an annotation

information indicative of a user expression associated
with the recognizable aspect of the item; and
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clectronically associating the context information indica-
tive of a recognizable aspect of an 1tem and the annota-
tion information mdicative of a user expression associ-
ated with the recognizable aspect of the item.

2. The method of claim 1, further comprising:

recognizing the recognizable aspect of an 1tem 1n response

to the context information indicative of a recognizable
aspect of an item.

3. The method of claim 2, wherein the recognizing the
recognizable aspect of an item includes recognizing the rec-
ognizable aspect of an 1tem to a degree.

4. The method of claim 3, wherein the recognizing the
recognizable aspect of an 1tem to a degree includes recogniz-
ing a book 1n an environment.

5. The method of claim 3, wherein the recognizing the
recognizable aspect of an 1tem to a degree includes recogniz-
ing the recognizable aspect of an item to a first degree, and
recognizing the recognizable aspect of an 1tem to a second
degree of recognizing includes a higher resolution than the
first degree of recognizing.

6. The method of claim 5, wherein the recognizing the
recognizable aspect of an 1item to a first degree includes rec-
ognizing a book 1n an environment, and the recognizing the
recognizable aspect of an 1tem to a second degree includes
recognizing a title of the book 1n the environment.

7. The method of claim 2, wherein the recognizing the
recognizable aspect of an item includes:

requesting a recognition of the recognizable aspect of the

item from a remote computing device; and

receiving the recognmition of the recognizable aspect of the

item from the remote computing device.

8. The method of claim 2, wherein the recognizing the
recognizable aspect of an item 1ncludes receiving a recogni-
tion of the recognizable aspect of the item from a remote
computing device.

9. The method of claim 2, wherein the recognizing the
recognizable aspect of an item includes recognizing the rec-
ognizable aspect of an i1tem 1n response to the context infor-
mation mdicative of a recognizable aspect of an 1tem and in
response to the annotation iformation ndicative of a user
expression associated with the recognizable aspect of the
item.

10. The method of claim 1, further comprising:

recognizing the user expression associated with the recog-

nizable aspect of the 1tem in response to the annotation
information indicative of a user expression associated
with the recognizable aspect of the item.

11. The method of claim 10, wherein the recognizing the
user expression associated with the recognizable aspect of the
item includes recogmzing the user expression associated with
the recognizable aspect of the 1tem to a degree.

12. The method of claim 10, wherein the recognizing the
user expression associated with the recognizable aspect of the
item 1ncludes recognizing the user expression associated with
the recognizable aspect of the item to a first degree, and
recognizing the user expression associated with the recogniz-
able aspect of the 1tem to a second degree, wherein the second
degree of recognizing includes a higher resolution than the
first degree of recognizing.

13. The method of claim 10, wherein the recognizing the
user expression associated with the recognizable aspect of the
item 1ncludes:

requesting a recognition of the user expression associated

with the recognizable aspect of the item from a remote
computing device; and
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recerving the recognition of the user expression associated
with the recognizable aspect of the item from the remote
computing device.

14. The method of claim 10, wherein the recognizing the
user expression associated with the recognizable aspect of the
item 1ncludes receiving the recogmzition of the user expres-
sion associated with the recognizable aspect of the item
includes receiving the recognition of the user expression
associated with the recognizable aspect of the item from a
remote computing device.

15. The method of claim 10, wherein the recognizing the
user expression associated with the recognizable aspect of the
item includes recognizing the user expression associated with
the recognizable aspect of the 1tem 1n response to the context
information indicative of arecognizable aspect of an1tem and
in response to the annotation information indicative of a user
expression associated with the recognizable aspect of the
item.

16. The method of claim 10, wherein the recognizable
aspect of the item 1ncludes recognizing a spoken user expres-
s1on associated with a recognizable aspect of a book 1n an
environment, the recognizing being in response to a context
information indicative of a recognizable aspect of the book
and 1n response to the annotation information indicative of a
spoken user expression associated with the title of the book.

17. The method of claim 10, further comprising;:

identifying the user expression.

18. The method of claim 1, wherein the electronically
associating the context information indicative of a recogniz-
able aspect of an 1tem and the annotation information 1ndica-
tive ol a user expression associated with the recognizable
aspect of the item includes logically associating the context
information indicative of arecognizable aspect of anitem and
the annotation information indicative of a user expression
associated with the recognizable aspect of the item.

19. The method of claim 1, wherein the electronically
associating the context information indicative of a recogniz-
able aspect of an 1tem and the annotation information 1ndica-
tive ol a user expression associated with the recognizable
aspect of the 1tem 1ncludes temporally associating the context
information indicative of arecognizable aspect of an1tem and
the annotation information indicative of a user expression
associated with the recognizable aspect of the item.

20. The method of claim 1, wherein the electronically
associating the context information indicative of a recogniz-
able aspect of an 1tem and the annotation information 1ndica-
tive ol a user expression associated with the recognizable
aspect of the 1tem 1ncludes correlating the context informa-
tion indicative of a recognizable aspect of an 1tem and the
annotation mformation indicative of a user expression asso-
ciated with the recognizable aspect of the item such that one
of the information may be retrieved by referring to the other
information.

21. The method of claim 1, wherein the electronically
associating the context information indicative of a recogniz-
able aspect of an item and the annotation information indica-
tive of a user expression associated with the recognizable
aspect of the 1tem includes electronically associating a rec-
ognized recognizable aspect and a recognized user expres-
S1011.

22. The method of claim 1, wherein the recerving an anno-
tation environment signal includes receiving an annotation
environment signal generated by a handheld device, and the
receiving an expression signal includes receiving an expres-
s1on signal generated by the handheld device.

23. The method of claim 1, wherein the recerving an anno-
tation environment signal imcludes receiving an annotation
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environment signal generated by a wearable device, and the
receiving an expression signal includes receiving an expres-
sion signal generated by the wearable device.
24. The method of claim 1, further comprising:
saving the electronically associated context information
indicative ol a recognizable aspect of an 1tem and anno-
tation iformation indicative of a user expression asso-
ciated with the recognizable aspect of the item.
25. A method comprising:
clectronically associating a context information indicative
of a recognizable 1tem, the recognizable aspect of the
item being indicative of an incidental element of distin-
guishing the item, capable of distinguishing the item, the
incidental element comprising at least a physical
attribute of the item, and an annotation information
indicative of a user expression associated with the rec-
ognizable 1tem:;
processing the context information, the processing com-
prising at least a pre-recognition stage, a slicing stage,
and a marking stage; and
saving the electronically associated context information
indicative of a recognizable 1tem and annotation infor-
mation indicative of a user expression associated with

the recognizable item.

26. The method of claim 25, wherein the context informa-
tion indicative of a recognizable item includes a context infor-
mation indicative of a recognizable aspect of an 1tem and the
annotation information idicative of a user expression asso-
ciated with the recognizable 1tem includes annotation infor-
mation i1ndicative of a user expression associated with the
recognizable aspect of the 1tem.

27. A method comprising:

recognizing an aspect of an 1tem 1n response to an annota-

tion environment signal that includes a context informa-
tion 1ndicative of a recognizable aspect of an 1tem, the
recognizable aspect of the 1tem being indicative of an
incidental element capable of distinguishing the item,
the incidental element comprising at least a physical
attribute of the item:;

processing the annotation environment signal, the process-

ing comprising at least a pre-recognition stage, a slicing
stage, and a marking stage;

recognizing a user expression associated with the recog-

nizable aspect of the item 1n response to an expression
signal that includes an annotation information indicative
ol a user expression associated with the recognizable
aspect of the item; and

clectronically associating the recognized user expression

and the recognizable aspect of the 1tem.

28. A device comprising:

a context receptor module operable to:

receive an annotation environment signal that includes a
context information indicative of a recognizable
aspect ol an 1tem, the recognizable aspect of the 1item
being indicative of an incidental element capable of
distinguishing the item; and

process the annotation environment signal, the process-
ing of the annotation environment signal comprising
at least a pre-recognition stage, a slicing stage, and a
marking stage;

an annotation receptor module operable to receive an

expression signal that includes an annotation informa-

tion mdicative of a user expression associated with the
recognizable aspect of the 1tem; and

an associator module operable to associate the context

information indicative of a recogmizable aspect of an
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item and the annotation information indicative of a user
expression associated with the recognizable aspect of
the 1tem.

29. The device of claim 28, further comprising;:

a context 1dentifier module operable to recognize the rec-
ognizable aspect of an 1tem 1n response to the context
information indicative of a recogmzable aspect of an
item.

30. The device of claim 29, further comprising:

a first coupler between the context identifier module and
the annotation receptor module and operable to commu-
nicate a first signal.

31. The device of claim 28, further comprising:

an annotation i1dentifier module operable to recognize the
user expression associated with the recognizable aspect
of the 1item 1n response to the annotation information
indicative of a user expression associated with the rec-
ognizable aspect of the item.

32. The device of claim 31, further comprising;:

a second coupler between the annotation 1dentifier module
and the context receptor module operable to communi-
cate a second signal.

33. The device of claim 28, further comprising;:

a context identifier module operable to recognize the rec-
ognizable aspect of an i1tem 1n response to the context
information indicative of a recogmzable aspect of an
item; and

an annotation i1dentifier module operable to recognize the
user expression associated with the recognizable aspect
of the 1item in response to the annotation information
indicative of a user expression associated with the rec-
ognizable aspect of the item.

34. The device of claim 33, further comprising:

a third coupling between the annotation 1dentifier module
and the context identifier module operable to communi-
cate a third signal.

35. The device of claim 28, wherein the associator module
operable to associate the context information indicative of a
recognizable aspect of an item and the annotation information
indicative of a user expression associated with the recogniz-
able aspect of the item 1ncludes an associator module oper-
able to establish a correlation between the context informa-
tion indicative of a recognizable aspect of an 1tem and the
annotation imformation indicative of a user expression asso-
ciated with the recognizable aspect of the item.

36. The device of claim 28, further comprising:

a storage device operable to save the electronically associ-
ated context information indicative of a recognizable
aspect of an 1tem and the annotation information 1ndica-
tive ol a user expression associated with the recogniz-
able aspect of the item.

37. The device of claim 36, wherein the storage device

includes a non-volatile storage device.

38. A computer-program product, comprising:

a non-transitory computer-readable medium storing pro-
gram 1nstructions operable to perform a process that
associates information in a computer system, the pro-
Cess comprising:
receiving an annotation environment signal that includes

a context information indicative of a recognizable
item, the recognizable item being indicative of an
incidental element primarily employed by a non-hu-
man reader and capable of distinguishing the 1item, the
incidental element comprising at least a physical
attribute of the item:
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processing the annotation environment signal, the pro-
cessing comprising at least a pre-recognition stage, a
slicing stage, and a marking stage;

receiving an expression signal that includes an annota-
tion information mdicative of a user expression asso-
ciated with the recognizable i1tem; and

associating the context information indicative of a rec-
ognizable item and the annotation information indica-
tive of a user expression associated with the recogniz-
able item.

39. The computer-program product of claim 38, wherein
the process further comprises:

recognizing the recognizable item 1n response to the con-

text information indicative of a recognizable 1tem.

40. The computer-program product of claim 38, wherein
the process further comprises:

recognizing the user expression associated with the recog-

nizable item in response to the annotation information
indicative of a user expression associated with the rec-
ognizable 1tem.

41. The computer-program product of claim 38, wherein
the process further comprises:

requesting a recognition of the recognizable item from a

remote computing device; and
receiving the recognition of the recognizable item from the
remote computing device.

42. The computer-program product of claim 38, wherein
the process further comprises:

saving the associated context mnformation indicative of a

recognizable item and annotation information indicative
of a user expression associated with the recognizable
item.

43. The computer-program product of claim 38, wherein
the context information indicative of a recognizable item
includes a context information indicative of a recognizable
aspect ol an item and the annotation information indicative of
a user expression associated with the recognizable item
includes annotation mformation indicative of a user expres-
s10n associated with the recognizable aspect of the item.

44. The method of claim 1, wherein the pre-recognition
stage 1s a first degree of recognition.

45. The method of claim 1, wherein the pre-recognition
stage 1s a continuum of recognition ranging from a minimal
recognition to a complete recognition.

46. The method of claim 1, wheremn the slicing stage
includes at least slicing the annotation environment signal
into one or more temporal segments.

47. The method of claim 1, wherein the marking stage
includes marking segments of the annotation environment
signal based upon at least one of one or more GPS coordi-
nates, and/or a temperature, and/or an orientation parameter
of a device that generated the annotation signal.

48. The method of claim 235, wherein the pre-recognition
stage 1s a first degree of recognition.

10

15

20

25

30

35

40

45

50

56

49. The method of claim 25, wherein the pre-recognition
stage 1s a continuum of recognition ranging from a minimal
recognition to a complete recognition.

50. The method of claim 25, wherein the slicing stage
includes at least slicing the annotation environment signal
into one or more temporal segments.

51. The method of claim 25, wherein the marking stage
includes marking segments of the annotation environment
signal based upon at least one of one or more GPS coordi-
nates, and/or a temperature, and/or an orientation parameter
of a device that generated the annotation signal.

52. The method of claim 27, wherein the pre-recognition
stage 1s a first degree of recognition.

53. The method of claim 27, wherein the pre-recognition
stage 1s a continuum of recognition ranging from a minimal
recognition to a complete recognition.

54. The method of claim 27, wherein the slicing stage
includes at least slicing the annotation environment signal
into one or more temporal segments.

55. The method of claim 27, wherein the marking stage
includes marking segments of the annotation environment
signal based upon at least one of one or more GPS coordi-
nates, and/or a temperature, and/or an orientation parameter
of a device that generated the annotation signal.

56. The device of claim 28, wherein the pre-recognition
stage 1s a first degree of recognition.

57. The device of claim 28, wherein the pre-recognition
stage 1s a continuum of recognition ranging from a minimal
recognition to a complete recognition.

58. The device of claim 28, wherein the slicing stage
includes at least slicing the annotation environment signal
into one or more temporal segments.

59. The device of claim 28, wherein the marking stage
includes marking segments of the annotation environment
signal based upon at least one of one or more GPS coordi-
nates, and/or a temperature, and/or an orientation parameter
of a device that generated the annotation signal.

60. The computer-program product of claim 38, wherein
the prerecognition stage 1s a first degree of recognition.

61. The computer-program product of claim 38, wherein
the prerecognition stage 1s a continuum of recognition rang-
ing from a mimimal recognition to a complete recognition.

62. The computer-program product of claim 38, wherein
the slicing stage includes at least slicing the annotation envi-
ronment signal into one or more temporal segments.

63. The computer-program product of claim 38, wherein
the marking stage includes marking segments of the annota-
tion environment signal based upon at least one of one or
more GPS coordinates, and/or a temperature, and/or an ori-
entation parameter of a device that generated the annotation
signal.
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