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Obtain iﬁiage sequence of
subject scanned by the

MMW 1mager

602

Perform optional Spatial_;é dian
filtering of each of the 2D MMW
images 1 a concurrent manner

604

Carry out a two-class segmentation,
based on MMW brightness, of the
3D image formed by the simple oU6
aggregation of all the MMW 1mages

FEstimate height in the images of the top and

bottom of the subject’s torso to partition the

rows of the original timages in three groups:
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608

Transform the MMW nmage
sequence to a Row Evolution
Image (REI) sequence

610

Perform median filtering
of each of the REIs 012

Extract valley and ridge edge

features in each of the REIs 014

TO 616
FIG. 68
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FROM 614
F1G. 6A

Detect candidate threat

teatures in the given REI 016

Crather all c&ndidate threats from

the separate REIs into a single 31D image b1

Determine the vertical spatial
expanse ol the candidate threat 520
regions in the 3D image

Accept as threats those
candidates with significant 627
spatial expanse

Convey the detected threats to the system

user by overlaying results onto the 624
original imagery in an eye catching color

FIG. 6B
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Determine the subset, S, of the
input sequence that includes
the frontal view of the subject

702

Erase any bright specs from the
background and filling any holes
in the foreground to clean each
image 1n S to obtain §°

704

I'd'entify the connected component
(' of image that has the largest area

706

_Calculate thé centroid aﬁd

bounding box of C. Penote 708
the centroid by ¢

[dentify the rows corresponding
to the top third of the subject’s
body using the upper edge of
the above bounding box

710

Estimate the location of the subject’s elbows
by finding the two pixels on the perimeter of
C that lie on the top third of the subject’s body
and which have the maximal displacement to
; the left and right of the centroid

/12

10714
FIG. 7B

FIG. TA
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FROM 712
FIG. 7A

Append the elbow coordinates 14
to list of estimated elbow locations

Idehtify the frame F where the left and

right elbows have equal and opposiie 715
displacement tfrom the centroid

Designate by e the row number of the
row number of the higher of the two
elbows in Frame F

710

[dentify t théuapproximaté top of the
torso, 1.e. the shoulder height to be 718

t = e + (| below the elbow row

) Predict b, the apprn}iimate: bottom

of the torso using predetermined
values €, and 05 as: 720

5=NF-93WY~I)—93

Provide f and b
{27
as outputs

FIG. 7B
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Determine the height, Ny, width,
N+, and number of frames, N, of 000
the mput spatial image sequence

Allocate space for Ny row evolation
images, cach of height, N, and width,
Ny, 1n memory

r

804

For each index value 1n the ranges,
[<i<N, [<j<Ny, [<k<Ny, store at
the location of the pixel at row i 005

and column j of REI £, the brightness
of the pixel at row & and column j of

image i of the mput sequence

FIG. 6
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Perform row-wise followed by
column-wise convolutions of image 90?2

with 7 filters

Combine the images from the previous
step to compute the 1mage ot dominant 904

local orientation &,

Use 8 ,to compute images G99 and H?4,
the net response of the

filters upon being stecred to the direction I
of the dominant local orientation
Combine the images GY and Y4 to 008

obtain the images E(€,) and @

Calculate the 1images

310
Avalleys 80d ARidges

| Obtain the 1mMages

Vand W 912

FIG. 8
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Filter image S by erasing bright specks of

noise from the background and filling in
any holes in the foreground and forming

a filtered 1mage S

1002

Identify the countours in S7, bounding
the left and right sides of the foreground, 1004

and denote them by L and R respectively

Find and filter any anomalies in the foreground
of the torso of image S™ and provide images
S and an image L, which 1s an mdicator of
extended regions that are likely to be threats

1006

Compute the product of the ¥ and S provide
as an output an image Vs that indicates 1008

strength of valleys in the foreground

Compare timage Vg to a predetermined

parameter &1 to obtain binary image ¥ rg 1010

TO 1012
FIG. 10B

FIG. 10A
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FROM 1010
FIG. 10A

Using hysteresis thresholding, compare Vrg

to predetermined hysteresis threshold values 1012
0;and &, to obtain V' "

Compﬁte the product of the images
W and §°" and provide as an output
the image Wrg

1014

Compare Wrg to a predetermined threshold
value and provide as an output image W rg 1016
of those pixels that exceed the threshold value

Create image B as the complement

of binary image .S’ 1017

Carry out morphological dilation of
B, and provide as an output image
B’ that depicts an expanded
version of the background

1018

Determine which of the connected components
of V' 'r¢ have any overlap with the non-zero 1020

pixels of B” and indicate them by image V" 1,080

10 1022
FIG. 10C

G, 10B
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FROM 1020
~1G. 10B

B

Apply hysteresis thresholding to Vi,
using a predetermined upper threshold value

0 ; higher than that used in Step 1012, 1622
to obtain a binary image V' g

Create images 7; and 75 and each of which
has an initial pixel values the union of 1094
V" TouchsG.s V' kG, and L

Create the binary image V' pociduai

by subtracting V"’ “rpucnpc. from V' g 1026

Identify the set of “connected
components” of V' posivnai 1028

I'or each connected component C,
determine whether it is likely to be
clutter; if it is not clutter, assign to 10302

> the union of 75 and C

TO 1030b
F1G. 10D

FIG. 10C
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FROM 1030a
FIG. 10C

oy

For each connected component C of V' p.eigu that is

Judged not unlikely 1o be clutter, determine whether a suitable
path exists from the endpoints of C to the background; if there 1030b
1s a suitable path, assign to 7 the union of 7; with C

Create the binary image D by and AND operation
of ¥ rg and the complement of S 1032

- I
Obtain 1mage from D by discarding those of its

distinct regions that span fewer than a 1034
predetermined value, €5, of rows of the REI

Determining which of the connected c:ompoﬁents
of V" rg that overlap non-zero pixels of, D’ 1036

and form a binary image UJ

Discriminate between features in U to form
images K; and K, of the more likely threats 1038

and less likely threats respectively

Augment both 7; and 7, through union operations
with K;, and augment 7> by a union with K 1040

Provide as an output the binary images 7; and 75 1049

FIG. 10D



U.S. Patent Jul. 17, 2012 Sheet 19 of 32 US 8,224,021 B2

Filter the i'mage S to obtain a binary image S by
erasing bright specks of noise from the background 1102
and filling in any holes in the foreground

Detect anomalies 1 edge contours of the foreground

and provide as an output the images 5™ and L 1104
and the contours L and R

Estimating the gap between

the subject’s legs 106

Performing a Boolean And operation
of L and S ypncap and provide as an 1108

output the result L

Determining the set of

connected components mn L 1l

For each connected component of L,
determine 1f the detected anomaly 1s due to

clutter, 1f 1t 1s clutter, remove the component
from L and name the result L

1112

Remove pixels from L that are very close
to the foreground-background edge contours 1114
and provide as output the result L’

10 1116
FIG. 118

FIG. 11A
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FROM 1114
FIG. 11A

b

Caﬁy out the morphological opening L~ 1116
and provide as an output the resuit as L™

Create image B as the

complement of binary image 5’ 1

Compute the product ot the ilﬁ-ﬁges V
and S Noncap and name it, Vg

1118

Compare image Vy to a predetermined

C . : 1120
parameter, &, to obtain binary image V'

Use hysteresis threshd]dingg compare Vrgto a
predetermined hysteresis threshold values, € 1192

and 92 to obtain V”FG
Compute the product of the 1tmages W and §™°

: - 1124

and provide as an outpui the image Wrg

Compare Wi to a predetermined threshold
value and provide as an output image W '

1126

Create image B as the complement

of binary image S’ 11208

TO 1128

FIG. 11C
FIG. 11B
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FROM 1126a
FIG. 11B

o

Carry out morphological dilation of B, and
provide as an output image B’ that depicts 1128
an expanded version of the background

Determine which of the connected components
of V" 'r have any overlap with the non-zero 1130

pixels of B’ and indicate them by image V" youchrc

Apply hysteresis thresholding to Vi,
using a predetermined upper threshold value,

04, higher than that used in Step 1122,
to obtain a bmary image V'™,

1132

Create 1mages 71; and 71, and each of which
has an 1nitial pixel values the union of 1134
V" TouchFG: V' ' re, and L

Create the binary 1mage V' 'posidual by

: s ., 1136
substracting V' s cnrg from V

Identity the set of “connected
components” of V' peciduat

1138

TO 11403

FIG. 11D

FIG. 11C
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FROM 1138
FIG. 11C

|

I'or each connected component C, determine
whether 1t is likely to be clutter; if it is not 11404
clutter, assign to 75 the union of 7> and C

For each connected component C of V' pagig. that 18

judged not likely to be clutter, determine whether a suitable

path exists from the endpoints of C to the background; if
there 1s a suitable path, assign to 7, the union of 7; and C

1140b

' Create the binary iniage D by an AND operation

of V''r; and the complement of S 1142

Obtain .image tfrom D" from D by discardiﬁg those
distinet regtons of 12 that span fewer than a 1144

predetermined value, &5, of rows of the REI

| Determining which of the connected
components of V' 'rs overlap non-zero 1146
pixels of D" and form a binary image U

Discriminate whether the features having a lower

than expected image intensity may be threats and
form images K; and K of the more likely threats 1143

and less likely threats respectively

TO 1150
FIG. 11E

F1G. 11D
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FROM 1148
FIG. 11D

I

Augmenf both 7; and T, through union
operations with K;, and augment 7> by 1150
a union with K>

Peffbrming a Boolean
AND with K;and S

1152

Applying morphological opening on the
result of the Boolean AND operation in 1154
step 1152 and provide as an output K;’

Perform a Boolean AND
operation on with K; and 8§

1156

Applying morphological opening on the
result of the Boolean AND operation in 1158
step 1156 and provide as an output K’

Augment both T ; and 15 through
union operations with X;’, and T 1160
by a union with K>’

Output the binary

images 7; and 7 1162

FIG. 11E
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Create four structuring
elements ey eg if 1

1202

Mmrphﬂlﬂgica-l-l.jf close the image .S
using the structuring element ¢; and 1204

provide as an oudput the result, 5 o7

Morphologically close the image §°
using the structuring element er and 1206

provide as an output the result, S'gp

Cafcﬁlat;{he product of images S',;, and

1208
S, and name the result, S,
Calculate the difference image
of the binary images S'p and 8§ and 1210

provide as an output the result D

Mﬂrpholﬂgicél-ly close the image S~
using the structuring element i;, and 1212
provide the result 87y

Morphologically close the image 5
using structuring element /p, and 1214

provide the result 5

Calculate the product of image.é Dand Sy

. 1216
and provide the result as an output, Dy

TO 1218
FIG. 12b

FIG. 12A
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FROM 1216

FlG. 12A

Calculate the product of images D
and Sz and provide the result as 1218

an output, Dy

Morphologically reconstruct with
D); serving as the marker tmage and

é . . 1220
[ as the mask 1image and provide the
resuit as £ ; as an output
Morphologically reconstruct with
Dp serving as the marker 1mage and 1999

D) as the mask 1image and provide the
resuit as /) g as an output

Callgﬁ.late the product of 1mages
[’k and D, and provide the 1224
result as an output L

Perform the Boolean OR operation
of images 5 and L, and provide the 1226

result as an output S

FIG. 12B
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it with the pixel values of S 1902

Tdentify the contours in image S bounding
i the left and right sides of the foreground
- and denote them by L and R respectively

1304

Determine the hortzontal displacements
L () -L (»-1) and [R(y)-R(y-1); and
compare the horizontal displacements with a
predetermined threshold to determine whether
there are points on L and R where the foreground-
background contours exhibit abrupt jumps

1306

- For each row where there is a break R

that was identified in step 1306, perform 1308
| Steps 1308a through 1314

Identify a rectangular region of interest (ROI)

extending downward and substantially to the 13084
right ot the identifed breakpoint

Perform a binary segmentation
of the pixels in image R in the
ROI 1dentified 1 step 1308a

1310

Identify a subset of the ROI identified
in step 1308 as those pixels that lie to

1312

the left of the line joining the points
on R at rows y; and y, + 05

TO 1314
FIG. 13B

FIG. 13A
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FROM 1312
FI1G. 13A

B S

Set the values of pixels in S that belong to the subset
of the ROI identitied in step 1312 to 0 or 1 according 1314

to the results of the segmentation of Step 1310

For each row vy, where there 13 a break 1318

in L, pertorm steps 1316a through 1322.

[dentify a rectangular region of interest (ROI)
extending upward and substantially to the lett
of the i1dentified breakpoint

1316a

Perform a binary segmentation of the pixels

i 1image R in the ROI 1dentified 1n step 1316a 1318

| [dentify a subset of the ROI identitied in step 1316a
| as those pixels that lie to the right of the line joining 1390

the points on R at rows y and v, - 0

Set the values of pixels in §° that belong to the subset
of the ROl identified in step 1320 to 0 or 1 according 1322

to the results of the segmentation of Step 1320

[dentify the contours in the resulting image & that
bound the left and right sides of the foreground, and 1324

denote these updated contours by L and R respectively

Create a binary 1mage 1. and set to 1 those of

1ts pixels that have value O m Sbut 1 in 5 1526

FIG. 13B
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Find the number of rows, T , spanned

. 1402
by the non-zero pixels of F

If T 1s less than a predetermined threshold

value, 0, , label the feature as not being 1404
clutter, and omit further steps

Calcﬁ-lf;‘-[e the horirzontal distance valuéé
d; and dp of the feature from L and R

for each of the rows it spans

1406

Calculate the minimﬁm values m; and mp
- attained by dy and dp Denote by m; g the 1408
lesser of my and mp

Compute the straight Iines that best 11t &; and dg 1410

Compute measures of deviation of d; and dp
from their respective straight line fits and 1419

denote them by 0, and 0,
1414

Ccrmpilte"ﬁine binary scores (0 or 1) by comparing the values
of S;, Sp, 0;, Op, and mL,R against predetermined

threshold values €, through 6,

feature’s likeness to clutter as the weighted 1416
sum of the nine scores of step 1414

[f the composite score of the previous step falls

below a predetermined threshold, &;;, declare

the feature as one likely to be clutter, otherwise,
the feature may be a threat

1418

FIG. 14
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Locate the right and left endpoints,

r. and [, of the feature 1n F 1502

Create“a-binary image G indicating a
specific region of interest extending 1504
upward and mostly rightward from r,

Create a regi'bn of interest extending
downward and mostly leftward from
[. and add this region of interest to G

1506

Modify G to create G’ by performing a
Boolean AND operation with G and § and
the complement of the binary image W

1508

Creﬁte a binary 1mage £ whose
only non-zero pixels are the
endpoints of the valley feature

1510

| Morphologically reconstruct using £ as the
marker image and G ‘as the mask image and 1512
provide as an output the resultant image, H

Perform a Boolean AND operation of H
with B, the slightly expanded version of 1514
the background, and denote the result, as H-

Determine 1f there are any non-zero pixels in /-
[f yes, it indicates that a necessary condition for
extending the valley feature up to the background
1s met and declare the feature to be extensible. It
not, declare the teature not extensible

1516

FIG. 15
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Compute the median values my and mp of

the image brightness of the foreground and
 background areas of R based on the binary
segmentation indicated by §

1602

[dentify the contour M that 1s midway between
L and R, thus indicating the position of the 1604
middle of the foreground in the REI

l Identity the connected components
| of I/ and for each, follow Steps
16064 through 1616

1606

Determine whether Cglllikely due to

clutter. If yes, skip to next component foloa

l I£ C is likely due to clutter, skip to the next
component. If not compute the median value of

the image brightness in image R of the pixels of C

1608

Calculate a ﬁéasure of the relative
brightness of C using:

b = (mc - mp)/(mp - mp)

1610

If B exceeds a predetermined threshold value O,

skip to the next component and return to step 1612
1606 otherwise, estimate the orientation of C

10 1614
FIG. 168

FIG. 16A
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FROM 1612

Fl1G. 16A

If the estimate formed 1n Step 1612 indicates
that C has substantially an anti-diagonal orientation,

add 1t to image K; through a union operation with (. 1614
If not, skip to the next component step 1606
If £ is below a predetermined threshold value
05, where 8 is lower than € ;, augment K 1616

by a union operation with C

Return K; and K> as indicating features

that exhibit brightness and orientation 1618
attributes of threats

Fl1G. 168
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Identify the cdntour M that 1s
midway between L and R

1702

Construct a non-binary image 1J which
indicates the horizontal distance of non-zero 704

pixels in S to the background. Set the values
of other pixeis of D to zero

Find the minimum value attained by
the width of the foreground using 1706

myy = min|R(y} - L{y)

Set a distance thIE:Sh(jld

1708
dy = my, + 0

éompare the values of pixeis in D to a predetermined
threshold value dr and provide as an output a binary

image SnonGap that is non-zero at those pixels are whose
values in D are greater than zero but less than dr

1710

FIG. 17
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METHOD AND SYSTEM FOR AUTOMATIC
DETECTION OF A CLASS OF OBJECTS

CROSS REFERENCE TO RELATED
APPLICATIONS

This application claims priorty to Provisional Application
Ser. No. 61/036,634, filed Mar. 14, 2008 and incorporated
herein by reference

BACKGROUND

These teachings relate generally to method and systems for
detecting objects concealed on a body.

The task of Automatic Threat Detection (“ATD”) 1s to
automatically sense and detect objects that may be concealed
on a body and may constitute a threat. Typically, an ATD
system uses some form of sensor to provide detection of
objects and provide an alarm when needed. Although metallic
objects can be identified using well known and ubiquitous
metal detectors, the detection of non-metallic objects 1s more
problematic and other forms of detection must be used. Some
forms of ATD systems provide imaging a body and these
systems must be able to distinguish discrete parts of an 1mage
or 1mages that are likely to be objects that are classified as
dangerous or as threats from those parts of the image that are
likely to be benign.

One form of detection that may be used to identily non-
metallic objects 1s the use of passive millimeter wave
(“MM W) radiation. In a passive system, the MM W radiation
1s detected by a MMW recerver, typically some form of
MMW camera that images the body at one or more desired
frequencies and provides one or more 1images of the body for
analysis. These 1images are analyzed to determine the pres-
ence of non-metallic objects, 1n addition to any metallic ones,
that may be considered to be threats. Although the prior art
has used MM W radiation to detect non-metallic objects, there
are several possible improvements with the prior art.

Among the problems in the prior art 1s that the appearance
of benign parts of the subject’s body often mimics that of
threats in the MMW 1magery. Threat-free parts of the human
body do have shades of lightness and darkness 1n the MMW
imagery. There 1s often no clear-cut way of deciding whether
a dark region 1s a benign part of the body or a true threat.
(Benign regions of the image that are similar to threats 1n
appearance are termed “clutter”.) The availability of images
of the subject as they move 1n front of the camera allows a
human observer of the MMW 1magery to form judgments
about subtle differences 1n the manner in which true threats
traverse the field of view vis-a-vis the progression of clutter
regions.

The prior art has attempted to make similar judgments
through computer algorithms by analyzing the MMW 1mage
frames one at a time and extracts candidate threat information
from separate frames and then combines it by some subse-
quent technique of data association and tracking over time.

BRIEF SUMMARY

An embodiment of the apparatus of these teachings for
providing automatic object detection for objects of interest
includes a millimeter wave camera having a field of view and
that detects millimeter wave radiation within the field of view.
The preselected class of objects of interest are all those that
are not normal human body parts, or the background. The
MMW camera also provides a sequence of spatial images
about the periphery of the body. The apparatus also includes
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image processing system coupled to the millimeter wave
camera that 1s operative to transform the sequence of spatial
images of the body 1nto a plurality of spatio-temporal images
and classily each of the plurality of spatio-temporal images
according to its location within the body’s image. This 1s
referred to as a Row Evolution Image (“REI”). The REIs
clfectively exploit the rotation of the person with respect to
the camera to facilitate the task of detection. Within each row
evolution 1mage, the image processing system 1dentifies val-
ley edges and ridge features. The image processing system
then identifies an object (also referred to as an object of
interest) as a function of the 1dentified valley edges and ridge
features 1n each REI. The object detection system then pro-
vides an output that 1s indicative of an object that 1s a member
ol the preselected class has been 1dentified.

An embodiment of the method of these teachings for pro-
viding automatic object detection of a class of preselected
objects includes: Obtaining a sequence of 1mages about the
periphery of a body from a millimeter wave camera. Process-
ing the sequence of MMW 1mages to form a plurality of row
evolution images (“REI”). Classifying each of the plurality of
row evolution 1mage according to 1its location within the
body’s 1image. For each of the plurality of REI, 1dentifying
valley edges and ridge features 1n each image. Identitying an
object that 1s 1n the preselected class of objects of interest as
a function of the identified valley edges and ridge features 1n
cach REI. In the event that an object 1s detected, providing an
output indicative of the presence of a detected object.

For a better understanding of the present teachings,
together with other and further needs thereot, reference 1s
made to the accompanying drawings and detailed description
and 1ts scope will be pointed out 1n the appended claims.

BRIEF DESCRIPTION OF THE DRAWINGS

FIGS. 1a-1c¢ depict a block diagram of an embodiment of
an automatic object detection system of these teachings;

FIG. 2 shows a sequence of 5 exemplar images received
from a MMW camera;

FIGS. 3a and 36 depict how a row evolution image (REI) 1s
formed from a sequence of MMW 1mages such as 1n FIG. 2;

FIG. 4 1s a row evolution 1image depicting valley features;

FIG. 5 1s a row evolution 1image depicting ridge features;

FIGS. 6a and 65 depict a tflow chart depicting an embodi-
ment ol a method of carrying out these teachings;

FIGS. 7a and 7b depict a flow chart depicting an embodi-
ment of estimating the torso of a body in accordance with
these teachings;

FIG. 8 1s a flow chart depicting an embodiment of forming,
row evolution 1mages 1n accordance with these teachings;

FIG. 9 1s a flow chart depicting an embodiment of extract-
ing valley and ridge features 1n accordance with these teach-
Ings;

FIGS. 10a-104 depict a tlow chart depicting an embodi-
ment of detecting a threat on the torso of abody 1n accordance
with these teachings;

FIGS. 11a-11e depict a flow chart depicting an embodi-
ment of detecting a threat on the legs of a body 1n accordance
with these teachings;

FIGS. 12a-12b depict a tlow chart depicting an embodi-
ment of distinguishing anomalies 1n the foreground of a torso
REI 1n accordance with these teachings;

FIGS. 13a-13b6 depict a tlow chart depicting an embodi-
ment of distinguishing anomalies 1n the foreground edges of
a leg REI i accordance with these teachings;
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FIG. 14 depicts a flow chart depicting an embodiment of
detecting and distinguishing clutter 1n accordance with these
teachings;

FIG. 15 depicts a flow chart depicting an embodiment of
estimating the extensibility of a trajectory of a feature 1n
accordance with these teachings;

FIGS. 16a-165 depict a flow chart depicting an embodi-
ment of distinguishing between potential threat features in
accordance with these teachings; and

FI1G. 17 1s a flow chart depicting an embodiment of distin-
guishing of the gaps between abody’s legs in accordance with
these teachings.

DETAILED DESCRIPTION

FIGS. 1a-1¢ depict an embodiment of an automatic threat
detection (ATD) system 1n accordance with the current teach-
ings. In particular, the system 100 includes a millimeter wave
(MMW) camera 102 having a field of view 101 within which
a subject 103 1s standing within an enclosure 105. The field of
view 101 includes the interior of the enclosure 105 that at
least partially encloses the subject 103 to reduce the effect of
external MMW radiation that could be sensed by the MMW
camera 102 thereby increasing the noise 1n the system or
altering the contrast in the images, making false positive
readings more likely. In the present teachings, the MMW
camera 102 provides a sequence of images of the periphery
subject 103. In one embodiment, the subject 103 may stand on
a platform 109 and may either rotate in front of the MMW
camera 102 or the platform 109 itself may be powered and
rotate the subject 1n front of the MMW camera 102. In this
way, the subject 1s imaged about their entire body. In another
embodiment, the MMW camera 102 may be aflixed to a
mechamism 107 that causes the camera to rotate the camera
102 about the subject 103 to image the entire periphery of the
subject 103. It should be understood that although the subject
depicted 1n the figures 1s human, this techmque may be used
on any living animal or person. Thus, the use of the term body
should be understood in a broad sense to encompass both
people and animals. It should also be understood that the term
objects 1n the present teachings can refer to any object and 1n
particular, refers to a class of preselected objects that includes
knives, weapons, explosives, and other objects that may be
dangerous and prove to be a threat to other people, vehicles,
buildings, or the general surroundings.

The MMW camera 102 provides a sequence of images, 1,
L, ...Iyas depicted in FIG. 2a. FIG. 2 depicts a set of five
image frames taken by the MMW camera 102. Images 1n the
sequence that were free of any threats would appear to be
composed mostly of bright pixels, while the background
behind the subject would appear to consist of dark pixels.
When a subject does conceal a threat, the pixels at that loca-
tion would be dark in comparison to the pixels of the sur-
rounding parts of the subject’s body. In the sequence of
images depicted 1n FIG. 2a, the second and fourth frames
show an example of a concealed threat 202 and 204 respec-
tively.

The sequence of 1mages 1s received by a threat detection
image processing system 104 for processing. The images may
be filtered using commonly known techniques such as a
median filter 106. The filtered sequence of 1images are then
segmented into two classes by segmentation module 108 and
concurrently with the segmentation, the height of the torso 1n
the 1mage 1s estimated by estimation module 110. In one
embodiment when detecting objects on humans, the subject
stands with their elbows bent and their hands near their ears as
they rotate in order to allow the MMW camera 102 to image
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their entire torso, legs and arms. Elbow locations can then be
estimated using 1mage analysis and the general knowledge of
the characteristics of the subject and the knowledge that the
stance ol each subject will be similar. The 1images that are
likely to come from the most direct frontal view of the subject
103 are identified and the approximate shoulder height 1s
estimated from these 1mages. The shoulder height, in con-
junction with a preexisting anthropometric model of the sub-
ject, 1s used to predict the subject’s crotch height and the
spatial 1mage 1s partitioned 1nto three groups of rows by
partition module 112: these groups include the arms, torso,
and legs.

The filtered sequence of 1images are provided to the row
evolution 1mage (REI) module 114 that i1s responsible for
converting the sequence of 1images received from the MMW
camera 102 1nto a sequence of REI. The sequence of images
[,,L,,...Iy(see FIG. 2b) formed by the MMW camera 102
1s a sequence of spatial images formed 1n distinct time peri-
ods. Each image of the sequence can be written as:

Hh =hHix, y)
h = hix, y)
Iy = Iy, y)

Where N 1s the total number of 1images in the sequence and
where X 1s the horizontal distance 1n the field of view ranging
from 1, ... N, andy is the vertical distance 1n the field of view
ranging from 1, . . . , Ny-Moving from one column to the next
in an 1mage frame corresponds to incrementing the x coordi-
nate, and from one row to the next corresponds to increment-

ing the y coordinate.

In general the rotation of the subject 101 causes features on
the subject’s body, when imaged at different times, to show up
at different lateral positions in the field of view over time, 1.¢.,
at different locations in different 1mages of the sequence.
However, the features appear 1n each image of the sequence,
when they appear, at approximately the same height 1n each
image in which the feature 1s visible. Thus, because the v
coordinate indicates height 1n a particular image and corre-
sponds to row numbers of 1mage frames, an eflicient way to
accumulate information about a feature in the 1maged scene
would be to examine and analyze how brightness of an indi-
vidual row evolves over time through the entire sequence of
spatial images. Thus, each row of an 1image in the original
sequence 1s assembled, 1n consecutive order, with the corre-
sponding row with the same y index of each other image in the
sequence to form a spatio-temporal row evolution 1mage
(REI)

Thus, each 1mage row, in each 1mage, 1n the entire original
sequence of spatial images 1s to be expressed through a new
sequence ol such spatio-temporal images R;, R,, . . . R,
corresponding to rows at height y=1, 2, . . . Ny respectively
(See FIG. 2b). Moving from one column to the next 1n one of
the new 1images R, corresponds to incrementing the x coordi-
nate i the camera’s field of view, just as in the original
images. However, moving from one row to the next ol the new
image R, corresponds to incrementing the frame number 1n
the original sequence of images. The partitioning of the rows
of the spatial images by module 112 provides a partitioning of
the REIs into the three groups mentioned above—arms, torso,
and legs.




US 8,224,021 B2

S

FIGS. 3a and 356 depict how an example of an REI con-
structed from one of the rows of the MMW image sequence
depicted i FIG. 2. The dark areas 302 on the left and right
sides of the REI are the background, the bright region 304 1n
the middle shows the brightness of the subject at a specific
height as the entire periphery of the subject 1s 1imaged by the
MMW camera 102, as depicted in FIG. 3a. The undulating
left and right borders of the bright region 306 are a conse-
quence of some degree of inevitable lateral swaying when
subjects rotate.

One advantage of using an REI to detect threats, including
non-metallic ones, 1s that the time dependence of the bright-
ness of one or more feature 1n the scene 1s explicitly found and
analyzed. Thus, threats may be discriminated from non-
threats by examining and analyzing features 1in the REIs that
exhibit certain predetermined properties, described in more
detail below. Due to the spatio-temporal character of RFEIs,
the accumulation of information from 1mages taken at differ-
ent times happens in the normal course of extracting features
in these REIs, which 1s a distinction and improvement over
prior art.

Often threats may be physically small-to-medium sized
items that may used as “handheld” threats, e.g., knives, pis-
tols, grenades, CDs etc. A characteristic feature within an REI
indicative of these types of objects 1s a serpentine ribbon of
dark pixels extending from one side of the foreground region
to the other. Physically this 1s due to the object appearing from
behind the subject at a first point 1n the subject’s rotation,
continuing across the field of view of the MMW camera 102,
and disappearing behind the subject at a second point in the
subject’s rotation. These dark pixels that are indicative of this
feature may be referred to as “valleys” or “valley edges”. This
nomenclature, commonly used in the computer vision and
image processing literature, 1s due to the fact that the image
brightness values correspond to the height values of an undu-
lating surface atop the image grid, these less-bright features
correspond to valleys or lower height areas within the surface
image. Similarly, the brighter features correspond to ridges or
higher height areas within the surface image. Typically, the
valley and ridge strengths represent how low and how high the
valleys and ridges extend. A mathematical formulation 1s
provided below. In the absence of any threats on the subject’s
body, the foreground region 1s free of such kinds of valleys.
FIG. 4 depicts a valley traversing the foreground from right to
left across an REI with darker intensity denoting higher
strength. As depicted 1n FI1G. 4 of the different valley features
between the left and right sides the foreground, the most
prominent 402 1s the one caused by the actual threat depicted
in FI1G. 2. As depicted 1n FIG. 5, the rnidge strength map with
darker 1ntensity depicting higher strength, 501 and 3502 are
ridges along the left and right sides of the foreground. Note
the gaps 504 and 506 created 1n the ridges along the left and
right sides of the foreground at the points close to the end-
points of the threat valley of FIG. 4.

Even 1n the absence of threats, the system will include
noise and, 1n addition, clutter may also be found 1n the image.
The system may erroneously identify this noise or clutter as a
threat and provide a false positive warning without proper
analysis. Noise and clutter within an REI tends to be diffuse
areas ol dark pixels that, 1n many cases, do not extend across
as large a portion of the REI as do legitimate threats. Physi-
cally, this 1s due to the clutter not being atfixed to the person’s
body and rotating throughout the entire image. In the current
teachings, the rejection of clutter-happens during the process-
ing of each individual row evolution image.

The processing of each of the REIs in the three groups in
modules 113, 114 and 115 shares a common structure, and 1s
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depicted in FIG. 1¢. Each individual REI may be filtered to
improve certain aspects of the images. For example, median
filtering may be performed on each of the plurality of REI
images, 1n parallel with one another, by median filter 116.
After filtering each of the plurality of REI images, the valley
and ridge features described above can then be 1dentified.

The valley edges and ridges 1n a REI may be 1dentified and
quantified using a family of image feature filters known in the
art as steerable filters. Steerable filters, as described in W. T.
Freeman and E. H. Adelson. “The Design and Use of Steer-
able Filters.” IEEE Tramnsactions on Pattern Analysis and
Machine Intelligence. Volume 13, Number 13, pp 891-906,
September 1991, and included herein by reference, adapt the
computations to optimally follow the desired features despite
their seemingly meandering paths through the 1mage. A fur-
ther advantage of steerable filters 1s the ability to locate ridge
edges (ribbons of bright pixels) as well, with a relatively
minor burden of additional computations.

Steerable filters may be designed to filter any desired spa-
tial scale to identity particular features in an REI. For a
steerable filter the x-y separable basis set of the impulse
responses for filters based on the second dertvative of Gaus-
sian may be denoted by g , g,, g and, to emphasize the
separability of these filters, they may be expressed 1in terms of
simpler factors g, 2, 2 as follows.

¢ =0.921302x% — 1) ¥ +%)

= (092132 = D& Y |uee - (€7 ) |uey
= 8r1() lu=x  &r2(t0) |i=y

2

i

upon defining gy (u) = 0.9213(2u* — 1)@‘“‘rz g pu)=e

gp =1 .843xyf_(12+3”2)

2

= (V1883 ue™) | e - (V1883 ue™)

W=V

= gr3(0) lu=x - &53(1) lu=y

2

i

upon defining gr3(u) = V' 1.843 ue™

g, = 0.9213(2y% — D) ¥*+>%)

- (c)

= gr2(u)

er (0921322 = De ) |y

i=x "&f1 (H) |H=y

using above detined gy (1), gr2 ()

The x-y separable basis set for filters for the Hilbert transtorm
{1t to the second derivative of Gaussian and are denoted as h_,
h,,h_, h;and expressed interms of simpler factorsh,, he, h .
h,, as follows.

fy, = 0.978(=0.7515+ xz)yig—(x%ﬁ)

= (0.978(=0.7515 +12)e™ ) | ey - (ue™")|

W=V

= hpa(u) lumx ~hyp3 () s,

upon defining A 4(0) = 0.978(=0.7515 +12)e ™, hys(u) = ue™

he = 0.978(=0.7515 + y?)xe = +7°)

o -(0.978(=0.7515 + u?)e™ ) |.c,

= (HE

H=x hf-fil(”) |H=y
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-continued

using above detined f¢3(ut), fir4(1)

h, = 0.978(=2.254y + y>)e(+°)

= (7 )]s

= hpo(tt) ly=x ~F171(0) 4=y

(0.978(=2.25u + e )|y

using above detined A7y (1), £ ra(u)

These expressiops tfor g4, 20, 2. l}ﬁj hy, hy, and he, when
evaluated at equi-spaced values of independent parameter u,
yield the finite impulse response coetlicients for the steerable

filters. The 1mplicit choice of spatial scale 1n these expres-
sions is 1/V2.

A sample spacing ol 0.67 1s appropriate for calculating
filter coefficients at spatial scale 1/V2. To allow a steerable
filter to extract features of some specifically desired scale 1n
the REI, the spacing between samples can be adjusted. For
coefficients for filters of spatial scale &, one must select a
sample spacing Au that conserves the product of the scale and
spacing. That 1s:

—(0.67)
Au =

The impulse response coellicients are then used 1n each of
the corresponding pairs of steerable filters, 1.e., (2.2, ), (25
22)s (€0:8n), (h,h0), (hehy), (hehy ). Each pair of coetli-
cients are convolved row-wise and then column-wise respec-
tively with the corresponding REI to obtain the images G _,
G,, G, H, H,6 H, H,. From these, the image G, the
response of the second derivative of Gaussian filter rotated to
the dominant local orientation i1s formed. In a similar manner,
the image HY, the response of the Hilbert transform of the
second derivative of Gaussian filter rotated to the dominant
orientation, is computed. The images G and H" are used to
compute the oriented energy E(0 ) as the strength of the
quadrature filter pair response steered to the direction of the
dominant orientation using E(0 )=(G°)*+(H%)?, and the
pixel-wise local phase given by the image ¢=arg[G®4H".

The local phase immformation conveys whether the pixel
falls 1n the category of valleys, ridges, or some other feature,
and the oriented energy conveys the strength of the feature.
The strength of the valleys and ridges can be calculated using
a variety of functions. In one embodiment, it 1s useful to
turther accentuate the filtered output, over and above that
described 1n prior art, by squaring the values, as shown in the
following expressions for the images of phase preference

factors A and A tor valleys and ndges.

Valleys Ridges

cost () _Z << ~
AVGHEJRS — 2 2

0 otherwise

( 4( ) v o< R

cos'(¢) — << —

Aﬁidgfs = 3 2 2
0 otherwise
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The images V and W that indicate the valley and ridge
strengths respectively are computed as follows.

V=E (E'd)'AVaHeys (1)

W=E (ed’) .ARidges (2)

The valleys that the above technique helps identify are
preliminary candidates to be categorized as threats. The
nature of clutter 1s such that 1t 1s considerably suppressed by
the choice of features to pursue in the REIs and due to the
ability of the steerable filters to follow a particular feature
through 1ts path 1n the image. However, there will be unavoid-
able 1instances of clutter pixels that organize into valleys that
are compact enough and dark enough to enter the pool of
preliminary threats.

To further reduce the effect of clutter on the threat detection
system, an evaluation 1s made of the ribbons of bright pixels
lie along the left and nght edges of the foreground, 1.e. ridges
in the REI. These rnidges are broken in places where the
valleys of true threats cross them as they traverse the fore-
ground during the rotation of the subject. In contrast, the
valleys arising from clutter do not tend to cause such breaks in
the ridges at the foreground edges.

As discussed above, the valley and nidge features are 1den-
tified and provided to threat detection module 120, special-
1zed for each of the three groups of REIs, that 1s operable to
detect threats on the arms, torso and the leg. A part of the
threat detection 1s a clutter detection module that 1s operable
to analyze the REI’s valley and ridge data to determine if a
teature 1s likely clutter 1n order to reduce false positive indi-
cations. In the event that a candidate threat 1s detected and 1s
determined that it 1s not likely to be clutter, the particular
threat pixels from the REI are provided to 3-dimensional
image formation module 122 that assembles the threats from
all REIs. Module 122 converts the 2-dimensional REI images
into a 3-dimensional spatial representation that 1s then pro-
vided to measurement module 124 that determines the spatial
extent of the detected threat regions. This value 1s compared
to a threshold value by comparison module 126, and in the
event that the detected threat exceeds the threshold, an indi-
cator 1s provided to the operators of the system as a color
enhanced image, created by image enhancement module 128
as an overlay of the original image. The image may be
enhanced using color, grey scale, texture, or other enhance-
ments to provide an ease of examination for the human opera-
tors viewing the image. As can be seen, only 1n the event that
a potential threat 1s detected do the human operators view any
aspect ol the bodies of the people being imaged, thus preserv-
ing the privacy and dignity of the subjects being imaged by
this system.

In general, probable threats are identified by i1dentilying
valley features within a REI that satisty at least one of four
different conditions. The valley and ridge strengths may be
compared to one or more predetermined threshold values and
either ordinary thresholding, hysteresis thresholding, or both
may be applied to the values given by Equations (1) and (2)
above. These predetermined threshold values are selected to
be indicative of the strength of the valley features on the
foreground. In the present teachings, three different pre-de-
termined threshold values are used.

In the first case, the valleys with strength exceeding the
highest threshold value are deemed likely threats outright and
no further analysis 1s needed.

In the second case, the valleys with strength only exceeding,
the middle threshold value, but are less than the highest
threshold wvalue, are further examined to discriminate
between actual threats and clutter or noise. This additional
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analysis can include examining the end points of these valleys
and the valleys that have at least one of their endpoints at a
foreground-background transition edge are deemed likely
threats. As discussed above, actual threats tend to have appre-
ciable valley strength from the point they enter the field of
view up to the point of their exit from the field of view.

In the second instance, the remaining valleys that exceed
the middle threshold value but are less than the highest thresh-
old value are further examined to determine if these valley
features are clutter or a likely threat. In this instance, the
neighborhoods of each of the endpoints of these valley fea-
tures are examined as to whether a path, unobstructed by a
ridge edge, exists for extending the feature up to the back-
ground. The valley features that have such a plausible path are
then also deemed possible threats.

The valley features that only exceed the lowest threshold
but were less than the middle value threshold are examined
and the features of the valleys are analyzed. In particular,
those valley features that contain contiguous sets of pixels

having a MMW brightness that1s significantly low, and there-
tore threat like, are also examined. Such valley features may
be examined using one or more of the following criteria: if
these features have a predetermined number of particularly
dark pixels, have a predetermined median brightness of the
valley, have a dissimilarity from clutter, have an orientation
within a predetermined range with respect to the sides of the
foreground, or a combination of any of these tests may be
used and features that are detected by one or more of these
tests are then are deemed likely threats.

In addition to the identification of valley features, the fore-
ground structure 1s also analyzed to determine if there is
evidence of a wide threat traversing from the right side of the
REI foreground to the lett side. Suitable region features that
are positive for being a wide threat extending across the field
of view are also deemed likely threats.

When examiming and analyzing the subject’s torso, crev-
ices 1n the foreground regions extending from the background
edge 1nto the interior of the foreground region of the REI are
the kind of anomalies that suggest the presence of threats,
with the larger crevices corresponding to wider threats. The
spatial structure of the foreground area 1n the segmented REI
1s probed with the help of four specific image morphology
structuring elements, discussed in more detail below. For

morphological image processing, see generally the web page,
http://homepages.int.ed.ac,uk/rbl/CVonline/LOCAL_ COP-

IES/GASTERATOS/SOFT/2. HIM. The segmented REI is
subjected to morphological closing with each of these ele-
ments. The first closing fills 1n crevices starting on the left side
of the foreground, and all of the area to the right of the
foreground; the second fills the crevices starting on the right
side, and all the area to the left of the foreground. Their
intersection 1s an augmented foreground with the potential
anomalies, and occasionally benign undulations of the sides,
filled in. The area added to the foreground, D, 1s pruned to
keep just the likely threat related areas. For this the results of
closing of the foreground with the third and fourth elements
proves useful, since they lead to a conservative filling-in of
certain kinds of crevices, 1.e., crevices that are non-horizontal
in the RFEI, and thus likely to arise from threat traversing from
upper right of the foreground to the lower left. Only those
connected components of D are retained that intersect this
conservatively filled-1n subset of crevices. These regions are
returned as likely threats on the subject’s body. A modified
segmented REI, with the foreground augmented with these
threat regions, 1s also returned.

The 1dentification of anomalies that suggests the presence
of wide threats in the REIs of the person’s legs focuses on the

5

10

15

20

25

30

35

40

45

50

55

60

65

10

foreground-background interface contours. The presence of
naturally occurring gaps between legs in the interior of the
foreground makes the use ol the torso threat analysis less than
optimal 1n detecting threats on legs. Thus, the system needs to
predict the location of gaps between the legs to prevent those
regions being regarded threats. Points of abrupt discontinui-
ties 1n the foreground-background interface contours are used
to infer the possible presence of threats. At each such discon-
tinuity, a region of interest 1s demarcated, one that includes
the adjacent background pixels. In case some of these pixels
are actually due to a threat on the subject, they would likely
have an 1mage intensity that, while deemed more back-
ground-like 1n the original segmentation of the REI, would be
subtly different from the bulk of background pixels. To deter-
mine 11 this 1s the case, the pixels 1n just the above region of
interest are subjected to a two-class segmentation. The set of
brighter pixels 1n the result reasonably close to the point of
discontinuity are returned as tentative threat regions, with the
stipulation that further validation be applied to them before
accepting them as likely. A modified segmented REI, with the
foreground augmented with these threat regions may also be
examined.

One problem with automatic threat detection systems 1n
the prior art has been a large number of false positives. A
clutter detection module 1s provided to reduce the occurrence
of false positive indications. The geometric attributes of a
given feature, such as a valley edge, are examined to deter-
mine whether the feature 1s more likely than not to be clutter.
True threats traverse the field of view from the right to the left
in REIs, with gradually increasing and diminishing horizon-
tal distance to the foreground’s right and left sides respec-
tively. The closer the pertinent distance values are to zero at
the top right and bottom left of the feature, the more likely 1t
1s to be a threat. Features that run parallel to either side of the
foreground, appear to meander within the foreground, appear
to traverse from left of the field of view to the right, or do not
closely approach the sides of the foreground are deemed more
likely to be clutter. These attributes can be estimated with
confidence only 1f the feature has time persistence greater
than some minimal number of frames. A weighted sum of
scores, computed from the binary results of comparing values
ol various such attributes with pre-selected thresholds, 1s used
to make the Boolean determination of the feature being
benign clutter.

As discussed above, the time required to carry out the
various ATD computations 1s an important factor in determin-
ing the maximum throughput of people through the system.
The present teachings provide for the concurrent execution 1n
the threat detection approach described herein. The non-over-
lapping nature of the information conveyed by distinct rows
when a person 1s imaged while rotating means that very little
data needs to be exchanged with neighboring row evolution
images once the processing of individual row evolution
images commences. This allows parallel execution of REI
processing as an advantageous path and the system described
herein avails 1tself to just such a parallel implementation.

Algorithms for practicing a method of the current teach-
ings are provided for in FIGS. 6-17. As depicted in FIGS.
6a-6b, a high level method for practicing the present teach-
ings 1s provided for. In particular the method includes, as
depicted 1 FIGS. 6a-6bH, the image sequence of subject
scanned by the MMW 1mager 1s provided as depicted 1n step
602. The sequence of images are filtered using a spatial
median filtering, this may be done 1n a concurrent manner, as
depicted 1n step 604. The filtered 1mages are segmented 1n a
two-class segmentation process, based on the brightness of
the pixels 1n the MMW 1mages to provide an approximate




US 8,224,021 B2

11

separation of the foreground area from the background, as
depicted 1n step 606. The height of the image 1s estimated and
estimates of the top and bottom of the subject’s torso 1s made
to partition the rows of the original images into three groups:
arms, torso, and legs as depicted 1n step 608. The sequence of
spatial images 1s transformed 1nto a sequence of a plurality of
Row Evolution Images (REI), as depicted 1n step 610. The
plurality of REI are filtered using a median filtering, this may
be done 1n a concurrent manner, as depicted 1n step 612. The
valley and ridge edge features are extracted in each of the
plurality of REIs. This may be done in a concurrent manner,
as depicted 1n step 614. Candidate threat features 1n each of
the given REI are detected, this may be done concurrently for
cach of the plurality of RFEIs, as depicted in step 616. The
candidate threats identified from each of the REIs are
assembled into a single 3D 1mage, as depicted 1n step 618.
The vertical spatial expanse of the candidate threat regions 1n
the 3D 1mage are determined, as depicted 1n step 620. The
vertical expanse 1s compared to a predetermined threshold
value and threats that exceed this threshold wvalue are
accepted, as depicted 1n step 622. The detected threats are

provided to the system operator by overlaying the results onto
the original imagery 1n an enhanced manner, as depicted in
step 624.

FIG. 7 depicts a method of estimating the extent of a
subject’s torso using the sequence of 1images provided by the
MMW camera. Inputs include the binary image sequence S, ,
S,, ... S, that indicates the foreground areas 1n the MMW
image sequence I, I, .. . I, values of free parameters 0, 0.,
05, and the outputs include: Row numbers of the top and
bottom of the torso, t and b respectively. In particular, the
method includes the following. Determining the subset, S, of
the iput sequence that includes the frontal view of the sub-
ject, as depicted 1n step 702. Filtering the sequence of spatial
images by erasing any bright specs from the background and
f1lling any holes 1n the foreground to clean each 1image 1n S to
obtain S', as depicted 1n step 704. Identitying the connected
component C of image S' that has the largest area, as depicted
in step 706. Calculating the centroid, ¢, and finding the
bounding box of C, as depicted 1n step 708. Identifying the
rows corresponding to the top third of the subject’s body
using the upper edge of the above bounding box as a rough
estimate of the height of the subject, as depicted 1n step 710.
Estimating the location of the subject’s elbows by finding the
two pixels p, and p, on the perimeter of C that lie on the top
third of the subject’s body and which have the maximal
displacement to the left and right of the centroid ¢, as depicted
in step 712. Appending the coordinates ofp, and p, to a list of
estimates of estimated elbow locations, as depicted 1n step
714. Steps 704 to 714 may be done 1n a concurrent manner on
cach of the plurality of 1mages in subset S. Once the list of
estimated elbow locations has been formed, 1dentitying the
frame wherein the estimated left and right elbows have essen-
tially equal and opposite horizontal displacements from the
estimated centroid, ¢. Designating by e the row number of the
higher of the two elbows 1n this frame, as deplcted in step 716.
Identifying t, the approximate top of the torso, 1.¢., the shoul-
der height, to be a predetermined value, equal to a predeter-
mined constant representing the number of rows, 0,, below
the elbow row as follows: t=e+0,, as depicted in step 718.
Predicting b, the approximate bottom of the torso (crotch
height), by relating 1t to the shoulder height by using the
tollowing expression that 1s based, 1n part, on anthropometric
statistics of people’s body proportions using predetermined
values 0, and 0;: as b=N,0,(IN;~t)-0;, as depicted 1n step
720. Providing t and b as outputs, as depicted 1n step 722.
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FIG. 8 depicts a method for transforming the sequence of
spatial images provided by the MMW camera into a sequence
of row evolution 1images. The mput 1s the MMW 1mage
sequence 1,, I, . . . I, and the output 1s the Row Evolution
Image (REI) sequence. In particular, determining the height
N5, width N, and number of frames of N 1n the mnput spatial
image sequence, as depicted 1n step 802. Allocating space for
N, row evolution 1mages, each of height N and width N in
memory, as depicted 1n step 804. Performing step 806 for
each index value 1n the ranges 1=1=N, 1=j=N,, 1=k=N.
Storing at the location of the pixel atrow 1 and column 1 of REI
k, the brightness of the pixel at row k and column 1 of 1image
1 of the 1put sequence, as depicted 1n step 806.

FIG. 9 depicts a method for extracting the valley and ridge
edge features from each of the sequence of REIs. The main
inputs mclude the REI R, coelficients of the seven finite
impulseresponse filters g, 2,84, hq. b, ha by, calculated
for the desired spatial scale and the output includes floating
point images V and W of magnitude of valley and ridge edge
teature strength. In particular the method includes perform-
ing row-wise convolution followed by column-wise convo-
lution of 1image R with the first and second member respec-
tively of each of the following seven ordered pairs of impulse
FESPONSEs (gfl :gjz): (gﬁ:gﬁ): (gﬁ:gfl): (hfl :hﬁ)‘: (hf4:hf3): (h ’
he,), (hehy ) gnd denoting the resulting seven images G, G,
G_,H_,H, H_ H_, as depicted 1n step 902. Combining the
images from the previous step to compute the image of domi-
nant local orientation 0 ,, as depicted 1n step 904. Using 0 , to
compute the images G and H®, which is the net response of
the filters upon being steered to the direction of the dominant
local orientation, as depicted in step 906. Combining the
images G® and H" to obtain the images E(0 ) and ¢ that
convey the orniented energy and local phase of the RFEI, as
depicted mn step 908. Calculating the images Ay, and
A riaees O phase preference tactors from 1image ¢, as depicted
in step 910. Calculating the images V and W of the strengths
of valley edge and ridge features as the products of image
E(0 ) with A and Ag; ... respectively, as depicted in
step 912.

FIG. 10 depicts a method of threat detection on the torso of
a subject. The inputs include the Row Evolution Image named
R for a row 1n the on-torso group, images V and W of valley
and ridge edge strength 1n R, binary image S that indicates the
foreground areas 1n R, values of free parameters pertinent to
various steps. The output includes binary images T, and T, of
candidate threat features in the REI R, corresponding to two
different levels of likelithood. In particular, the method
includes filtering 1image S by erasing bright specks of noise
from the background and filling 1n any holes 1n the foreground
forming a filtered image S', as depicted 1n step 1002. Identi-
tying the contours 1n S', bounding the left and right sides of
the foreground, and denote them by L and R respectively, as
depicted 1n step 1004. Finding and filtering any anomalies 1n
the foreground of the torso of image S' and provide images S",
which 1s an improved estimate of the foreground and provide
an 1mage L, which 1s an indicator of extended regions that are
likely to be threats, as depicted 1n step 1006. Computing the
product of the V and S" to provide as an output an image V -
that indicates strength of valleys in the foreground, as
depicted 1n step 1008. Comparing 1image V s to a predeter-
mined parameter 0, to obtain binary image V', ., as depicted
in step 1010. Using hysteresis thresholding, comparing V -
to predetermined hysteresis threshold values 0, and 0, to
obtain V" .- which contains those connected components of
V' at least one of whose pixels has a valley strength that
exceeds 0,, as depicted 1n step 1012. Computing the product
of the images W and S" and providing as an output the image

Vaiievs
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W . that indicates strength of ridges 1n the foreground, as
depicted 1n step 1014. Comparing W, to a predetermined
threshold value and providing as an output image W .- that
indicates the significant ridges 1n the foreground, as depicted
in step 1016. Creating image B as the complement of binary
image S", as depicted in step 1017. Carrying out morphologi-
cal dilation of B, and providing as an output image B' that
indicates an expanded version of the background, as depicted
in step 1018. Determining which of the connected compo-
nents of V" .- has any overlap with the non-zero pixels of B'
and indicating them by image V" . -, as depicted 1n step
1020. Applying hysteresis thresholding to V.-, using a pre-
determined upper threshold value 0, higher than that used 1n
Step 1012, to obtain a binary image V' .. -, that 1s indicative of
the location of valleys having strength greater than those
indicated by V" .., as depicted 1n step 1022. Forming 1mages
T, and T, each of which has as 1nitial pixel values the union of
V" i se Yo, and L, as depicted 1n step 1024. Creating,
the binary image V", .. . . by subtracting V" _ .. Irom
V" ., as depicted 1n step 1026. Identifying the set of “con-
nected components” of V", . . which are indicative of dis-
tinct valleys, as depicted in step 1028. For each connected
component C, determining whether it 1s likely to be clutter; if
it 1s not clutter, augmenting T, with the union of T, with C, as
depicted 1n step 1030a. For each of those connected compo-
nents C that are judged not likely to be clutter, determining,
whether a suitable path exists from the endpoints of C to the
background; 1f there 1s a suitable path, augmenting T, by a
union with C, as depicted in step 10305. Creating the binary
image D by an AND operation of V' ; and the complement of
S, as depicted 1 step 1032. The image D indicates those
pixels 1in the REI with non-trivial valley strength that possess
an 1mage intensity i the original MMW 1mage that 1s signifi-
cantly lower than an expected value, and therefore potentially
threat like. Forming an image D' from D by discarding those
of 1ts distinct regions that span fewer than a predetermined
value, 0., rows of the REI, as depicted 1n step 1034. This 1s
equivalent to a feature having a time persistence of less than
0. frames 1n the original MMW 1mage sequence. Determin-
ing which of the connected components ot V', . overlap the
non-zero pixels of D', and forming a binary image U, as
depicted 1n step 1036. Discriminating whether the features
having a lower than expected image intensity conveyed
within image U may be threats and forming images K, and K,
of the more likely threats and less likely threats respectively,
as depicted 1n step 1038. Augmenting both T, and T, through
union operations with K, , and augmenting T, by a union with
K, as depicted in step 1040. Providing as an output the binary
images 1, andT,, as depicted in step 1042. The images T, and
T,, indicate potential threats that exceed a higher and lower
level of threat likelihood respectively.

FIG. 11 depicts a method for detecting potential threats on
the subject’s leg. The mputs include Row Evolution Image
named R for a row 1n the on-torso group, 1images V and W of
valley and ridge edge strength in R, binary image S that
indicates the foreground areas in R and values of free param-
eters pertinent to various steps. The output includes binary
images 1, and T, of candidate threat features in the REI R,
corresponding to two different levels of likelihood. In par-
ticular, the method includes filtering the 1image S to obtain a
binary 1mage S' by erasing bright specks of noise from the
background and filling in any holes in the foreground, as
depicted 1n step 1102. Detecting anomalies 1n the foreground
and providing as an output the images S" and L, and contours
L and R, as depicted in step 1104. Estimating the gap between
the subject’s legs, as depicted in step 1106. Performing a
Boolean And operationof L and S, ,,,," and providing as an
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output the result L, as depicted 1n step 1108. Determining the
set of connected components in L, as depicted in step 1110.
For each connected component of L, determining 11 the
detected anomaly 1s due to clutter; 11 1t 1s clutter, removing the
component from L, and naming the result L, as depicted 1n
step 1112. Removing pixels from L that are very close to the
foreground-background edge contours; as depicted 1n step
1114. This may be accomplished by performing morphologi-
cal erosion on S" and providing the output as S' and perform-
ing a Boolean And operation of LL and S' and providing as an
output the result L'. Carrying out the morphological opening
L' and providing as an output the result ", as depicted 1n step
1116. Computing the product of the images V and Sy,
and naming 1t V.., as depicted in step 1118. Comparing
image V ~; to a predetermined parameter 0, to obtain binary
image V' ., as depicted 1n step 1120. Using hysteresis thresh-
olding, comparing V .- to predetermined hysteresis threshold
values 0, and 0, to obtain V' which contains those con-
nected components ol V' - at least one of whose pixels has a
valley strength that exceeds 0,. as depicted 1 step 1122,
Computing the product of the images W and S" and providing
as an output the image W .- that indicates strength of ridges 1n
the foreground, as depicted in step 1124. Comparing W .. to
a predetermined threshold value and providing as an output
image W', that indicates the significant ridges in the fore-
ground, as depicted 1n step 1126. Creating image B as the
complement of binary image S", as depicted 1n step 11264
Carrying out morphological dilation of B, and providing as an
output image B' that depicts an expanded version of the back-
ground, as depicted 1n step 1128. Determining which of the
connected components of V" - have any overlap with the
non-zero pixels of B' and indicating them by image
V" iz as depicted 1n step 1130. Applying hysteresis
thresholding to V-, using a predetermined upper threshold
value 0, higher than that used 1n Step 1122, to obtain a binary
image V™., that 1s indicative of the location of valleys
having strength greater than those indicated by V", as
depicted 1n step 1132. Creating images 1T, and T, each of
which has an mitial pixel values the union of V" . .-,
V" o and L, as depicted 1n step 1134. Creating the binary
image V", .. . by subtracting V" .- from V"_._., as
depicted 1n step 1136. Identifying the set of “connected com-
ponents” of V", _ .. _.which are indicative of distinct valleys,
as depicted 1n step 1138. For each connected component C,
determining whether 1t 1s likely to be clutter; 1f 1t 1s not clutter,
augmenting T, with the union of T, with C, as depicted 1n step
1140a. For each of those connected components C that are
judged not likely to be clutter, determining whether a suitable
path exists from the endpoints of C to the background; if there
1s a suitable path, augmenting T, with the umon of C, as
depicted 1n step 114056. Creating the binary image D by an
AND operation of V' and the complement of S, as depicted
in step 1142. The image D indicates those pixels in the REI
having non-trivial valley strength that possess an image inten-
sity 1n the original MMW 1mage that 1s significantly lower
than an expected value, and therefore potentially threat like.
Forming image D' from D by discarding those of 1ts distinct
regions that span fewer than a predetermined number, O of
rows ol the REI, as depicted in step 1144. Thus 1s equivalent to
a feature having a time persistence of less than 0. frames 1n
the original MMW 1mage sequence. Determining which of
the connected components of V', overlap the non-zero pix-
els of D', and forming a binary image U, as depicted 1n step
1146. Discriminating whether the features having a lower
than expected image intensity may be threats and forming
images K, and K, of the more likely threats and less likely
threats respectively, as depicted 1n step 1148. Augmenting
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both T, and T, through union operations with K, and aug-
menting T, by a union with K, as depicted in step 1150.
Performing a Boolean AND with K, and S", as depicted 1n
step 1152 and then applying morphological opening on the
result and providing as an output K ,'; as depicted in step 1154.
Performing a Boolean AND operation on K, with S", as
depicted 1n step 1156 and then applying morphological open-
ing on the result and providing as an output the result K.,', as
depicted 1n step 1138. Augmenting both T, and T, through
union operations with K,', and T, by a union with K,', as
depicted 1n step 1160. Providing as an output the binary
images 1, and T, which indicate candidate exceeding a higher
and lower level of threat likelihood respectively, as depicted
in step 1162.

FIG. 12 depicts a method for finding anomalies in the
foreground of the torso of a subject. The inputs include binary
valued 1image S' of a segmented REI and values of free param-
cters pertinent to various steps. The output includes image S
(segmented REI after augmentation) and image L of likely
threatregions. In particular, the method includes forming four
structuring elements, as depicted 1n step 1202. This step
should be performed once for a given image sequence. In one
embodiment, a structuring element e, depicted below has an
image footprint shaped roughly like a right 1sosceles triangle
with the two equal sides flaring symmetrically towards the
upper left and lower lett. The fine detail close to the element’s
center consists of a thin one-pixel high horizontal segment.
The width of the image footprint of e, should exceed the width
of S'. -

Structuring element e, depicted below has an 1mage foot-
print shaped like a right 1sosceles triangle with the two equal
sides flaring symmetrically towards the upper right and lower
right. The fine detail close to the element’s center consists of
a thin one-pixel high horizontal segment. The width of the
image footprint of e, should exceed the width of S'. 4

Structuring element 1, depicted below has an 1image foot-
print shaped like a horizontal line segment extending lett-
wards from the origin, and of width exceeding the width of §'.

Structuring element 1, depicted below has an image foot-
print shaped like a horizontal line segment extending right-
wards from the origin, and of width exceeding the width of S'.

The method for finding anomalies 1n the foreground of the
torso of a subject further includes morphologically closing
the 1mage S' using the structuring element ¢,, and providing
as an output the result S_,', as depicted 1n step 1204. Carrying
out the morphological closing of image S' with the structuring
element e,, and name the result S_,' as depicted 1n step 1206.
Calculating the product of images S_;'and S_,' and providing
the result S ', as depicted 1n step 1208. Calculating the differ-
ence 1image of the binary images S_' and S', and providing as
an output the result D, as depicted in step 1210. Morphologi-
cally closing the image S' using the structuring element 1,,
and providing the result S,;' as an output, as depicted 1n step
1212. Morphologically closing image S' using structuring
clement 15, and providing the result S,;' as an output, as
depicted 1n step 1214. Calculating the product of images D
and S,;' and providing the result D, as an output, as depicted
in step 1216. Calculating the product of images D and S, ;' and
providing the result D, as an output, as depicted in step 1218.
Morphologically reconstructing with D, serving as the
marker 1image and D as the mask image and providing the
result D, ' as an output as depicted in step 1220. Morphologi-
cally reconstructing with D, serving as the marker image and
D as the mask image and providing the result D' as an output,
as depicted 1n step 1222. Calculating the product of images
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D," and D;', and providing the result L. as an output, as
depicted 1n step 1224. Performing the Boolean OR operation
of images S' and L, and providing the result S" as an output,
as depicted 1n step 1226.

FIG. 13 provides amethod for identifying anomalies on the
foreground edges of the legs of a subject. The mputs include
REI R, Biary valued image Sofa segmented REI, and the
values of free parameters pertinent to various steps. The out-
puts include Image S' (segmented REI after augmentation),
image L of tentative threat regions, foreground-background
edge contours L and R bounding the left and right sides of the
foreground respectively. In particular the method 1ncludes,
creating an 1mage S' and 1nitializing the pixel values with the
corresponding pixel values of 1image S, as depicted in step
1302. Identitying the contours 1n 1mage S bounding the left
and right sides of the foreground and denote them by L and R
respectively, as depicted 1n step 1304. Determining the hori-
zontal displacements |L(y)-(y-1)| and IR(y)-R(y-1)I and
comparing the horizontal displacements to a predetermined
threshold 0, to determine whether there are points on L and R
where the foreground-background contours exhibit abrupt
Tumps, as depicted 1n step 1306. For each row y, where there
1s a break 1n R that was 1dentified 1n step 1306, performing
steps 1308a through 1314 as depicted 1n step 1308. In each
row exhibiting a break, 1dentifying a rectangular region of
interest (ROI) extending downward and substantially to the
right of the 1dentified breakpoint, as depicted 1n step 1308a,
where the vertical expanse of the ROI 1s height 0, pixels from
row v, downwards and the horizontal expanse of the ROI 1s
from the leftmost point attained by the section of the contour
R between rows vy, and y,+0, up to the right border of row
evolution 1mage R. Performing a binary segmentation of the
pixels 1n 1mage R i the ROI identified in step 1308, as
depicted 1n step 1310. Identifying a subset of the ROI 1denti-
fied 1n step 1308 as those pixels that lie to the left of the line
joining the points on R at rows y, and y,+0,, as depicted in
step 1312. Setting the values of pixels in S' that belong to the
subset of the ROI identified 1n step 1312 to O or 1 according to
the results of the segmentation of Step 1310, as depicted 1n
step 1314. For each row y, where there 1s a break 1in L,
performing steps 1316a through 1322, as depicted 1n step
1316. Identifying a rectangular region of interest (ROI)
extending upward and mostly to the left of the breakpoint, as
depicted 1n step 13164, where the vertical expanse of the ROI
1s height 0, pixels from row y, upwards and where the hori-
zontal expanse of the ROI 1s from the leftmost point attained
by the section of the contour L between rows y,—-0, and y, up
to the left border of image R. Performing a binary segmenta-
tion of the pixels of R in the ROI of Step 13164, as depicted in
step 1318. Identifying a subset of the ROI of step 13164
consisting of pixels that lie to the rnght of the line joining the
points on L at rows y, -0, and vy,, as depicted 1n step 1320.
Setting the values of pixels in S' that belong to the subset of
the ROI 1n the previous step to O or 1 according to the results
of the segmentation of step 1318, as depicted 1n step 1322.
Identifying the contours in the resulting image S' that bound
the left and night sides of the foreground, and denote these
updated contours by L. and R respectively, as depicted 1n step
1324. Creating a binary image L and set to 1 those of 1ts pixels
that have value O mm S but 1 in S', as depicted 1in step 1326. The
pixels 1n 1mage L are those pixels that are likely to be among
those pixels that are indicative of threats.

FIG. 14 depicts a method of discriminating threats from
clutter. The mputs include binary valued image F of a single
feature (such as a valley edge) from an REI, foreground-
background edge contours L and R, and the values of various
free parameters. The output includes a Boolean value 1ndi-
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cating whether the feature should be regarded as clutter. In
particular, the method includes finding the number of rows
spanned by the non-zero pixels of F, T, as depicted in step
1402. This 1s indicative of the feature’s time persistence, T,
1.€., the number of frames the feature appears 1n the original
MMW sequence. Comparing T to a predetermined threshold
value 0, and 1n the event that T 1s greater than the predeter-
mined threshold value label the feature as not being clutter,
and omit further steps, as depicted 1n step 1404. Calculating
the horizontal distance values d, and d,, of the feature from L
and R for each of the r rows 1t spans, as depicted 1n step 1406.
Calculating the mimimum values m, and m, attained by d,
and d. Forming m;  as the lesser of m; and mg, as depicted
in step 1408. Computing the straight lines that best fit d, and
d, when regarded as functions of the row index and where s,
and s ,, represent the slopes of the respective lines, as depicted
in step 1410. Computing measures of deviation of d, and d,,
from their respective straight line fits and denoting them by o,
and 0, as depicted in step 1412. The deviation o, 1s measured
as the maximum of the absolute values of the point-wise
differences between d, and its best fitting line. Similarly, the
deviation 0, 1s measured as the maximum of the absolute
values of the point-wise difterences between d,, and its best
fitting line. Computing nine binary scores (O or 1) by com-
paring the values ot's;, sz, 0;, 0z, and m; . against predeter-
mined threshold values 0, through 0,,, as depicted 1n step
1414. Computing a composite score for evaluating the fea-
ture’s likeness to clutter as the weighted sum of the nine
scores of step 1414, as depicted 1n step 1416. In general, the
weights are positive for the binary scores indicating the values
of Is;| and Isyx| to be high, negative for the binary scores
showing |s,| and Is,| to be low, positive for ones showing o,
and 0 to be low, and positive for the ones showing m; , to be
low. Comparing the computed composite score to a predeter-
mined threshold 0, ,, and 1f the composite score of the previ-
ous step 1s less than the threshold value, declaring the feature
as one likely to be clutter, as depicted 1n step 1418.

FIG. 15 depicts a method to find the extensibility of a
teature. The 1nputs include binary valued image F of a single
teature (such as a valley edge) from an REI, binary image S of
a segmented REI, binary image B indicating a slightly
expanded version of the background area of the REI, binary
image W indicating significant ridges in the foreground, fore-
ground-background edge contours L and R and values of {ree
parameters. The output includes a Boolean indication (yes or
no) of whether the valley feature 1s suitably extensible. In
particular, the method includes locating the right and left
endpointsr, and 1, of the feature in F, as depicted in step 1502.
Creating a binary image G indicating a specific region of
interest extending upward and mostly nghtward from r_, as
depicted 1n step 1504. In general, the specific region 1s deter-
mined by beginning with a rectangle shaped region of interest
with r_ as 1ts bottom left vertex, height given by a predeter-
mined value 0,, and width extending from r, to the right
border of the REI and abut to the left side of the above
rectangular area a wedge shaped zone flaring out from r_ 1n an
upward and leftward orientation. Setting the leftmost vertex
of this wedge shaped augmentation by an amount reasonable
for accommodating the horizontal undulation typically
exhibited by the foreground sides: one-fourth of the width of
the foreground at the leftmost point of R 1n the interval o1 0,
rows above r,. Creating another region of interest similar to
the one 1n step 1504, extending downward and mostly lett-
ward from 1, and adding this region of interest to G, as
depicted 1n step 1506. Moditying G to form G' by performing
a Boolean AND operation with G and S and the complement
of the binary image W, as depicted 1n step 1508. The non-zero
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pixels of G' are restricted to the foreground, excluding any
pixels that exhibit significant ridge strength. Forming a binary
image E whose only non-zero pixels are the endpoints of the
valley feature, as depicted i step 1510. Morphologically
reconstructing using E as the marker image and G' as the mask
image and provide as an output the resultant image, denoted
H, as depicted 1n step 1512. In general, the image H indicates
those foreground pixels 1n a suitable vicinity of the feature’s
endpoints to which a connecting path can be setup without
interruption by a significant ridge. Performing a Boolean
AND operation of H with B, the slightly expanded version of
the background, and denoting the result H', as depicted in step
1514. Determining 1f there are any non-zero pixels in H'. It
yes, inferring that a necessary condition for extending the
valley feature up to the background 1s met and declaring the
feature to be extensible. If not, declaring the feature not
extensible, as depicted 1n step 1516.

FIG. 16 depicts a method for discriminating between
potential threats. The inputs include Binary image U of valley
edge features that are potential threats, REI R, binary image S
of the segmented REI, foreground-background edge contours
L. and R, and values of various free parameters. The outputs
include binary images K, and K, containing subsets of the
teatures 1n U, corresponding to two different levels of likel-
hood of being threats. In particular, the method includes com-
puting the median values m and m, of the image brightness
of the foreground and background areas of REI R based on the
binary segmentation indicated by S, as depicted 1n step 1602.
Identifying the contour M that 1s midway between L and R,
thus indicating the position of the middle of the foreground in
the REI, as depicted 1n step 1604. Identitying the connected
components of U, and for each, following Steps 1606qa
through 1616, as depicted 1n step 1606. Determining whether
C 1s likely due to clutter, as depicted 1n step 1606a. 1T C 1s
likely due to clutter, skipping to the next component. I not,
continuing to Step 1608. Computing the median value m . of
the 1mage brightness 1n 1image R of the pixels of C using:
B=(m,-mgz)/(m-—my), as depicted 1n step 1610. If p exceeds
a predetermined threshold value 0, , skipping to the next com-
ponent and return to step 1606, otherwise estimating the
orientation of C, as depicted 1n step 1612. Forming a list 1 of
coordinates (x, v) of the pixels in C, denoting the horizontal
coordinate of contour M at row y by M(y), modifying each
member (x, y) of 1 to (x-M(y), v), thus rectitying C by
removing the effect of the subject’s swaying, and estimating
the orientation of the rectified feature by fitting a straight line
to the modified list of coordinates. IT the estimate formed in
Step 1612 indicates that, with some tolerance, C has an anti-
diagonal orientation, adding 1t to image K, through a union
operation with C. If not, skipping to the next component step
1606, as depicted 1n step 1614. 11 {3 1s below a predetermined
threshold value 0., where 0, 1s lower than 0,, augmenting K,
by a union operation with C, as depicted in step 1616. Return-
ing K, and K, as indicating features that exhibit brightness
and orientation attributes of threats, with the first image con-
taining the ones of greater likelihood, as depicted 1n step
1618.

FIG. 17 depicts a method for estimating the gaps between
a subject’s legs. The mputs include Binary image S of a
segmented REI (with any holes filled 1n), foreground-back-
ground edge contours L and R and values of a free parameter.
The output includes 1image Sy, 5, that 1s likely to be the
non-gap part of the foreground. In particular the method
includes, 1dentifying the contour M that 1s midway between L
and R, thus indicating the position of the middle of the fore-
ground 1n the REI as depicted 1n step 1702. Forming a non-
binary image D which indicates the horizontal distance of
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non-zero pixels i S to the background, as depicted 1n step
1704. In general, accomplishing this for each row y, by setting
the values of pixels of D that lie between L (yv) and M(y) to the
distance of the pixel to L (y), and for those between M(y) and
R(y) to be the distance to R(y). Setting the values of other
pixels of D to zero. Find the minimum value m ;- attained by
the width of the foreground over all the rows of the RFEI, 1.¢.,

mwy = H]J}'HIR(}J) — L(y)l,

as depicted in step 1706. Setting a distance threshold d =m ;,+
0,, where 0, 1s a predetermined input value, as depicted 1n
step 1708. Comparing the values of pixels 1n D to a predeter-
mined threshold value d.-and providing as an output a binary
1Mage Sy, ., that1s non-zero at those pixels whose values in
D are greater than zero but less than d., as depicted in step
1710.

The techniques described above may be implemented in
one or more computer programs executing on a programs-
mable computer imncluding a processor, a storage medium
readable by the processor (including, for example, volatile
and non-volatile memory and/or storage elements), and, 1n
some embodiments, also including at least one 1input device,
and/or at least one output device. Program code may be
applied to data entered using the mput device (or user inter-
face) to perform the functions described and to generate out-
put mformation. The output information may be applied to
one or more output devices.

Elements and components described herein may be further
divided 1nto additional components or joined together to form
fewer components for performing the same functions.

Each computer program (computer readable code) may be
implemented 1n any programming language, such as assem-
bly language, machine language, a high-level procedural pro-
gramming language, an object-oriented programming lan-
guage, or a combination thereof. The programming language
may be a compiled or interpreted programming language.

Each computer program may be implemented 1n a com-
puter program product tangibly embodied in a computer-
readable storage device for execution by a computer proces-
sor. Method steps of the invention may be performed by a
computer processor executing a program tangibly embodied
on a computer-readable medium to perform functions of the
invention by operating on input and generating output.

Common forms of computer-readable media include, for
example, a tloppy disk, a flexible disk, hard disk, magnetic
tape, or any other magnetic medium, a CDROM, any other
optical medium, punched cards, paper tape, any other physi-
cal medium with patterns of holes, a RAM, a PROM, and
EPROM, a FLASH-EPROM, any other memory chip or car-
tridge, or any other medium from which a computer can read.
From a technological standpoint, a signal or carrier wave
(such as used for Internet distribution of software) encoded
with functional descriptive material 1s similar to a computer-
readable medium encoded with functional descriptive mate-
rial, in that they both create a functional interrelationship with
a computer. In other words, a computer 1s able to execute the
encoded functions, regardless of whether the format 1s a disk
or a signal.

Although the mnvention has been described with respect to
various embodiments, 1t should be realized these teachings
are also capable of a wide variety of further and other embodi-
ments within the spirit and scope of the appended claims.
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What 1s claimed 1s:

1. An apparatus for detecting concealed weapons disposed
on a subject’s body, the apparatus comprising:

a millimeter wave camera having a field of view and opera-
tive to detect millimeter wave radiation within said field
of view and further operative to provide a sequence of
images from a plurality of different angles about the
periphery of the subject’s body;

a image processing system, coupled to the millimeter wave
camera, comprising;:

a spatial median filter for performing spatial median
filtering on said sequence of images to provide filtered
1mages,

a 2-class segmentation filter for classitying each pixel in
the sequence of 1images into one of two classes of
pixels,

a plurality of median filters operative to receive one of a

plurality of row evolution images and provide a
median filtered row evolution 1mage output,

plurality of valley identification modules operative to
locate and i1dentify valley edges 1n a corresponding
one of said plurality of row evolution 1mages,

plurality of valley identification modules operative to
locate and 1dentily ridges in a corresponding one of
said plurality of row evolution 1mages,

wherein said 1mage processing system 1s operative to:

transiorm said sequence of images of the periphery of
the body into a plurality of spatio temporal 1images
formed by assembling together, for each specific
row number, all those image rows with the specific
row number 1n successive millimeter wave 1images
in the original sequence, said plurality of spatio
temporal 1mages corresponding to a plurality of
row evolution 1mages,

classity each of said plurality of row evolution 1image
according to 1ts location within the body’s image,

calculate the strength of said identified valley edges
and ridges;

1dentify an object of a class of preselected objects as a
function of the identified and calculated strength of

valley edges and the identified and calculated
strength of ridges 1n each of said plurality of row
evolution 1mage; and

to provide an output indicative of an 1dentified object.

2. The apparatus of claim 1 wherein the 1image processing,
system 1s further operative to:

estimate the position of elbows as a function of the
sequence ol 1mages of the body.

3. The apparatus of claim 1 wherein the 1image processing,
system 1s further operative to:

cstimate the position of shoulders as a function of the
sequence ol 1mages of the body.

4. The apparatus of claim 1 wherein the 1mage processing,
system 1s further operative to:

estimate the position of legs as a function of the sequence
of 1mages of the body.

5. The apparatus of claim 1 wherein the 1image processing,
system 1s further operative to:

estimate the position of torso as a function of the sequence
of 1images of the body.

6. The apparatus of claim 1 wherein said output provided
by the 1mage processing system 1s:
a three-dimensional 1mage formed of the 1dentified threat.
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7. The apparatus of claim 1 wherein the 1mage processing
system 1s further operative to:

determine a vertical expanse of said 1dentified threat;

compare said vertical expanse to a predetermined thresh-

old; and

i said vertical expanse exceeds the predetermined thresh-

old, provide the output indicative of an 1dentified threat.

8. The apparatus of claim 1 wherein the 1mage processing,
system 1s further operative to:

convert said identified object into a viewable 1image.

9. The apparatus of claim 1 wherein to detect valleys and
ridges 1n the row evolution 1mage, the 1mage processing sys-
tem 1s further operative to use a predetermined number of
finite 1mpulse response filters each of said predetermined
number of finite impulse response filters operative to receive
one of said plurality of row evolution images and wherein said
image processing system being further operative to carry out
a row-wise convolution with said one of said row evolution
images and a column wise convolution with said one of said
row evolution 1images resulting 1n a predetermined plurality
of 1images, said image processing system being further opera-
tive to combine said predetermined plurality of images to
determine the 1image of dominant local orientation.

10. The apparatus of claim 9 wherein the image processing
system is further operative to compute images G® and H%? as
a function of the dominant local orientation and to combine
G% and H% to form E(6 ) and local phase ¢, wherein said G
and H® are the net response of the steerable filters steered in
the direction of the dominant local orientation and E(0 ) and
local phase ¢ convey the oriented energy and local phase of
the REI.

11. The apparatus of claim 10 wherein the 1image process-
ing system 1s further operative to calculate A, ;.. as a func-
tion of ¢ and to determine the image V of the strength of the
valley edge features as a function of E(0,) and A, ;...

12. The apparatus of claim 10 wherein the 1image process-
ing system 1s further operative to calculate Ay, ;... as a func-
tion of ¢ and to determine the 1image W of the strength of the
ridge teatures as a function of E(8;) and A, ;..

13. The apparatus of claim 11 wherein the 1mage process-
ing system 1s further operative to compare the image V with a
first threshold value and identifying a candidate threat 1if,
among other conditions, the 1mage V exceeds the first thresh-
old value.

14. The apparatus of claim 11 wherein the 1image process-
ing system 1s further operative to compare the image V with a
second threshold value and if, among other conditions, the
image V exceeds the second threshold value i1dentifying a
candidate threat 11 the 1image V exceeds the first threshold
value.

15. The apparatus of claim 1 wherein the image processing
system further comprising a clutter discrimination module
that discriminates clutter from a threat as a function of the
configuration and strength of the valley edges and ridges.

16. A method of detecting objects on a body, the method
comprising the steps of:

obtaining a plurality of spatial images of the body scanned

by a millimeter wave imager;

performing median filtering of each of the plurality of

spatial images;

segmenting 1 a two-class segmentation based on millime-

ter wave (MMW) brightness each of the plurality of
spatial MM W 1mages;

estimating height of the top and bottom of the body’s torso;

partitioning the rows of the plurality of spatial images into

three groups: arms, torso, and legs;
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transforming into a plurality of spatio-temporal Row Evo-
lution Images (REIs) the plurality of spatial MMW
1mages;
transforming into a plurality of spatio-temporal Row Evo-
lution Images (REIs) the plurality of segmented spatial
MMW images;
performing median filtering of each of the plurality of REIs
from the plurality MMW images;
extracting valley and ridge edge features 1n each of the
plurality of REIs from the plurality MMW 1mages;
detecting candidate threat features;
gathering all candidate threats from the separate REIs 1nto
a single 3D 1mage;
determiming the vertical spatial expanse of the candidate
threat regions 1n the 3D 1mage;
accepting as threats those candidates with significant spa-
tial expanse; and
conveying the detected threats to the system user.
17. The method of claim 16 wherein the step of estimating
includes:
identifying in the plurality of segmented spatial MMW
images a subset that includes the frontal view of the
body;
performing the following 5 steps on each image S of the
subset of 1mages that includes the frontal view of the
body:
erasing any bright specks from the background and fill-
ing any holes in 1mage S to obtain S';
identitying the connected component, C, of image S' that
has the largest area;
calculating the centroid, ¢, and bounding box of C;
identifying the rows corresponding to the top third of the
body using the upper edge of the above bounding box as
a rough estimate of the height of the body;
estimating the location of the body’s elbows by finding the
two pixels p, and p, on the perimeter of C that lie on the
top third of the body and which have the maximal dis-
placement to the left and right of the centroid, c;
appending the coordinates of p, and p, to a list of estimates
of estimated elbow locations;
selecting the one of the plurality of 1mages in S' where the
left and right estimations have essentially equal and
opposite horizontal displacements from the estimated
centroid, c;
designating by ¢ the row number of the higher of the two
clbows 1n this selected 1image;
determining, t, the approximate height of the body’s shoul-
ders;
determining b, the approximate bottom of the torso (crotch
height);
providing t and b as outputs.
18. The method of claim 17 wherein the step of determin-
ing, t, includes
using a predetermined constant 0,, wherein the shoulders
are below the elbow row by t=e+0,.
19. The method of claim 17 wherein the step of determin-
ing b includes
using predetermined values 0, and 0;: to find b=N -0,
(N,~1)-03.
20. The method of claim 16 wherein the step of transform-
ing the plurality of spatial images includes:
determining the height N, width N,, and number of
frames of N of the plurality spatial images;
allocating space for N, row evolution images, each of
height N and width N, 1n memory;
performing for each index value 1n the ranges 1=1=N,
1=1=N,, 1=k=Nj;; and
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storing at the location of the pixel at row 1 and column j of
REI k, the brightness of the pixel at row k and column ;
of 1image 1 of the input sequence.

21. The method of claim 16 wherein the step of extracting,
valley and ridge edge features includes for each image R of
the plurality of REIs formed from the plurality of MMW
1mages:

performing row-wise convolution of image R with the first

members of seven ordered pairs of impulse responses

(gﬂ:gﬁ): (gﬁ:gﬁ)a (gﬁ:gﬂ): (hﬂ:hfZ): (hf4:hﬁ): (hﬁahfﬁt):

(hyy,hy )
performing column wise convolution of the results of the

row wise convolutions with the second of the members
of the seven ordered pairs of impulse responses (g,2),

(gﬁ :gﬁ): (gﬁ:gﬂ): (hfl :hfz): (hf4:hﬁ): (hﬁ :hf4): (hﬁ:hﬂ)
and denote the resulting seven images G_,G,,G_H ,H, .

H_Hz
combining the images G_,G,,G_H _H,.H ,H , to compute
the 1mage of dominant local orientation 0 ;
computing images G and H%, as a function of 0 ;
combining the images G% and H® to obtain the images
E(O ;) and ¢;
calculating the images A, ;...
ence factors from 1mage ¢;

obtaining the 1mages V and W of the strengths of valley
edge and ridge features as the products of 1mage E(O ,)
with A, ;... and Ay, ;.. respectively.
22. The method of claim 21 wherein the seven ordered
pairs of impulse responses (2,.2, ), (gﬁjgﬁ), (82-2a ), (hy,
h,), (he,hg), (he,hy), (hahy ) are the impulse responses for
steerable filters.
23. The method of claim 16 wherein the step of detecting
candidate threat features includes:
using as inputs 1image R from the plurality of REIs of the
torso group formed from the plurality of MMW 1mages,
image S of the plurality of REIs that corresponds to the
same row as 1image R and 1s formed from the segmented
MMW 1mages, images V and W that indicate the valley
and ridge edge strength 1n 1mage R;

filtering the 1image S to obtain a binary image S' by erasing,
bright specks of noise from the background and filling 1n
any holes 1n the foreground;

selecting the contours 1n S', bounding the left and nght

sides of the foreground;

denoting the selected contours by L and R respectively;

finding any anomalies in the foreground of 1mage S' to

provide images S" and L;

computing the product of the V and S" and provide as an

output an 1mage V ..-;

comparing image V - to a predetermined parameter 0, to

obtain binary image V' -;

using hysteresis thresholding, compare V. to predeter-

mined hysteresis threshold values 0, and 0, to obtain
Vg

computing the product of the images W and S" and provide

as an output the image W . .;

comparing W - to a predetermined threshold value 0, and

provide as an output image W'FG;
forming the binary image B indicative of the background as
the complement of S", morphological dilating B, and
providing as an output image B';

determining which of the connected components of V" .-
overlap with the non-zero pixels of B' and indicate them
by image V", .56

applying hysteresis thresholding to V -, using a predeter-
mined upper threshold value 0, that 1s higher than
threshold values 0, and 0, to provide as an output a

and A

Ridges

of phase prefer-
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binary image V' -, that 1s indicative of the location of
valleys having strength greater than those indicated by
Ve

creating 1mages 1, and T, each of which has an 1nitial pixel
values the union of V" ... V" . and L;

creating the binary image V", .. . by subtracting
V' roucnse Irom V' g

selecting a plurality of connected components of V", .,
and performing the following 4 steps on each selected
component C

determining 1f the connected component C 1s clutter

in the event that the connected components 1s not clutter
augmenting T, with the union of T, with C;

in the event that the connected component C 1s not clutter,
determining whether a suitable path exists from the end-
points of C to the background;

in the event that a suitable path exists augmenting T, with
the union of T, with C;

performing a Boolean AND operation of V', and the
complement of S to create the binary image D;

discarding from D those of 1ts distinct regions that span
fewer than a predetermined number of rows, 0., and
provide the image D';

determining which of the connected components, C, of
V' . that overlap non-zero pixels of D', and form a
binary image U;

comparing the features to a predetermined value to deter-
mine features having a lower than expected image inten-
sity may be threats and form 1mages K, and K, of the
more likely threats and less likely threats respectively;

augmenting both T, and T, through union operations with
K,, and augment T, by a union with K,,; and

providing as outputs the binary images T, and T,, wherein
a candidate threat 1s one that exceeds a higher and lower
level of threat likelihood respectively.

24. The method of claim 23 wherein the step of finding

anomalies 1n the foreground includes:

creating four structuring elements;

Morphologically closing the image S' using the first ele-
ment and providing as an output the result S _,';

morphologically closing of image S' with the structuring
clement ¢,, and naming the result S_.';

calculating the product of images S_;'and S_,' and naming,
the result S _';

calculating the difference 1image of the binary images S
and S', and providing as an output the result D;

morphologically losing the image S' using the structuring
element 1,, and providing the result S, ";

morphologically closing the 1mage S' using structuring
clement 1,, and providing the result S,;';

calculating the product of images D and S,;' and providing
as an output the result D, ;

calculating the product of images D and S,,,' and providing
the result D, as an output;

morphologically y reconstructing with D, serving as the
marker image and D as the mask image and providing
the result D,' as an output;

morphologically reconstructing with D, serving as the
marker image and D as the mask image and providing
the result D' as an output;

calculating the product of images D;' and D', and provid-
ing the result L as an output; and

performing a Boolean OR operation of images S' and L,
and providing the result S" as an output.

25. The method of claim 24 wherein the step of creating 4

structuring elements includes:
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creating a first structuring element e, shaped substantially
like a right 1sosceles triangle with the two equal sides
flaring symmetrically towards the upper leit and lower
left:
creating a second structuring element ¢, shaped substan-
tially like a right 1sosceles triangle with the two equal
sides flaring symmetrically towards the upper right and
lower right;
creating a third structuring element 1, having an image
footprint substantially shaped like a horizontal line seg-
ment extending leftwards from the origin; and
creating a fourth structuring element 1, having an 1image
footprint substantially shaped like a horizontal line seg-
ment extending rightwards from the origin.
26. The method of claim 23 wherein the step of discrimi-
nating threats from clutter includes:
using as iputs image F of the REI feature to be judged, and
the foreground-background edge contours L and R;
finding the number of rows spanned by the non-zero pixels
of REI feature F, T;
in the event that T 1s less than a predetermined threshold
value 0,, label the feature as not being clutter and end;
otherwise, calculating the horizontal distance values d, and
d, of the feature from L and R for each of the T rows 1t
spans;
calculating the minimum values m, and m,, attained by d,
and d;
denoting by m;  the lesser of m; and myg;
computing the straight lines that best fit d, and d, when
regarded as functions of the row 1ndex and denoting by
s, and s, the slopes of the respective lines;
computing measures of deviation of d, and d, from their
respective straight line fits and denote them by 6, and d;
computing nine binary scores (O or 1) by comparing the
values ot s, s, 0;, 0g, and m; , against predetermined
threshold values 0, through 0, ;
computing a composite score for gauging the feature’s
likeness to clutter as the weighted sum of the nine; and
in the event that composite score below a predetermined
threshold 0, ,, declaring the feature as one likely to be
clutter, otherwise, declaring the feature likely to be a
threat.
27. The method of claim 23 wherein the step of finding
extensibility of an REI feature includes:
using as inputs binary image F of the REI valley feature,
binary image S, indicating foreground area of the REI,
image B indicating a slightly expanded version of the
background area of the REI, binary image W indicating
significant ridges 1n the foreground of the REI, and fore-
ground-background edge contours L and R;
locating the rnght and left endpoints, r, and 1_, of the feature
in F;
creating a binary image G indicating a specific region of
interest shaped substantially like a rectangle extending
upward from r_, with height given by a predetermined
value 0 |, with width extending from r_ to the right border
of the REI, and abutting to the left side of the rectangle
portion of the region of interest area a wedge shaped
zone flaring out from r, 1n an upward and leftward or1-
entation having a leftmost vertex of this wedge shaped
augmentation a portion of the width of the foreground at
the leftmost point of R 1n the interval o1 0, rows abover,;
creating another region of interest shaped substantially like
a rectangle extending downward from 1, with height
given by a predetermined value 0, with width extending
from 1, to the left border of the REI and abutting to the
right side of the rectangle portion of the region of interest
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arca a wedge shaped zone flaring out from 1, 1n a down-
ward and rightward orientation having a rightmost ver-
tex of this wedge shaped augmentation a portion of the
width of the foreground at the rightmost point of L in the
interval ot 0, rows below 1, adding this region of interest
to G

performing Boolean AND operation with G and S, and the
complement of the binary image W, and providing as an
output G';

providing a binary image E whose only non-zero pixels are
the endpoints of the valley feature;

morphologically reconstructing using E as the marker
image and G' as the mask 1image and providing as an
output the resultant image, denoted H;

performing a Boolean AND operation of H with B, the
slightly expanded version of the background, and pro-
vide as an output the result H';

comparing the pixels in H' to zero;

in the event that there are non-zero pixels in H' declaring
the feature to be extensible; and

otherwise, declaring the feature to be not extensible.

28. The method of claim 23 wherein the step for discrimi-

nating between potential threats includes:

using as mputs REI R, image U of REI valley edge features
that are potential threats, image S indicating foreground
area of the REI, foreground-background edge contours
[, and R;

computing the median values m,. and m, of the image
brightness of the foreground and background areas of R
based on the binary segmentation indicated by S;

selecting the contour M that 1s midway between L and R;

selecting the connected components of U;

performing the following 10 steps for each connected com-
ponent, C, of U:

determining whether C 1s likely due to clutter

in the event that C 1s likely due to clutter, stopping and
going to the next component;

in the event that C 1s not likely due to clutter computing the
median value m . of the image brightness in image R of
the pixels of C;

calculating a measure [3 of the relative brightness of C
using: f=(me—mg)/ (My—mp);

comparing P to a predetermined threshold value 0,

in the event that 3 1s greater than the threshold value 0,
stopping and going to the next component;

otherwise estimating the orientation of C by forming a list
1 of coordinates (X, y) of the pixels 1n C and denoting the
horizontal coordinate of contour M atrow y by M(y) and
moditying each member (x, y) of 1 to (x-M(y), v);

in the event that C has substantially an anti-diagonal or1-
entation, adding 1t to 1image K.;;

otherwise stopping and going to the next component;

comparing [3 to a predetermined threshold value 0., where
0, 1s lower than 0O ;

in the event that 3 1s less than the predetermined threshold
value 0,, augmenting K, by a union operation with C;

and

providing K, and K, as indicating features that exhibat
brightness and orientation attributes of threats of a
higher and lower level of threat likelihood respectively.

29. The method of claim 16 wherein the step of detecting

candidate threat features includes:

using as mputs 1mage R from the plurality of REIs of the
legs group formed from the plurality of MMW i1mages,
image S of the plurality of REIs that corresponds to the
same row as image R and 1s formed from the segmented




US 8,224,021 B2

27

MMW 1mages, images V and W that indicate the valley
and ridge edge strength 1n 1mage R;

filtering the 1mage S to obtain a binary image S' by erasing,
bright specks of noise from the background and filling 1n
any holes 1n the foreground;

detecting anomalies 1n the edges of the foreground of
image S' and obtaining as outputs the images S", L, and
the foreground-background edge contours L and R;

estimating the gap between the body’s legs and obtaining
as an output the image Sy, 5., »

performing a Boolean And operationofLand Sy, .
provide as an output the result L;

determining the set of connected components in L;

for each connected component of L, determining if the
detected anomaly 1s due to clutter, 11 1t 1s clutter, remov-
ing the component from L;

removing pixels from L that are very close to the fore-
ground-background edge contours by performing mor-
phological erosion on S" and providing the output as S'
and performing a Boolean And operation of L and S'
and providing as an output the result L';

carrying out the morphological opening L' and providing
as an output the result L";

computing the product of the images V and S
naming it V »;

comparing image V - to a predetermined parameter 0, to
obtain binary image V', ;

using hysteresis thresholding, comparing V ~- to predeter-
mined hysteresis threshold values 0, and 0, to obtain
VHFG;

computing the product of the images W and S" and pro-
viding as an output the image W .. ;

comparing W .- to a predetermined threshold value 0, and
providing as an output image W', ;

forming the binary image B indicative of the background as
the complement of S", carrying out morphological dila-
tion of B, and providing as an output image B';

determining which of the connected components of V" .-
have overlap with the non-zero pixels of B' and provid-
ing them 1n tmage V" - -:

using hysteresis thresholding by comparing V ..., to a pre-
determined upper threshold value 0, that 1s higher than
threshold values 0, and O, to provide as an output a
binary image V' .-, that 1s indicative of the location of
valleys having strength greater than those indicated by
Vg

creating images T, and T, having an mnitial pixel values the
union of V" . ... V" ., and L, respectively;

creating the binary image V", .. . by subtracting
V' rucnpe from V' ge;

selecting a plurality of connected components ot V", .,
and performing the following 4 steps on each of selected
component C

determining 1f the connected component C 1s clutter

in the event that the connected components 1s not clutter
augmenting T, with the union of T, with C;

in the event that the connected component C 1s not clutter,
determining whether a suitable path exists from the end-
points of C to the background;

in the event that a suitable path exists augmenting T, with
the union of T, with C;

performing a Boolean AND operation of V', . and the
complement of S to create the binary image D;

discarding from D those of its distinct regions that span
fewer than a predetermined number of rows, 0., and
providing an output image D';

and
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selecting which of the connected components of V' - over-
lap non-zero pixels of D', and form a binary image U;

determining whether the features having a lower than
expected 1mage intensity may be threats and form
images K, and K, of the more likely threats and less
likely threats respectively;

performing a Boolean AND with K, and S™;

applying morphological opening on the result of the Bool-
ean operation and providing as an output K,';

performing a Boolean AND operation on K, with S™;

applying morphological opening on the result of the Bool-
can AND operation and providing as an output the result
K,

augmenting both T, and T, through union operations with
K,', and T, by a union with K,'; and

providing as outputs the binary images T, and T, which
indicate candidates exceeding a higher and lower level
of threat likelihood respectively.

30. The method of 29 wherein the step of identilying

anomalies at the edges 1n binary image S' that conveys the
foreground of REI R of the legs groups of REISs:

creating an image S" and 1mitializing the pixel values with
the corresponding pixel values of image S';

selecting the edge contours 1n 1mage S' bounding the left
and right sides of the foreground and denote them by L
and R respectively;

determiming whether there are points where L and R exhibit
abrupt breaks by computing the horizontal displace-
ments |L(y)-L(y-1)l and IR(y)-R(y-1)I;

comparing the horizontal displacements with a predeter-
mined threshold 0.;

in the event that there 1s a break in R 1n row y, performing
the following 4 steps:

In each row exhibiting a break, identifying a rectangular
region of interest (ROI) extending downward a pre-
determined height 0, pixels from row y, and substan-
tially to the right of the identified breakpoint from the
leftmost point attained by the section of the contour R
between rows v, and y,+0, up to the right border of
image R;

performing a binary segmentation of the pixels 1n image
R 1n the ROI;

selecting a subset of the ROI of the pixels that lie to the
left of the line joining the points on R at rows v, and
Y5+0s:

setting the values of pixels 1n S" that belong to the subset
of the ROI to O or 1 according to the results of the
segmentation;

in the event that there 1s a break in L in arow y,, perform the
next 4 steps:

selecting a rectangular region of mterest (ROI) extend-
ing upward a height 0. pixels from row y, and mostly
to the left of the breakpoint between rows y, -0, and
y, up to the left border of image R;

performing a binary segmentation of the pixels of R 1n
the ROI;

selecting a subset of the ROI consisting pixels that lie to
the right of the line joining the points on L at rows
y»—0s andy,

setting the values of pixels 1n S" that belong to the subset
of the ROI 1n the previous step to O or 1 according to
the results of the segmentation;

selecting the contours in the resulting image S" that bound
the left and right sides of the foreground, and denote
these updated contours by L and R respectively; and

providing as a binary image Land set to 1 those of 1ts pixels

that have value 0 1n 8' but 1 1n S".
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31. The method of claim 29 wherein the step of discrimi-
nating threats from clutter includes:

using as puts image F of the REI feature to be judged and
the foreground-background edge contours L and R;

finding the number of rows spanned by the non-zero pixels >
of F, T;

in the event that T 1s less than a predetermined threshold
value 0,, label the feature as not being clutter and end;

otherwise, calculating the horizontal distance values d, and
d, of the feature from L and R for each of the T rows 1t
spans;

calculating the minimum values m, and m,, attained by d,
and d;

denoting by m; , the lesser of m; and myg;

computing the straight lines that best fit d, and d, when
regarded as functions of the row 1ndex and denoting by
s, and s, the slopes of the respective lines;

computing measures of deviation of d,; and d, from their
respective straight line fits and denote them by 6, and 6,; 20

computing nine binary scores (O or 1) by comparing the
values of's;, sz, 0;, Og, and m; , against predetermined
threshold values 0., through 0, ,;

computing a composite score for gauging the feature’s
likeness to clutter as the weighted sum of the nine; and 25

in the event that composite score below a predetermined
threshold 0, ,, declaring the feature as one likely to be
clutter, otherwise, declaring the feature likely to be a
threat.

32. The method of claim wherein the step of finding exten-

s1ibility of a feature includes:

using as mputs binary image F of the REI valley feature,
binary image S indicating foreground area of the REI,
image B indicating a slightly expanded version of the
background area of the REI, binary image W indicating
significant ridges 1n the foreground of the REI, and fore-
ground-background edge contours L and R;

locating the right and left endpoints, r_ and 1, of the feature
in F; 40

creating a binary image G indicating a specific region of
interest shaped substantially like a rectangle extending
upward from r_, with height given by a predetermined
value 0, with width extending fromr_ to the right border
of the REI, and abutting to the left side of the rectangle 45
portion of the region of interest area a wedge shaped
zone flaring out from r_, in an upward and left ward
ortentation having a leftmost vertex of this wedge
shaped augmentation a portion of the width of the fore-
ground at the leftmost point of R 1n the interval of 0, 50
rows abover,_;

creating another binary image indicating a specific region
of interest shaped substantially like a rectangle extend-
ing downward from 1, with height given by a predeter-
mined value 0,, with width extending from 1, to the left 55
border of the REI, and abutting to the right side of the
region of interest area a wedge shaped zone flaring out
from 1 1n a downward and rightward orientation having
a rightmost vertex of this wedge shaped augmentation a
portion of the width of the foreground at the leftmost 60
point of L 1n the interval of 0, rows below 1, adding this

region of interest to G;
performing Boolean AND operation with G and S and the
complement of the binary image W, and providing as an
output G'; 65
providing a binary image E whose only non-zero pixels are
the endpoints of the valley feature;
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morphologically reconstructing using E as the marker
image and G' as the mask 1image and providing as an
output the resultant image, denoted H;

performing a Boolean AND operation of H with B, the
slightly expanded version of the background, and pro-
viding as an output the result H';

comparing the pixels in H' to zero

in the event that there are non-zero pixels in H' declaring
the feature to be extensible; and

otherwise, declaring the feature to be not extensible.

33. The method of claim 29 wherein the step for discrimi-

nating between potential threats includes:

using as mputs REI R, image U of REI valley edge features

that are potential threats, image S indicating foreground

area of the REI, foreground-background edge contours

[Land R;

computing the median values m, and m, of the image
brightness of the foreground and background areas of R
based on the binary segmentation indicated by S;

selecting the contour M that 1s midway between L and R;

selecting the connected components of U;

performing the following 11 steps for each connected com-
ponent C of U:

determining whether C 1s likely due to clutter

in the event that C 1s likely due to clutter, stopping and
going to the next component;

in the event that C 1s not likely due to clutter computing the
median value m . of the image brightness in 1image R of
the pixels of C;

calculating a measure {3 of the relative brightness of C
using: 0=(m, —mgz)/(Mz—Mmy);

comparing 3 to a predetermined threshold value 0,

in the event that 3 1s greater than the threshold value 0,,
stopping and going to the next component;

otherwise estimating the orientation of C by forming a list
1 of coordinates (X, y) of the pixels 1n C and denoting the
horizontal coordinate of contour M atrow y by M(y) and
moditying each member (x, y) of 1 to (x-M(y), v);

in the event that C has substantially an anti-diagonal ori1-
entation, adding 1t to 1image K.;

otherwise stopping and going to the next component;

comparing [ to a predetermined threshold value 0, where
0, 1s lower than 0;, 1n the event that 3 1s less than the
predetermined threshold value 0., augmenting K, by a
union operation with C; and

providing K, and K, as indicating features that exhibit
brightness and orientation attributes of threats of a
higher and lower level of threat likelithood respectively.

34. The method of claim 29 wherein the step of estimating,

the gaps between a body’s legs includes:

using as mputs binary image S indicating foreground area
of the REI with holes filled 1n, and foreground-back-
ground edge contours L and R;

selecting the contour M that 1s midway between L and R;

providing a non-binary image D which indicates the hori-
zontal distance of non-zero pixels 1n S to the back-
ground, wherein for each row v, set the values of pixels
of D that lie between L (y) and M(y) to the distance of the
pixelto L (v), and for those between M(y) and R (v) to be
the distance to R (v) and setting the values of other pixels
of D to zero;

finding the minimum value m_ attained by the width of the
foreground over all the rows of the REI by m =min IR
(y)-L ()l

providing a distance threshold d.—=m_+0,, where 0, 1s a
predetermined 1nput value;
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comparing the values of pixels in D to a predetermined
threshold value d.; and

providing an output a binary image Sy, ., that 1s non-
zero at those pixels whose values 1n D are greater than
zero but less than d..

35. The apparatus of claim 1 wherein said image processor
COmMprises:

at least one processor; and

at least one computer usable medium having computer

readable code embodied therein, the computer readable

code being capable of causing said at least one processor

to:

transform said sequence of 1images of the periphery of
the body 1nto a plurality of row evolution images and
classity each of said plurality of row evolution 1image
according to 1ts location within the body’s image,

identify valley ridges 1n each of said plurality of row
evolution 1mages,

calculate the strength of 1dentified valley edges;

identify ridges in each of said plurality of row evolution
1mages,

calculate the strength of the identified rnidges; and

identify a threat as a function of the i1dentified valleys
and their corresponding strength and of the identified
ridges and their calculated strength in each of said
plurality of row evolution 1image; and

provide an output indicative of an 1dentified threat.

36. The system of claim 35 wherein the computer readable
code 1s Turther capable of causing said at least one processor
to: estimate the position of elbows as a function of the
sequence of 1images of the body.

37. The system of claim 35 wherein the computer readable
code 1s Turther capable of causing said at least one processor
to:

estimate the position of shoulders as a function of the

sequence ol 1mages of the body.

38. The system of claim 35 wherein the computer readable
code 1s further capable of causing said at least one processor
to:

estimate the position of legs as a function of the sequence

of 1mages of the body.

39. The system of claim 35 wherein the computer readable
code 1s turther capable of causing said at least one processor
to:

estimate the position of torso as a function of the sequence

of images of the body.

40. The system of claim 39 wherein the computer readable
code 1s Turther capable of causing said at least one processor
to:

a three-dimensional image formed of the 1dentified threat.

41. The system of claim 35 wherein the computer readable
code 1s further capable of causing said at least one processor
to:

determine a vertical expanse of said identified threat;

compare said vertical expanse to a predetermined thresh-

old; and

i said vertical expanse exceeds the predetermined thresh-

old, provide the output indicative of an 1dentified threat.

42. The system of claim 35 wherein the computer readable
code 1s Turther capable of causing said at least one processor
to:

convert said identified object into a viewable image.
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43. The system of claim 35 wherein the computer readable
code 1s Turther capable of causing said at least one processor
to filter using a spatial median filter that recerves said images
from said millimeter wave camera to perform spatial median
filtering on said 1images to provide filtered images.

44. The system of claim 35 wherein the computer readable
code 1s Turther capable of causing said at least one processor
to segment using 2-class segmentation processing that 1s
operative to classily each pixel in the sequence of 1images
received from said millimeter wave camera mto one of two
classes of pixels.

45. The system of claim 335 wherein the computer readable
code 1s Turther capable of causing said at least one processor
to filter using a plurality of median filters, each of said plu-
rality of median filter operative to receive one of said plurality
of row evolution 1images and operative to provide a median
filtered row evolution 1image output.

46. The system of claim 435 wherein the computer readable
code 1s further capable of causing said at least one processor
to: 1dentily valley edges 1n each of said plurality of median
filtered row evolution 1images.

4'7. The system of claim 45 wherein the computer readable
code 1s further capable of causing said at least one processor
to 1dentily ridges 1n said corresponding one of said plurality
of row evolution 1mages.

48. The system of claim 335 wherein the computer readable
code 1s Turther capable of causing said at least one processor
to use a predetermined number of finite 1mpulse response
filters, each of said predetermined number of fimite impulse
response lilters operative to recetve one of said plurality of
row evolution 1mages and wherein said 1mage processing
system being further operative to carry out a row-wise con-
volution with said one of said row evolution 1mages and a
column wise convolution with said one of said row evolution
images resulting in a predetermined plurality of 1images, said
image processing system being further operative to combine
said predetermined plurality of images to determine the
image ol dominant local orientation.

49. The system of claim 48 wherein the computer readable
code 1s Turther capable of causing said at least one processor
to: compute images G and H%? as a function of the dominant
local orientation and to combine G*and H%to form E(0 ) and
.

50. The system of claim 49 wherein the computer readable
code 1s further capable of causing said at least one processor
to: calculate A, ., as a unction of ¢ and to determine the
image V of the strength of the valley edge features as a
tunction of E(0,;) and A, ..

51. The system of claim 49 wherein the computer readable
code 1s further capable of causing said at least one processor
to: calculate Ay, ;... as a unction of ¢ and to determine the
image W of the strength of the ndge features as a function of
E(ed) and ARid_ges'

52. The system of claim 50 wherein the computer readable
code 1s Turther capable of causing said at least one processor
to: compare the image V with a first threshold value and
identifying a threat 1f, among other conditions, the image V
exceeds the first threshold value.

53. The system of claim 33 wherein the computer readable
code 1s further capable of causing said at least one processor
to discriminates clutter from a threat as a function of the
configuration and strength of the valley and ridge edges.

G ex x = e
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