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NON-INTRUSIVE DETERMINATION OF AN
OBJECTIVE MEAN OPINION SCORE OF A

VIDEO SEQUENCE

CROSS-REFERENCE TO RELAT
APPLICATION

s
w

The present application 1s a 35 U.S.C. §§371 national
phase conversion of PCT/CH2005/000771, filed Dec. 23,
2003, the disclosure of which has been incorporated herein by
reference. The PCT International Application was published
in the English language.

TECHNICAL FIELD

The mvention relates to a method for assessing the quality
of a video sequence. In particular, the method automatically
attributes an “objective mean opinion score” MOSo to the
sequence, which 1s a score value that 1s indicative of a mean
opinion score MOS that the sequence 1s expected to have
when viewed by a group of human watchers.

BACKGROUND ART

The assessment of the quality of a video sequence 1s of
importance when characterizing the performance of a video
distribution network, of a transmission or compression algo-
rithm, or of any other hard- or software mvolved 1n the cre-
ation, transmission, storage, rendering or handling of video
data.

Depending on the test situation, the original wvideo
sequence may or may not be available when assessing the
quality of a given sequence. The present mnvention relates to
so called “no reference models”, where the quality of a poten-
tially imperfect video sequence has to be dertved without
knowledge of the original video sequence.

For example, an unknown video sequence 1s captured at the
receiving end of a video transmission channel and then used
as an mput for video quality rating. The main output 1s a video
rating score or objective video MOS.

Conventionally, the video quality rating is carried out by a
group ol human watchers, where each member of the group
attributes an opinion score to the sequence. The scores of a
plurality of test watchers can be averaged to obtain a mean
OpIN1on score.

It 1s desirable to automate this process, replacing the sub-
jective element of the test watchers with an automated
method suitable to yield a value close to the mean opinion
score, the so called “objective mean opinion score” MOSo.

DISCLOSURE OF THE INVENTION

Hence, 1t 1s a general object of the mvention to provide a
method of this type that provides a basis for generating a
result close to the mean opinion score.

According to this method, interframe similarities s(1) are
calculated for the frames of the video sequence, each inter-
frame similarity s(1) being indicative of the similarity of two
consecutive frames 1—1, 1. As 1t has been found, an analysis of
these mterframe similarities allows the determination of vari-
ous parameters that are characteristic for the mean opinion
score MOS. Hence, the similarities s(1) can be used 1n the
calculation of the MOSo.

One advantageous application of the interirame similari-
ties s(1) 1s the determination of the downsampling factor DS,
which 1n turn can be used for calculating said score MOSo.
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Another advantageous application of the interframe simi-
larities s(1) 1s the determination of the pausing parameter p,
which 1 turn can also be used for calculating said score
MOSo. The pausing parameter 1s indicative of any pausing in
the sequence.

A turther advantageous application of the interframe simi-
larities s(1) 1s the determination of a keyirame distance param-
cter KFD, which 1n turn can also be used for calculating said
score MOSo. This parameter 1s ol importance for video
sequences where some of the frames of the sequence were
transmitted as keyirames and some of the frames were trans-
mitted as non-keyirames, wherein the keyirames carry full
information for creating a frame without reference to a prior
frame and the non-keyframes carry incremental information
for creating a frame from a previous frame. In this case, the
keyirames can be identified by checking if the interirame
similarity s(1) for a frame lies 1n a given range. From the
interframe similarities s(1) at the keyirames a keyframe dis-
tance parameter KFD can be determined, which e.g. describes
how much, on an average, the keyirames differ from their
previous frames. A large difference indicates a poor video
quality.

The invention also relates to the use of this method for
determining the quality of a video transmission channel.

BRIEF DESCRIPTION OF THE DRAWINGS

The mvention will be better understood and objects other
than those set forth above will become apparent when con-
sideration 1s given to the following detailed description
thereof. Such description makes reference to the annexed
drawings, wherein:

FIG. 1 15 a block diagram of an embodiment of a method
incorporating the present invention,

FIG. 2 1s a histogram showing the result of binning the H,
S and V values of a frame,

FIG. 3 shows a typical interframe similarity s(1) for a video
sequence,

FI1G. 4 1llustrates the transmission of a video sequence with
downsampling,

FIG. 5 1s a histogram of the binned interframe distances for
a downsampling factor of 1,

FIG. 6 1s a histogram of the binned interframe distances for
a downsampling factor of 2,

FIG. 7 1s a histogram of the binned interframe distances for
a downsampling factor of 1.33,

FIG. 8 1s a histogram of the binned interframe distances for
a downsampling factor of 2.4,

FIG. 9 1s a histogram of the binned interframe distances 1n
the presence of pausing,

FIG. 10 shows the second derivative of the interframe
similarity of a higher quality sequence,

FIG. 11 shows the second denivative of the interframe
similarity of a lower quality sequence, and

FIG. 12 shows the relation between the downsampling
factor DS and the percerved video quality MOS.

MODES FOR CARRYING OUT THE INVENTION

In the following, we describe an advantageous embodi-
ment (and some variants thereol) of an algorithm 1mplement-
ing the present mvention. This description 1s detailed, but
does not limit the scope of protection defined 1n the claims.

Definitions

The following definitions are used 1n this text and the
claims:
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“Downsampling” 1s the rate by which a video sequence 1s
downsampled during transmission, a measure that 1s used
intentionally by many transmission techmiques to reduce
transmission bandwidth. Downsampling involves a skipping
of individual frames, wherein the skipped frames are distrib-
uted substantially regularly over time. For example, each
second frame may be skipped, which corresponds to a down-
sampling factor of 2.

“Pausing” 1s, in some way, similar to downsampling in that
one or more Irames are not received properly and can there-
fore not be displayed. However, 1n contrast to downsampling,
pausing 1s an unintentional effect and skipped frames are not
distributed regularly.

Main Structure of the Algorithm

The method described here contains various parts, which
all contribute to the objective mean opinion score MOSo:

Preprocessing,

Temporal analysis

Spatial analysis

Perceptual Mapping

FI1G. 1 1llustrates these parts. The input for the method 1s a
video file containing an uncompressed video sequence con-
s1sting of a succession of frames. Each frame 1s e.g. encoded
in the RGB or YUV format. A typical length of the video
sequence 1s 6 to 15 seconds.

The mput video sequence 1s first passed through a prepro-
cessing step, which transforms the frames 1nto other formats,
such as YCbCr, HSV and RGB, each of which has certain
advantages depending on the analysis that follows.

The result of the preprocessing step 1s fed to a first block
called temporal analysis and a second block called spatial
analysis.

The primary purpose of the temporal analysis 1s the deter-
mination of the interframe similarities of the individual video
frames and of parameters dertved from the same. In particu-
lar, 1t calculates the keyirame distance, the frame rate down-
sampling factor and video pausing. These techniques are 1n
close context to the present invention and are described 1n
detail below.

The primary purpose of the spatial analysis 1s the determi-
nation of spatial parameters describing each frame individu-

ally. The spatial parameters can e.g. describe the average
blurriness and noise level of the frames. Various suitable
techniques that can be used for spatial analysis are known to
the person skilled 1n the art. The details of the spatial analysis
are ol no importance to the present invention.

Typical video quality parameters measured 1n a spatial
domain are blurring and blockiness (blocking). Examples for
Blocking and blurring detection are described 1n the follow-
1ng papers:

1) Z. Wang, A. C. Bovik, and B. L. Evans, “Blind measure-
ment of blocking artifacts in images,” in Proc. IEEE Int. Cont.
Image Proc., vol. 3, September 2000, pp. 981-984

2)“Colorimage quahty on the Internet™, Sabine E. Susstrunk,
Ecole Polytechnique Federale de Lausanne (Switzerland);
Stefan Winkler, Ecole Polytechmque Federale de Lausanne
(Switzerland); pages 118-131. In: IS&T The Society for
Imaging Science and Technology, http://www.imaging.org/
store/physpub.cim?seriesid=24&pub1 d=598; Simone San-
tin1, Univ. of California/San Diego (USA); Raimondo Schet-
tin1, Un1v. degli Studi di1 Milano-Bicocca (Italy), San Jose,

Calif., Dec. 15, 2003, Volume 5304, No. 5304, ISBN/ISSN:
0-8194-5207-6

A Tfurther step titled perceptual mapping combines the
parameters calculated from the temporal and spatial analysis
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to a single video quality number called objective mean opin-
ion score MOSo. Further details of the perceptual mapping
are described below.

Preprocessing

As mentioned above, a main purpose of the preprocessing
step 1s the conversion of the input frame format to HSYV,
YCbCr and RGB. Typical formats for uncompressed video
signals are RGB and YUV. Additionally, preprocessing
involves some video preparation in order to avoid the pro-
cessing of the video frames containing unique color. Addi-
tionally a grade of similarity between two consecutive video
frames, the interframe similarity, 1s calculated as a part of
preprocessing step. Its result 1s then used 1n the temporal
analysis step as described later.

Interframe Similarity

The video sequence 1s a series of frames 1, which generally
differ from each other (unless two frames are 1dentical, e.g.
due to pausing or downsampling). In the present method, an
interframe similarity s(1) 1s attributed to each frame 1. It
describes how much frame 1 differs from previous frame 1-1.

The interframe similarities s(1) are the basis for all compu-
tations 1n the temporal analysis. Theretfore, the accuracy and
robustness of the used interframe similarities are significant.
Interirame similarity results can also be used 1n the spatial
analysis acting as an indicator whether results from previous
frames just can be repeated or an analysis of the new frame 1s
required.

Various definitions of the interframe similarities s(1) can be
used. They differ in robustness, computational effort and
sensitivity to certain types of frame changes. In the following,
we describe two of them, one of them using the Y-component
of the YCbCr representation of the frames, the other analyz-
ing a histogram of the HSV representation of the frames.

a) Using the Y Component

One of the simplest methods for comparing two frames 1s
to calculate an average value Y, ; of all pixels belonging to a
frame 1-1 using only the Y component of YCbCr signal and
do the same for the next frame 1. Then, the normalized difter-
ence A, which can be used as the interframe similarity s(1), can
be calculated from

TDIH TDI‘V (1)
j_l TGIH Tﬂfy ; ; Yhvi-1
TDIH TGI‘V (2)
Yi V,i
TEHH Ton, ; FZ Vh
s(V=A=Y =Y (3)

wherein TOt,, and Tot,- designate the horizontal and vertical
extension of each frame in pixels, and Y, , ; 1s the Y-value of
the pixel at horizontal offset h and vertical offset v in frame 1.
The mterframe similarity as defined in Egs. (1) to (3) 1s 01t
two consecutive frames 1—1 and 1 are equal and =0 11 not.
b) HSV Histogram
A more advanced method for calculating the interframe
distances s(1) makes use of HSV color space using not only an
average value but rather a histogram of all three components
H, S and V.
The method 1s based on the following steps:
Binning the H, S and V-values of all pixels of a frame. The
H values are binned 1nto 32 bins since it has, perceptu-
ally, the highest resolution, while the S and V values are
cach binned 1nto only 16 bins. Each bin corresponds to a
range of the H, S or V value, respectively, and 1t counts
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the number of pixels having an H, S or V value, respec-
tively, that falls 1into the range of the bin. An example of
a histogram where the H, S and V bins are shown as 64
consecutive bins 1n a row 1s shown in FIG. 2. The vertical
axis of the graph of FIG. 5 has been normalized by
dividing the bin values by the total number of values 1n
the histogram, which 1s 3-TOt,-Tot -

Calculating a difference between the binned H, S and V
values. Advantageously, the following equation 1s used

K-1 (4)
s(i) = ) min(H;(k), Hiy (),
k=0

where K designates the total number of bins (64 in the
example of FIG. 2) and H,(k) 1s the count of bin k of frame 1.

The interframe similarity s(1) as defined by Eq. (4) 1s 1 1
two consecutive frames are identical and smaller than 1 if not.
FIG. 3 shows a typical plot of the interframe simailarity s(1) for
s series of some 220 frames.

It must be noted that other defimitions of the interframe
similarity s(1) than the one of Eq. (3) or (4) can be used. In
general, the term interframe similarity s(i1) designates any
parameter that expresses the similarity or dissimilarity of
consecutive frames.

Temporal Analysis

The mterframe similarities s(1) can be used, as mentioned,
in the temporal analysis. In particular, they can be used to
calculate one or more of the following three parameters:

downsampling factor DS

pausing parameter p

keyirame distance parameter KFD

The definition and calculation of these parameters 1s
described in the following.

Downsampling Factor DS

FIG. 4 shows a typical process of video encoding and
decoding as well as a video capture device at the output of the
video channel. Typically a source video sequence has a frame
rate of 25 to 30 ips. Often a video transport channel ofl

ers
lower bandwidth than the input source video sequence would
require, and 1t 1s therefore necessary to reduce a frame rate of

the source even before encoding. This downsampling proce-
dure decreases a video quality.

FIG. 4 shows a video capture device at the receiving end.
Typically, the video capture device works at 25 to 30 1ps (1.e.
the same frame rate as source video). Increasing the sampling,
rate to values higher than the one at the video output will not
increase video quality since the so called native frame rate (at
the 1nput of the encoder) 1s still unchanged.

Since the downsampling of the frame rate 1s an irreversible
process and decreases video quality, 1t 1s important to mea-
sure this feature and take 1t into account when calculating an
overall video quality.

The downsampling estimation 1s based on assumption that
the capturing rate of the video capture device 1s the same as
the frame rate of the source video sequence. Alternatively, the
capturing rate may be higher than the frame rate of the source
video sequence.

For determining the downsampling rate, the present
method makes use of a histogram approach as explained in
the following.

In a first step, the interframe similarities s(1) are compared
to a first threshold value k. In the following, 1t 1s assumed that
the defimition of Eq. (4) 1s used, in which case this first
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threshold value k 1s 1. Any value of s(1)<<1 indicates that the
frame contents have changed between frames 1—1 and 1.

Hence, comparing s(1) to 1 allows to determine the distance
between frame changes. This distance 1s e.g. 1 1f the frame
rate 1s the original frame rate, and 1t can be larger than 1 1n the
presence of downsampling.

The distances between frame changes determined 1n this
manner are binned mto bins of width 1 to calculate a series of
bin values H(1), with bin 1 corresponding to the interirame
distance 1. FIGS. 5-8 show example histograms of the values
H(1) for different downsampling factors DS.

The downsampling factor DS 1s defined by:

(5)

Source_{ps
DS =

native_fps’

which 1s a ratio of source and native frame rates, the native
framerate being the framerate before encoding and the source
framerate being the framerate after encoding (capturing rate)
and also of the reference video signal. Typical native frame
rates 1n live networks lie between 2.5 and 25 fps, which means
that the down sampling factor DS is between 10 and 1.

DS=1 means that the output frame rate 1s equal to the
source one or there was no frame rate change in the transmis-
sion channel. In this case all distances have a value 1, see FIG.
5. If every second frame 1s skipped, the downsampling factor
DS 1s 2, and the corresponding histogram 1s shown in FIG. 6.
If the downsampling factor DS 1s not an integer number, then
the histogram shows more than one peak. For example, it
DS=1.33 (FIG. 7) we have e.g. 6 values with the distance 1
and three values with distance 2.

From the bin values H(1), the downsampling factor DS can
be calculated from the following equation:

i1- HG1) + 2- H(i2)
H(il) + H(i2)

D — (6)

where 1ndices 11 and 12 correspond to the bins with the two
largest bin values H(11), H(12).

Pausing Parameter p

Pausing estimation 1s used to detect events where a video
channel causes information loss. In such a situation where
video transmission 1s broken, a capturing device records
always the same frame. In this case we talk about so called
irregularly repeated frames which are different from those
caused by downsampling effect. Downsampling causes peri-

odical frame repetitions whereas pausing 1s much more
annoying and occurs burstwise. Identification of pausing 1s
very important for no reference models since this kind of
degradation 1s very annoying and 1ts impact 1s always per-
ceived by the viewers.

In the method used here, the accuracy of pausing estima-
tion depends on the result of the downsampling calculation.

A pausing estimator has to distinguish the irregularly
repeated frames from those that are regularly repeated due to
downsampling. By looking at FIG. 9, which shows another
example of an interframe distance histogram (derived in the
same way as the histograms of FIGS. 5-8) two different types
of interirame distances can be distinguished. The two highest
bars for distances 2 and 3 can be attributed to downsampling,
while the bars at distances 3-9 represent irregular frame rep-
etitions or pausing.
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Hence, as can be seen form FIG. 9, the pausing parameter
p can be calculated from the sum of the bin values H(1) for 1
above a given threshold. This threshold should be higher than
the downsampling factor DS. In order to avoid a wrong esti-
mation of pausing, a guard distance of one unit between bars
caused by downsampling and those caused by pausing should
be used (in FIG. 9, bin number 4 1s a guard unit). Hence,
pausing can be calculated from the sum

N (7)

Z H ()

i=2+ceil(DS)

wherein N designates the number of bins. Advantageously,
the sum 1s normalized by the total number of frames, 1.¢. the
pausing parameter p can be calculated from

N (8)
Z H(i)
1=2+ceil(DS)
p=—7
% HO)

Keyirame Distance Parameter KFD

A keylirame or I-Frame 1s a single frame 1n a video
sequence that 1s compressed without making reference to any
previous or subsequent frame 1n the sequence, 1.¢. each key-
frame carries full mmformation for creating a frame without
reference to another frame. In contrast to this, non-keyirames
carry incremental information for creating a frame from a
previous frame. For television systems, an I-frame 1s sent
typically every half second in order to enable zapping.
[-frames are the only frames 1n a video data stream that can be
decoded by their own (1.e., without needing any other frames
as reference).

In video sequences with severely impaired content the
perceived quality of keyframes strongly differs from that of
other frames. In cases where the frame 1s content doesn’t
change drastically, the short raises of quality are visible as
spikes in the interirame similarity s(1). The larger these spikes
are 1n respect to the remaining signal, the lower video quality
of the signal 1s. The present method uses this property to
derive another quality parameter, the keyirame distance
parameter KFD from the value of the interframe similarity
s(1) at the keylrames.

The interirame similarity s(1) presented in FIG. 3 1s a good
example of this, the periodically arising spikes being indica-
tors for key frames. Hence, the keyirames can be identified by
checking if the interframe similarity s(1) or a value dertved
from the interirame similarity s(1) lies 1n a given range.

To enhance the spikes 1n s(1), the second denvative of the
histogram similarity signal 1s taken i1n an advantageous
embodiment of the invention. Calculating the second derivate
increases the difference between the spikes and the remaining
signal (1.e. works as high pass filter).

FIGS. 10 and 11 are two examples for the second derivative
of the mterframe similarity s(1). FIG. 10 corresponds to a
sequence with less compression (higher 1mage quality).
Theretfore the amplitude of the spikes 1s lower then of those of
FIG. 11.

Keyirames are detected by comparing the second deriva-
tive of s(1) (or any other suitable value dertved from s(1)) with
a lower threshold (lower dotted line 1n FIGS. 10, 11). I the

value exceeds this threshold, the frame may be a keyirame.
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The lower threshold has been introduced to reject noise pro-
duced by normal content changes between successive frames.
It may e.g. have a value of 0.03.

However, both figures show one dominating, outlying
spike, which indicates a shot boundary (scene change). To
avold a false keyirame detection at this frame, an upper
threshold (upper dash-dotted line) of e.g. 0.3 has been intro-
duced. IT a spike exceeds this threshold, it 1s considered a
“false alarm” and the spike 1s not used 1n further calculations.
Another threshold (lower dash-dotted line) has been intro-
duced to reject noise produced by normal content changes
between successive frames.

The keyirame parameter (or key frame distance metric)
KFD 1s then calculated by

1 (9)
KFD = EZ s; — TH,

with the sum running over all detected keyirames I, M being
the total number of keyirames and TH, the lower threshold.

The keyirame parameter KFD of Eq. (9) 1s the average
(mean) of the interframe similarities s(1) inside the band lim-
ited by the two thresholds, minus the value of the lower
threshold (to align the lowest possible result towards zero).

A simplified algornthm {for calculating the keyirame
parameter may €.g. look as follows:

d=0,n=0
for every element in s"
if (" (1) >=THI1 & s" (1) <= THu)

d=d+s" (1)
n=n+1
end
if (n > 0)
d =d/n- THI;

where s" 1s the second dervative of the interframe similarity
s(1).

Perceptual Mapping

With the steps mentioned so far, the downsampling factor
DS, the pausing parameter p, and the keyirame distance
parameter KFD can be derived. Additional parameters S, . . .
S, describing the spatial quality of the frames can be derived
by means of the spatial analysis, as mentioned above.

All the measured parameters are then converted into the
objective mean opinion score MOSo. In general, this 1s car-
ried out by calculating

MOSo=F(DS,p,KFD,S|, ... S,), (10)

where F 1s a linear or non-linear function 1n 1ts parameters DS,
p, KFD, and S, through S,.

It has been found that function F 1s best split up 1 a
non-linear part depending on the downsampling rate, while
the 1influence of the other parameters can be expressed 1n a
linear function. In particular, the following approach has been
found to successtully describe the MOSo:

MOSo=M(p,KFD,S|, . .. Sp)+Ays0s. (11)

where M 1s linear 1n 1ts arguments and Amos 1s an additive

correction described below.

A particularly important parameter 1s the downsampling
tactor DS. FIG. 12 shows the relation between the downsam-
pling factor DS and the percerved video quality of anumber of
subjects. Each connected line represents a source played at
different frame rates.
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To fit a nonlinear model to the given data, the results are
grouped per downsampling factor and then averaged. These
averages are vertically shifted 1n such a way that a downsam-
pling factor 1 (no downsampling) refers to no difference on
the MOS scale.

It has been found that an exponential model describes the
dependency of the change in MOS and the downsampling
factor DS fairly well:

A=A EZP4C (12)

The coelficients were examined for each image format

(such as QCIF at 176x144 pixels, CIF at 352x288 pixels and
VGA) separately. It 1s noticeable that the influence of the
downsampling factor doesn’t drastically change over the dii-
ferent 1mage sizes.

Image size A B C

QCIF 1.8290 0.2057 —1.4807
CIF 1.6298 0.2635 -1.2683
VGA/PAL 1.6147 0.2163 —-1.3147

Once the value A, /< 1s known, the calculation of MOSo

proceeds according to Eq. (11).
Function M of Eq. (11) 1s described by:

MOSo —Ayos = M(p, KFD, Sy, ... Sp) = (13)

k{] +J’(p'P+kKFD'KFD+k51 -5 +k52'52 + ...

where the coetlicients k), k , Kxrp, K, €tc. can be derived by
carrying out the following steps:

1) Present a series of N video sequences V, . ..V, 1o test
persons who attribute mean opinion scores MOS(1) (for1=1 to
N) to each of them.

2) Calculate the parameters DS(1), p(1), KFD(@1), S,(1),
S,(N) for each video sequence V.. Calculate A, ,, . from DS(1)
using the coelflicients 1n the table above.

3) Use linear regression to find those coetlicients k, k.
Krrrs Koy, €tc. 1n Eq. (13).

To further improve the present algorithm, different func-
tions F (in Eq. (10)) or different coellicients M (1n Eq. (13))
can be used for differing frame sizes1.e. for different numbers
of pixels per frame.

Typical values for the coetlicients k,, kyr-, have been
found (for a MOS0-A, /¢ 1n arbitrary units) to be k =0.389
and k.- ~»,=—0.564 for the definitions of Eq. (8) and (9) above.

A further improvement can be achieved by taking into
account that, 11 one disturbance becomes strong, the watcher
user tends to weigh 1t in non-linear fasion. For example, 1n the
presence ol significant pausing, the average user tends to
1gnore most other errors 1in an 1mage. To take this into account,
different functions F (1in Eq. (10)) or different coellicients M
(in Eq. (13)) 1f a given quality parameter becomes dominant.
This can be implemented by the following steps:

1) Calculating the parameters KFD and p for a given video
sequence.

2) Comparing the parameters KFD and p to given thresh-
olds thyzr, and th, and, depending on the result of this com-
parison, using another function F (or coelfficients for the func-
tion M).

Suitable functions F (or coefficients M) can again be
derived from testing a series of video sequences with a group
of users and finding an optimum match.
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While there are shown and described presently preferred
embodiments of the invention, 1t 1s to be distinctly understood
that the invention 1s not limited thereto but may be otherwise
variously embodied and practiced within the scope of the
following claims.

The invention claimed 1s:
1. A method for assessing the quality of a video sequence,
which 1s output by a video capture device, by attributing at

least one score MOSo to said sequence, said method com-
prising the steps of

calculating a series of interframe similarities s(1) of said
sequence, each interframe similarity s(1) indicative of a
similarity of two consecutive frames 1n said sequence,

using said interframe similarities s(1) for calculating said
score MOSo,

calculating a downsampling factor DS from said inter-
frame similarities s(1) and using said downsampling fac-
tor DS for calculating said score MOSo,

comparing said interframe similarities s(1) to a first thresh-
old value, an interframe similarity s(1) being less than the
first threshold value indicating a frame change between
frames 1—1 and 1, thus allowing a calculation of a series
of interframe distances between frame changes,

binning said interframe distances for calculating a series of
bin values H(1), with bin 1 corresponding to an inter-
frame distance 1, and

calculating said downsampling factor DS from the largest
bin values,

wherein said downsampling factor DS 1s calculated from

il HG1) + 2+ H(i2)

DS = —ginvam

with bins 11 and 12 being the bins with the two largest bin
values H(11), H(12).

2. The method of claim 1 wherein an interframe similarity
s(1)=k 1s indicative of two consecutive frames being 1dentical
and wherein said first threshold 1s k.

3. The method of claim 1 comprising the step of calculating,
a pausing parameter p, indicative of pausing 1n said sequence,
from said interframe similarities s(1) and further comprising
the step of using said pausing parameter p for calculating said
score MOSo.

4. The method of claim 3 further comprising the step of

calculating said pausing parameter p from a sum of the bin

values H(1) for 1 above a given threshold.
5. A method for assessing the quality of a video sequence,
which 1s output by a video capture device, by attributing at
least one score MOSo to said sequence, said method com-
prising the steps of
calculating a series of interframe similarities s(1) of said
sequence, each mterframe similarity s(1) indicative of a
similarity of two consecutive frames 1n said sequence,

using said interframe similarities s(1) for calculating said
score MOSo,

calculating a pausing parameter p, indicative of pausing in

said sequence, from said interframe similarities s(1) and
further comprising the step of using said pausing param-
cter p for calculating said score MOSo,

comparing said interframe similarities s(1) to a first thresh-

old value, an interframe similarity s(1) being less than the
first threshold value indicating a frame change between
frames 1—1 and 1, thus allowing a calculation of a series
of interframe distances between frame changes,




US 8,212,939 B2

11

binning said interframe distances for calculating a series of
bin values H(1), with bin 1 corresponding to an inter-
frame distance 1,

calculating said pausing parameter p from a sum of the bin
values H(1) for 1 above a given threshold,

wherein said pausing parameter p 1s calculated from the
sum

N

2,

i=2+ceil(D5)

H (i)

wherein N designates the number of bins.
6. The method of claim 5 wherein said pausing parameter
p 1s calculated from

N

2,

i=2+ceil(DS)

H(1)

P = N
L H(

7. The method of claim 1 wherein some of the frames of
said sequence are transmitted as keyirames and some of the
frames are transmitted as non-keyirames, wherein said key-
frames carry full information for creating a frame without
reference to a prior frame and said non-keyirames carry incre-
mental information for creating a frame from a previous
frame, said method comprising the steps of

deriving a keyirame distance parameter KFD from the

interframe similarities s(1) at said keyirames, and
using said keyirame distance parameter KED for calculat-
ing said score MOSo.

8. The method of claim 7 further comprising the step of

identifving said keyirames by checking if said interframe
similarity s(1) or a value dertved from said interframe simi-
larity s(1) lies 1n a given range.

9. The method of claim 8 comprising the step of comparing,
said interirame similarities s(1) or said value derived from said
interframe similarities s(1) to a lower threshold and an upper
threshold for identitying said keyirames.

12

10. A method for assessing the quality of a video sequence,
which 1s output by a video capture device, by attributing at
least one score MOSo to said sequence, said method com-
prising the steps of

5 calculating a series of interframe similarities s(1) of said
sequence, each mterframe similarity s(1) indicative of a
similarity of two consecutive frames 1n said sequence,

using said interframe similarities s(1) for calculating said

score MOSo,

calculating a downsampling factor DS from said inter-
frame similarities s(1) and using said downsampling fac-
tor DS for calculating said score MOSo,

wherein some of the frames of said sequence are transmiut-
ted as keylframes and some of the frames are transmitted
as non-keylframes, wherein said keyirames carry full
information for creating a frame without reference to a
prior frame and said non-keyirames carry incremental
information for creating a frame from a previous frame,
said method further comprising the steps of

deriving a keyirame distance parameter KFD from the
interframe similarities s(1) at said keyiframes,

using said keyirame distance parameter KFD for calculat-
ing said score MOS0, and calculating said score MOSo
from

MOSo=F(DS,p,KFD,S,, ... Sp)

10
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where DS 1s a downsampling factor, p 1s a pausing param-
cter indicative of pausing 1n said video sequence, and
S.,...Spareany further quality parameters of said video
sequence, F being a function which 1s equal to the sum of
a linear function M of p, KFD, and S,, . .. S, and a
non-linear function of DS, and 1n particular wherein said
method further comprises the steps of

calculating the parameters KFD and p for the video

sequence and

comparing the parameters KFD and p to given thresholds

thgrp, and th, and, depending on the result ot this com-
parison, selecting another function F.

11. The method of claim 7 wherein said keyframe distance
parameter KFD 1s derived from an average value of the inter-
40 frame similarities s(1) at said keyirames.

12. Use of the method of claim 1 for determining the
quality of a video transmission channel.
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