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PROBING-BASED MECHANISM TO REDUCE
PREEMPTION PERTURBATION CAUSED BY
HIGHER PRIORITY TUNNEL
ESTABLISHMENT IN A COMPUTER
NETWORK

TECHNICAL FIELD

The present disclosure relates generally to computer net-

works, and, more particularly, to rerouting and preemption of
tunnels within computer networks.

BACKGROUND

Multi-Protocol Label Switching (MPLS) Traflic Engineer-
ing ( TE) supports the ability to configure priorities (e.g., up to
eight) for tunnels (e.g., Label Switched Paths, or “TE-LSPs”).
Based on priority level, certain tunnels may be preempted by
tunnels having a higher priority. That 1s, priorities may be
used to give higher precedence to tunnels carrying higher
priority traffic (e.g., sensitive/critical tratfic), and lower pre-
cedence to tunnels carrying lower prionty traflic (e.g., con-
ventional data). (Note that tunnel priority need not be related
to traific priority, as will be understood by those skilled 1n the
art.) Although preemption is a particularly useful mechanism
in certain circumstances, 1t may lead to tratfic disruption and
network perturbation due to potentially massive rerouting of
preempted tunnels (e.g., causing substantial control plane
burden, traffic jitter, etc.).

One particularly non-disruptive solution 1s referred to as
“soit preemption”, which provides a “make before break™
preemption scheme such that preempted tunnels may be rees-
tablished along new routes prior to being preempted from
their old routes. As those skilled 1n the art will understand,
while soft preemption 1s non-disruptive, 1t potentially causes
temporary congestion within the network (e.g., since for a
short period of time, two tunnels are 1n place: the newly
admitted high priority tunnel and the preempted tunnel that
has not been yet rerouted).

Although soft preemption reduces disruption of traiffic
(e.g., the forwarding plane), preemption of a large number of
tunnels by the establishment of a higher prionity tunnel (e.g.,
due to 1mitial establishment or reoptimization/rerouting) may
still cause network perturbations. Particularly, at the control
plane burdens and tratffic shifts that lead to tratiic jitter may be
problematic given a large number of displaced tunnels. For
example (e.g., in networks where dynamic bandwidth resiz-
ing 1s used), a large high priority tunnel may be reoptimized
along a (slightly) more optimal path, resulting in preemption
of a very large number of lower priority tunnels.

Current network protocols (e.g., the Interior Gateway Pro-
tocol, IGP, with MPLS TE extensions) provide routing nodes
(e.g., tunnel head-end nodes) with information relating to
available bandwidth per priority level. A path computation
algorithm executing on the routing node typically attempts to
locate a shortest path for a tunnel having sufficient bandwidth
tor the priority level of the tunnel (e.g., a shortest constrained
path, as in Constrained Shortest Path First, or “CSPEF” com-
putation). This computation i1s performed regardless of the
number of tunnels potentially preempted along the newly
computed path, particularly because such information is not
generally available to the routing node. Thus, the routing node
has no way of knowing that establishment of a tunnel along a
path, whether for an 1ni1tial set up of the tunnel or a reoptimi-
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zation to a (slightly ) more optimal path, would resultin a large
number of tunnels being preempted/displaced.

BRIEF DESCRIPTION OF THE DRAWINGS

The above and further advantages of the invention may be
better understood by referring to the following description in

conjunction with the accompanying drawings 1n which like
reference numerals 1indicate 1dentically or Tunctionally simi-
lar elements, of which:

FIG. 1 1llustrates an example computer network;

FIG. 2 1llustrates an example network device/node;

FIG. 3 1llustrates an example RSVP message;

FIG. 4 1llustrates an example TLV format;

FIG. 5 1llustrates the computer network as 1n FIG. 1 with
example probing exchanges in accordance with one or more
embodiments described herein; and

FIG. 6 illustrates an example procedure for a probing-
based mechanism to reduce preemption perturbation caused
by higher priority tunnel establishment 1n accordance with
one or more embodiments described herein.

DESCRIPTION OF EXAMPLE EMBODIMENTS

Overview

According to embodiments of the disclosure, a routing
node (e.g., a head-end node) 1n response to a desire to route a
selected tunnel (e.g., reroute), computes a path for the
selected tunnel. The routing node probes the path to discover
information about tunnels that would be displaced by the
selected tunnel 1T routed over the path (e.g., a number of
tunnels), and correspondingly determines whether to estab-
lish the selected tunnel based on the information of the tun-
nels to be displaced.

Also, according to embodiments of the disclosure, inter-
mediate nodes along the probed path of the selected tunnel
may receirve a probe (e.g., signaling message) requesting
information about the tunnels that would be displaced by the
selected tunnel (e.g., a number of tunnels. In response, each
intermediate node inserts information about the tunnels to be
displaced at the imntermediate node into the probe, and for-
wards the probe (e.g., toward the routing node initiating the
probe).

DESCRIPTION

A computer network 1s a geographically distributed collec-
tion of nodes interconnected by communication links and
segments for transporting data between end nodes, such as
personal computers and workstations. Many types of net-
works are available, with the types ranging from local area
networks (LANs) to wide area networks (WANSs). LANSs typi-
cally connect the nodes over dedicated private communica-
tions links located in the same general physical location, such
as a building or campus. WANSs, on the other hand, typically
connect geographically dispersed nodes over long-distance
communications links, such as common carrier telephone
lines, optical lightpaths, synchronous optical networks (SO-
NET), or synchronous digital lierarchy (SDH) links. The
Internet 1s an example of a WAN that connects disparate
networks throughout the world, providing global communi-
cation between nodes on various networks. The nodes typi-
cally communicate over the network by exchanging discrete
frames or packets of data according to predefined protocols,
such as the Transmission Control Protocol/Internet Protocol
(TCP/IP). In this context, a protocol consists of a set of rules
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defining how the nodes interact with each other. Computer
networks may be further interconnected by an intermediate
network node, such as a router, to extend the effective “size”
ol each network.

Since management of iterconnected computer networks
can prove burdensome, smaller groups of computer networks
may be maintained as routing domains or autonomous sys-
tems. The networks within an autonomous system (AS) are
typically coupled together by conventional “intradomain”™
routers configured to execute intradomain routing protocols,
and are generally subject to a common authority. To improve
routing scalability, a service provider (e.g., an ISP) may
divide an AS 1nto multiple “areas” or “levels.”” It may be
desirable, however, to increase the number of nodes capable
of exchanging data; 1n this case, interdomain routers execut-
ing interdomain routing protocols are used to interconnect
nodes of the various ASes. Moreover, 1t may be desirable to
interconnect various ASes that operate under different admin-
i1strative domains. As used herein, an AS, area, or level 1s
generally referred to as a “domain,” and a router that inter-
connects different domains i1s generally referred to as a “bor-
der router.”

FIG. 1 1s a schematic block diagram of an example com-
puter network 100 1llustratively comprising nodes (e.g., rout-
ers) A-G interconnected by links as shown. Illustratively,
various tunnels (shown as thick arrows) may traverse the links
between head-end nodes and tail-end nodes (not necessarily
shown) through one or more intermediate nodes, as described
herein and as will be understood by those skilled in the art.
Those skilled 1n the art will also understand that any number
of nodes, routers, links (e.g., with any bandwidth values and/
or costs), etc. may be used in the computer network, and that
the view shown herein 1s for simplicity. Further, those skilled
in the art will also understand that while the present invention
1s described generally, 1t may apply to any network configu-
ration within an AS or area/level, or throughout multiple ASes
or areas/levels (“inter-domain”), etc.

Data packets may be exchanged among the nodes of the
computer network 100 using predefined network communi-
cation protocols such as the Transmission Control Protocol/
Internet Protocol (TCP/IP), User Datagram Protocol (UDP),
Asynchronous Transier Mode (ATM) protocol, Frame Relay
protocol, Internet Packet Exchange (IPX) protocol, efc.

FIG. 2 1s a schematic block diagram of an example node/
router 200 that may be advantageously used with one or more
embodiments described herein, e.g., as a head-end node or
intermediate node (e.g., label switched routers, “LLSRs™). The
node comprises a plurality of network interfaces 210, one or
more processors 220, and a memory 240 inter-connected by a
system bus 2350. The network interfaces 210 contain the
mechanical, electrical and signaling circuitry for communi-
cating data over physical links coupled to the network 100.
The network interfaces may be configured to transmit and/or
receive data using a variety of different communication pro-
tocols, including, inter alia, TCP/IP, UDP, ATM, synchronous
optical networks (SONET), wireless protocols, Frame Relay,
Ethernet, Fiber Distributed Data Intertace (FDDI), etc. Nota-
bly, a physical network interface 210 may also be used to
implement one or more virtual network interfaces, such as for
Virtual Private Network (VPN) access, known to those skilled
in the art.

The memory 240 comprises a plurality of storage locations
that are addressable by each processor 220 and the network
interfaces 210 for storing software programs and data struc-
tures associated with the present invention. The processor(s)
220 may comprise necessary elements or logic adapted to
execute the software programs and manipulate the data struc-
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tures. A router operating system 242 (e.g., the Internetwork-
ing Operating System, or IOS™, of Cisco Systems, Inc.),
portions of which are typically resident 1n memory 240 and
executed by the processor(s), functionally organizes the node
by, 1inter alia, invoking network operations 1n support of soft-
ware processes and/or services executing on the router. These
soltware processes and/or services may comprise routing
services 247, Resource ReSerVation Protocol (RSVP) ser-
vices 249, Tratlic Engineering (TE)/ Tunnel services 248, and
as described herein, an example probing process/service 245
(e.g., particular to a routing/head-end node or intermediate
node). It will be apparent to those skilled 1n the art that other
processor and memory means, including various computer-
readable media, may be used to store and execute program
instructions pertaining to the mventive technique described
herein.

Routing services 247 contain computer executable instruc-
tions executed by processor 220 to perform functions pro-
vided by one or more routing protocols, such as the Interior
Gateway Protocol (IGP) (e.g., Open Shortest Path First,
“OSPE,” and Intermediate-System-to-Intermediate-System,
“IS-1S”), the Border Gateway Protocol (BGP), etc., as will be
understood by those skilled 1n the art. These functions may be
configured to manage routing and forwarding information
databases (not shown) containing, e.g., data used to make
routing and forwarding decisions. Notably, routing services
247 may also perform functions related to virtual routing
protocols, such as maintaining VRF instances (not shown) as
will be understood by those skilled 1n the art.

Multi-Protocol Label Switching (MPLS) Trailic Engineer-
ing (TE) has been developed to meet data networking require-
ments such as guaranteed available bandwidth or fast resto-
ration. MPLS TE exploits modern label switching techniques
to build end-to-end tunnels based on a series of constraints
through an IP/MPLS network of label switched routers
(LSRs). These tunnels are a type of label switched path (LSP)
and thus are generally referred to as MPLS TE-LSPs.
Examples of MPLS TE can be found in RFC 3209, entitled
RSVP-TE: Extensions to RSVP for LSP Tunnels dated
December 2001, RFC 3784 entitled Intermediate-System-to-
Intermediate-System (IS-1S) Extensions for Traffic Engineer-
ing (ITF) dated June 2004, and RFC 3630, enfitled 7raffic
Engineering (TE) Extensions to OSPF Version 2 dated Sep-
tember 2003, the contents of all of which are hereby incor-
porated by reference in their entirety.

Generally, a tunnel 1s a logical structure that encapsulates a
packet (a header and data) of one protocol 1nside a data field
of another protocol packet with a new header. In this manner,
the encapsulated data may be transmitted through networks
that 1t would otherwise not be capable of traversing. More
importantly, a tunnel creates a transparent virtual network
link between two network nodes that 1s generally unatiected
by physical network links or devices (1.e., the physical net-
work links or devices merely forward the encapsulated packet
based on the new header). While one example of a tunnel 1s an
MPLS TE-LSP, other known tunneling methods include,
inter alia, the Layer Two Tunnel Protocol (L2TP), the Point-
to-Point Tunneling Protocol (PPTP), and IP tunnels.

Some applications may incorporate unidirectional data
flows configured to transfer time-sensitive traffic from a
source (sender) 1n a computer network to a destination (re-
ceiver) in the network in accordance with a certain “quality of
service” (QoS). Here, network resources may be reserved for
the unidirectional flow to ensure that the QoS associated with
the data tlow 1s maintained. The Resource ReSerVation Pro-
tocol (RSVP) 1s a network-control protocol that enables
applications to reserve resources in order to obtain special
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QoS for their data flows. RSVP works 1n conjunction with
routing protocols to, e.g., reserve resources for a data tlow 1n
a computer network in order to establish a level of QoS
required by the data tlow. RSVP i1s defined in R. Braden, et al.,
Resource ReSerVation Protocol (RSVP), RFC 2205, the con-
tents ol which are hereby incorporated by reference 1n their
entirety. In the case of traffic engineering applications, RSVP
signaling 1s used to establish a TE-LSP (tunnel) and to convey
various TE-LSP attributes to routers, such as border routers,
along the TE-LSP obeying the set of required constraints
whose path may have been computed by various means.

In particular, RSVP services 249 contain computer execut-
able 1instructions for implementing RSVP and processing
RSVP messages in accordance with the embodiments
described herein. Further, TE services 248 contain computer
executable instructions for implementing TE functions in
accordance with the embodiments described herein.

Examples of Trailic Engineering are described in RFC 3209,
RFC 37784, and RFC 3630 as incorporated above, and in RFC
3473, entitled, Generalized Multi-Protocol Label Switching
(GMPLS) Signaling Resource ReSerVation Protocol-Traffic
Engineering (RSVP-TE) Extensions dated January 2003,
which 1s hereby incorporated by reference in 1ts entirety. A TE
Database (TED, not shown) may be 1llustratively resident 1n
memory 240 and used to store TE information provided by
the routing protocols, such as IGP, BGP, and/or RSVP (e.g.,
with extensions). The TED may be illustratively maintained
and managed by TE services 248.

Tunnels, e.g., MPLS TE-LSPs, can be configured within a
single domaln ¢.g., area, level, or AS, or may also span
multiple domains, e.g., areas, levels, or ASes, and may have
guaranteed bandwidth under certain conditions. Illustra-
tively, the tunnels (e.g., TE-LSPs) may be signaled through
the use of the RSVP protocol (with Trailic Engineering exten-
sions), and 1n particular, RSVP TE signaling messages. It
should be understood that the use of RSVP serves only as an
example, and that other communication protocols may be
used 1 accordance with the embodiments described herein.

In particular, in accordance with RSVP, to request a data
flow (tunnel) between a sender (head-end node) and arecerver
(tail-end node), the sender may send an RSVP path request
(Path) message downstream to the receiver along a path (e.g.,
a unicast route) to 1dentity the sender and indicate ¢.g., band-
width needed to accommodate the data tlow, along with other
attributes of the tunnel. The Path message may contain vari-
ous information about the data flow including, e.g., traflic
characteristics of the data flow. Also 1n accordance with the
RSVP, a receiver establishes the tunnel between the sender
and receiver by responding to the sender’s Path message with
a reservation request (Resv) message. Thereservation request
message travels upstream hop-by-hop along the tlow from the
receiver to the sender (1.e., along intermediate nodes). The
reservation request message contains mformation that 1s used
by intermediate nodes along the flow to reserve resources for
the data flow between the sender and the receiver, to confirm
the attributes of the tunnel, and provide a tunnel label. If an
intermediate node 1n the path between the sender and recerver
acquires a Path message or Resv message for a new or estab-
lished reservation (tunnel) and encounters an error (e.g.,
insuificient resources, falled network element, etc.), the inter-
mediate node generates and forwards a path or reservation
error (PathErr or ResvErr, hereinaiter Error) message to the
sender or recerver, respectively.

FIG. 3 1s a schematic block diagram of portions of a sig-
naling message 300 (e.g., an RSVP message, such as Path,
Resv or Error) that may be advantageously used with the
present mvention. Message 300 contains, 1nter alia, a com-
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mon header 310, one or more signaling protocol specific
objects 320, such as an LSP-Attribute object 330, as well as
one or more other (e.g., novel) objects 340, such as a “Pos-
sible Tunnel Preemptions” (PTP) object described below. The
common header 310 may comprise a source address 312 and
destination address 314, denoting the origination and
requested termination of the message 300. Protocol specific
objects 320 contain objects necessary for each type of mes-
sage 300 (e.g., Path, Resv, Error, etc.). For instance, a Path
message may have a sender template object, Tspec object,
Previous-hop object, etc. A Resv message, on the other hand,
may have specific objects 320 for a label object, session
object, filter spec object, etc. Also, Error messages 300 (e.g.,
PathErr or ResvErr) may have specific objects 320, such as
for defining the type of error, etc. Various flags and/or objects
(““TLVs”) may also be contained within the objects 320-340,
as will be understood by those skilled in the art.

In particular, the TLV encoded format 1s used to identify a
type (T) of information 1s being communicated (conveyed), a
length (L) of information to be conveyed, and a value (V) of
the actual information conveyed. The length (L) parameter
contained 1n the length field 1s typically implementation-
specific and can denote the length from the beginning of the
Type field of the object to the end. However, the length gen-
erally denotes the length of the Value (V) field and not the
Type (1) or Length (L) fields.

FIG. 4 1s a schematic block diagram illustrating the TLV
encoded format 400 that may be advantageously used with
the one or more embodiments described herein. The TLV 400
may be used for any variable length field contained 1n an
RSVP message 300 or other protocol messages in accordance
with the embodiments described herein (e.g., as the novel
PTP object 340 and/or as novel sub-objects to conventional
objects such as the LSP-Attribute object 330). The TLV 400
1s organized to include a Type field 405 containing a prede-
termined type value indicating the type of data contained in
the TLV 400, and a Length field 410, which 1s a variable
length value. The TLV encoded format 400 may also com-
prise one or more non-ordered sub-TLVs 450 carried within

the TLV “pay-load” (e.g. Value field 415), each having a Type
ficld 455, Length field 460, and Value field 465. Notably,
other information may be contained within Value field 415
(and/or 463), such as, e.g., one or more flags in Flags field
420. The fields of the TLV 400 and sub-TLV(s) 450 are used
in a variety of manners, including as described herein, accord-
ing to the embodiments described herein.

It should also be noted that in accordance with RSVP
signaling, the state of the RSVP 1s refreshed on a timed
interval, e.g., every thirty seconds, in which RSVP Path and
Resv messages are exchanged. This timed interval 1s config-
urable by a system administrator. Moreover, various methods
understood by those skilled 1n the art may be utilized to
produce route record objects (RROs) contained 1n signaling
messages for a tunnel.

Establishment of a tunnel (e.g., TE-LSP) requires compu-
tation of a path between a head-end node (LSR) to a tail-end
node, signaling along the path (e.g., through RSVP-TE), and
modification of forwarding tables at intermediate nodes
(LSRs) along the path. Optimally, the computed path 1s the
“shortest” path, as measured 1n some metric (cost, length,
etc.), that satisfies all relevant LSP Trailic Engineering con-
straints or “attributes,” such as e.g., required bandwidth,
“affinities” (administrative constraints to avoid or include
certain links), priority, class type, etc. Path computation can
either be performed by the head-end node or by some other

entity operating as a path computation element (PCE) not
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co-located on the head-end node. Various path computation
methodologies are available including CSPF (constrained
shortest path first).

As noted, path computation algorithms typically attempt to
locate a path for a tunnel having suilicient bandwidth for the
priority level of the tunnel regardless of the number of tunnels
potentially preempted along the newly computed path. In
particular, the routing node (the node computing the path) has
no way ol knowing that establishment of a tunnel along a
path, whether for an 1n1tial set up of the tunnel or a reoptimi-
zation to a (slightly) more optimal path, would resultin a large
number of tunnels being preempted/displaced.

Reducing Preemption Perturbation

According to embodiments of the disclosure, a routing
node (e.g., a head-end node) 1in response to a desire to route a
selected tunnel (e.g., reroute), computes a path for the
selected tunnel. The routing node probes the path to discover
information about tunnels that would be displaced by the
selected tunnel 11 routed over the path (e.g., a number of
tunnels), and correspondingly determines whether to estab-
lish the selected tunnel based on the information about the
tunnels to be displaced.

In an 1illustrative embodiment, probing process/services
245 contain computer executable instructions executed by
cach processor 220 (e.g., of a routing node and/or intermedi-
ate node) to perform functions relating to the novel tech-
niques described herein to provide for a probe-based mecha-
nism to reduce preemption perturbation caused by higher
priority tunnel establishment in a computer network.

Operationally, a routing node (e.g., node A), such as a
head-end node of a tunnel (or other node computing the path
of a tunnel), may desire to route a selected tunnel 1n order to
set up a new tunnel, reroute an existing tunnel (e.g., for
reoptimization or other purpose), etc. For example, node A
may already have an established tunnel (selected tunnel S in
FIG. 1) along a particular path through the network to a
tail-end node (e.g., node E), such as through intermediate
nodes B-D as shown. Under certain situations (as will be
understood by those skilled 1n the art), 1t may be beneficial to
reroute an established tunnel from 1ts previous path to a more
optimal path, e.g., where resources that previously were
unavailable have since become available (e.g., added links,
bandwidth reservations released, etc.). A “more optimal”
path, for instance, may generally refer to apath having a lower
(decreased) cost than the previous path, or other improved
metric as desired by configuration, such as hop-count, delay,
jitter, etc.

Inresponse to a desire to route a selected tunnel, the routing
node (node A) may compute a path for the selected tunnel. For
example, node A may compute a new path for tunnel S that
traverses intermediate nodes F and G (path A-F-G-E) that 1s
more optimal (e.g., lower cost) than the previous path for
tunnel S. According to one or more embodiments described
herein, prior to simply establishing (or reestablishing) the
selected tunnel over the computed path regardless of the
number of tunnels that may be preempted, the routing node
may be configured to send a probe along the path to discover
information about tunnels that may be preempted should the
selected tunnel be established, e.g., how many tunnels.

While the probe may be configured to operate 1 accor-
dance with a specific probing protocol (with probe messages,
etc.), one or more embodiments described herein 1llustra-
tively make use of extensions to signaling messages already
used by tunneling protocols, such as RSVP signaling mes-
sages 300. In particular, to send a probe along the computed
path (or, to “probe the path”), the routing node may establish
a “fake” tunnel along the path. A fake tunnel, generally, 1s a
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tunnel that may include all information/attributes (“‘charac-
teristics™) of areal tunnel (e.g., 1n this instance, of the selected
tunnel), for which intermediate nodes along the tunnel are
configured not to reserve resources and may also be config-
ured not to generate/exchange labels. For example, a new
object (e.g., a TLV 400) within the LSP-Attribute object 330
of an RSVP Path message 300 may be used to indicate that the
selected tunnel 1s a fake tunnel (i.e., as used herein, 1s a
probe).

Upon recerving a probe embodied as a Path message 300
that 1s, 1n turn, configured to signal the fake tunnel, an inter-
mediate node simply forwards the Path message to a com-
puted (or specified) downstream neighbor. For example, FIG.
5 1llustrates the computer network 100 as in FIG. 1 with
example probing exchanges in accordance with one or more
embodiments described herein (with tunnel representations
removed for clarity). The routing node (head-end node A)
sends a Path message 300 to the first downstream neighbor
along the computed path, ¢.g., intermediate node F. Node F,
then, forwards the Path message to 1ts downstream neighbor
along the path, intermediate node G, which forwards the Path
message to 1ts downstream neighbor, e.g., the tail-end node E.
(Note that in addition to not reserving any resources and
possibly not exchanging labels, the nodes along the path need
not perform Call Admission Control (CAC) functions for the
fake tunnel, either.) Upon receiving the Path message (the
probe), the tail-end node may generate and return an RSVP
Resv message 300 toward the head-end node A, 1llustratively
containing the PTP object 340, e.g., in response to the Path
message signaling a fake tunnel. (In other words, the tail-end
node may return the probe with the PTP object 340 to be
populated as described below.)

According to embodiments of the disclosure, intermediate
nodes along the probed path of the selected tunnel (e.g., nodes
F and G) may receive a probe (e.g., RSVP Resv message 300)
requesting information about the tunnels that would be dis-
placed by the selected tunnel. For instance, the selected tunnel
information (e.g., within the fake tunnel signaling or other-
wise within the probe message) may contain an associated
priority level, bandwidth, source/destination, etc., of the
selected tunnel. Tunnels to be displaced by the selected tun-
nel, therefore, comprise any tunnel that the intermediate node
would preempt (if any are necessary) 1n order to place the
selected tunnel if so established, as will be understood by
those skilled 1n the art.

In response to recerving the probe’s request, each interme-
diate node inserts (records) information about the tunnels to
be displaced at the node into the probe (e.g., into PTP object
340), and forwards the probe (e.g., toward the routing node
initiating the probe, such as along the path of the RSVP Resv
message 300). The information 1n 1ts simplest form 1ndicates
a number of tunnels to be displaced, but illustratively may
include one or more characteristics of the tunnels to be dis-
placed. For instance, example characteristics that may be
beneficially included within the PTP object 340 may com-
prise a tunnel identification (ID), a source (head-end node), a
destination (tail-end node), an extended tunnel 1D, a tunnel
sender, alabel switched path 1D, a bandwidth of the tunnel, an
availability of fast reroute (FRR) (failure protection) for the
tunnel, a priority of the tunnel, or any other information that
may be necessary, such as information generally found within
RROs, as will be understood by those skilled in the art.

Based on the additional information, an intermediate node
may determine whether any tunnels that would be displaced
at that intermediate node have already been recorded by the
other intermediate nodes. For example, referring to FIG. 5
(and FIG. 1), the Resv message (probe) 300 1s returned from
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the tail-end node E to a first intermediate node G. Assuming,
that node G determines that 1t would displace, e.g., preempt,
tunnels 1, 2, and 3 (FIG. 1), node G may insert information
about tunnels 1, 2, and 3 into the PTP object 340, and may
torward the probe upstream to a second mtermediate node F.
Because node F shares tunnel 1 with node G, node F may
determine that tunnel 1 has already been accounted for (i.e.,
would already be displaced by another intermediate node),
and thus need not reinsert tunnel 1 1n the PTP object 340. Note
turther that because tunnel 1 has already been accounted for,
node F may further be configured to include that tunnel 1n its
preemption algorithm to determine which tunnels to displace.
For instance, 1if node F originally would have selected tunnels
10 and another tunnel X (not shown), by knowing that another
intermediate node 1s displacing tunnel 1, node F may deter-
mine that tunnel X need not be displaced if tunnel 1 1s dis-
placed along with tunnel 10 instead. Accordingly, intermedi-
ate node F records the additional tunnel 10 into the PTP object
340 of the RSVP Resv message (probe) 300, and forwards the
message 300 to the head-end node (the routing node) A. (In
other words, information inserted in the PTP object 340 by an
intermediate node regarding the number of tunnels to be
displaced at that node does not include any tunnels that would
be displaced at the node i1 those tunnels have already been
indicated by other intermediate nodes. )

In addition, 1n accordance with embodiments of the disclo-
sure, the PTP object may be bounded 1n size, such that the
associated probe (signaling message 300) size also remains
bounded. For 1nstance, i variable length objects become too
large due to substantial (large) amounts of information, the
probe may exceed communication protocol size limitations,
thus becoming fragmented or causing errors (or, simply,
becoming large enough to be computationally burdensome).
Should an intermediate node determine that the information
about the number of tunnels to be displaced (1.e., the 1nfor-
mation in the PTP object 340) 1s larger than a configurable
threshold, the intermediate node may compress the informa-
tion 1into a representation. In other words, when the number of
displaced (preempted) tunnels 1s small, the PTP object 340
may contain a list of all the tunnels and their associated
characteristics; however, when the number of displaced tun-
nels 1s large, a compressed representation may be used. For
example, the compression may remove the information about
the tunnels other than the tunnel ID, or may go so far as to only
provide the number of displaced tunnels (where each inter-
mediate node may only increment the number without know-
ing if 1ts tunnel has already been accounted for). Those skilled
in the art may appreciate that too great a compression may
result 1n “false positives™, collisions, or otherwise inaccurate
information. As such, the compression utilized by the inter-
mediate nodes should attempt to reduce such 1naccuracies to
an acceptable level. (An example compression algorithm that
may be used 1s a conventional “bloom filter”, as will be
understood by those skilled 1n the art.)

Upon recerving the returned probe (e.g., the Resv message
300), the routing node (e.g., head-end node A) processes the
PTP object 340 to extract the information contained therein.
Depending upon the procession of the PTP object, the infor-
mation may be a list of tunnels, a number of tunnels, or other
representation of the impact of establishing the selected tun-
nel over the computed path. From the extracted information
(and local information, e.g., tunnel 22), the routing node may
then decide/determine whether to establish the selected tun-
nel along the path (reroute the tunnel or 1mitially set it up).
[llustratively, one or more rules may be defined upon which
the determination may be made. For instance, rules may be
defined governing the decision based on number of poten-
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tially displaced tunnels, the potential improvement (e.g., cost,
delay, jitter), etc. In a stmplest form, a rule may be defined
where the selected tunnel 1s only to be established 1f the
number of tunnels to be displaced 1s less than a certain
amount, regardless of metric improvement (e.g., where the
selected tunnel 1s being set up 1mitially, not reoptimized).

Notably, by computing a cost decrease (improvement) of
the new path versus the previous path, various rules may be
defined relating the cost to the number of preempted tunnels.
For example, rules may be defined such as: 1) 11 the path cost
decrease 1s less than a certain amount, and the number of
displaced tunnels 1s greater than a certain amount, do not
establish the tunnel; or 11) 1f the path cost decrease 1s between
a first and second amount, and the number of displaced tun-
nels 1s greater than a certain amount, do not establish the
tunnel; or 111) 1f the path cost decrease 1s less than a certain
amount, but the number of displaced tunnels 1s less than a
certain amount, establish the tunnel; or 1v) i1 the path cost
decrease 1s greater than a certain amount, establish the tunnel
regardless of the number of tunnels that will be displaced. The
actual rules defined are substantially limitless, and those men-
tioned herein are merely to be taken as representative
examples. Factors other than cost and number of displaced
(preempted) tunnels may be included within the rules, such as
other metric 1improvements (or, notably, changes for the
worse), failure protection for the displaced tunnels, etc. Also,
rules may be defined according to selected tunnel classifica-
tion, such as one set of rules for tunnels over a certain band-
width size, another set of rules for tunnels with priorities
higher than a certain priority level, etc.

In accordance with one or more embodiments described
herein, the routing node may be configured to compute mul-
tiple paths for the selected tunnel, and determine which of
those paths has a more favorable outcome. For instance, based
on configurable weighting, the routing node may determine
that a path with a cost of *“10” that would displace fifty tunnels
might not be as acceptable as a path with a cost of “11” that
would displace only ten tunnels. Note also that the routing
node may determine that the metric (e.g., cost) improvement
gained for a reoptimization 1s not suificient to merit even
initiating the probe, and may thus determine not to establish
the selected tunnel accordingly.

Depending upon the configuration of the rules and upon the
information obtained from the path computation and probe,
the routing node may determine whether to establish the
selected tunnel over the computed path. In response to deem-
ing establishment of the selected tunnel acceptable, the rout-
ing node may so establish the selected tunnel, 1.¢., as a real
tunnel with resource reservation and exchanged labels, etc.
(Under certain network configurations, the “establishment”
may require new signaling of a new tunnel according to the
selected tunnel along the computed path, or adjusting the
current signaling of the fake tunnel to indicate that the fake
tunnel should now be treated as a real tunnel.) In the event,
however, that the number of tunnels to be displaced (e.g.,
preempted) by the selected tunnel 1s unacceptable (e.g., on its
own, or 1n conjunction with one or more metric changes), the
routing node may not establish the selected tunnel over the
computer path (but may recompute a different path, 1t so
desired).

Notably, the probing mechanism as described herein
makes no assumption as to the preemption algorithms utilized
by the intermediate nodes. In particular, only the result of the
preemption algorithm, e.g., the preempted tunnels, the num-
ber of preempted tunnels, or other corresponding representa-
tion, need be discovered. Accordingly, the manner 1n which
cach mtermediate node determines which or how many tun-
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nels to preempt 1s not important, so long as the intermediate
node uses the same algorithm 11 actually preempting the tun-
nels. For example, for inter-domain tunnel paths, different
domains may use different preemption algorithms and prior-
ity levels (e.g., different priority applied to voice tunnels,
etc.). Again, because only the output of the algorithm need be
discovered, this inter-domain difference 1s inconsequential.

Moreover, the desire to reroute a tunnel need not be applied
to all tunnels with possibly improved metrics. That 1s, the
routing node may be configured to perform the techniques
described herein for only certain tunnels. For example, the
techniques described herein may be reserved for use with
tunnels having certain priorities and/or sizes, manually
selected tunnels, etc. (e.g., to reduce probing in the network).

FIG. 6 illustrates an example procedure for a probing-
based mechanism to reduce preemption perturbation caused
by higher prionty tunnel establishment 1n accordance with
one or more embodiments described herein. The procedure
600 starts at step 603, and continues to step 610, where a
routing node, e.g., head-end node A, determines a desire to
route a selected tunnel (e.g., tunnel S). For example, as men-
tioned above, the determination may be manual or dynamic,
and may be to set up a new tunnel, reroute an existing tunnel,
etc. Accordingly, 1n step 615, the routing node computes a
path (and cost) for the selected tunnel, e.g., to tail-end node E.
As described in further detail above, the routing node probes
the computed path for the selected tunnel n step 620 to
discover information about tunnels that would be displaced
by the selected tunnel if routed over the path (e.g., due to
preemption), such as a number of tunnels that would be
displaced. For instance, the routing node A may 1nitiate sig-
naling messages (e.g., RSVP Path messages 300), each
embodied as a probe, for a fake tunnel that includes informa-
tion about the selected tunnel S, such as bandwidth, priority,
etc.

At step 625, an intermediate node along the path recerves
the probe (that 1s, each intermediate node, 1in turn, receives the
probe, e.g., nodes G and F). Notably, as described above, the
probe may illustratively be embodied as an RSVP Resv mes-
sage 300 (with PTP object 340) that 1s returned by the tail-end
node (E) of the fake tunnel 1n response to receiving an RSVP
Path message 300. As such, each intermediate node along the
path may have first received the Path message prior to receiv-
ing the Resv message (the probe). Each intermediate node,
then, inserts information about the tunnels to be displaced by
that particular intermediate node 1nto the probe (e.g., PTP
object 340) 1n step 630 (e.g., the number of tunnels to be
displaced). According to one or more embodiments as
described herein, the mnformation need not include any tun-
nels that would be displaced by other intermediate nodes.
Further, 1n step 6335, an intermediate node may compress the
information, 1 determined to be necessary, as mentioned
above.

In step 640, the routing node receives the returned probe
and information (e.g., Resv message 300 with illustrative
PTP object 340), and determines in step 645 whether to
establish the selected tunnel based on the information about
the tunnels to be displaced as indicated by the probe (e.g., the
number of tunnels). For instance, the determination may be
based on one or more defined rules (discussed above), such as
upper and lower thresholds/boundaries on the number of
displaced tunnels, cost decreases, etc. In response to deter-
mimng that the selected tunnel 1s not to be established 1n step
650, the routing node does not establish the tunnel (step 635),
and the process may either end 1n step 663, or the routing node
may compute and probe an alternate path. Conversely, upon
determining that the selected tunnel may be established 1n
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step 650, the routing node may establish the tunnel 1n step 660
along the computed path, presumably with an acceptable
amount of preempted tunnels (based on the defined rules),
and the procedure 600 ends 1n step 665.

Advantageously, the novel techniques described herein
reduce preemption perturbation caused by higher priority
tunnel establishment in a computer network. In particular, by
implementing a probing mechanism as described, the novel
techniques may be used to evaluate the preemption impact of
a potentially established (e.g., rerouted) tunnel, and to deter-
mine whether to establish the higher priority tunnel along its
presently computed path. Further, the dynamic aspects of one
or more embodiments described herein alleviate the need for
cumbersome and inefficient manual configuration and deter-
minations.

While there have been shown and described illustrative
embodiments that reduce preemption perturbation caused by
higher priority tunnel establishment in a computer network, 1t
1s to be understood that various other adaptations and modi-
fications may be made within the spirit and scope of the
present invention. For example, the embodiments have been
shown and described herein relating to various protocol mes-
sages and fields, e.g., RSVP and related fields, etc. However,
the embodiments of the mvention 1n their broader sense are
not so limited, and may, 1n fact, be used with other messaging/
notification protocols or other fields, such as proprietary or
application specific protocols, or other fields (e.g., TLVs)
within the messages described herein, as will be understood
by those skilled i the art. In addition, while the above
description illustratively populates the PTP object 340 1n the
returned probe (the upstream RSVP Resv message 300),
other embodiments may populate the object 340 along the
downstream transmission (€.g., the RSVP Path message), and
simply maintain 1t for the upstream return.

Moreover, while the above description 1s directed to deter-
mining whether to establish a selected tunnel (e.g., dynami-
cally determining), other suitable applications may benefi-
cially make use of the inventive techniques described herein.
For instance, the probing mechanism may also be used for
management purposes, €.g., to determine the number of tun-
nels along a path at each priority level without considering a
particular selected tunnel. Also, some networks may utilize
explicit paths for tunnels with a manual switchover (as will be
understood by those skilled in the art), such that prior to
manually switching the tunnel paths, the probing mechanism
may be manually mnitiated by an administrator to determine
whether the switch would be acceptable.

Furthermore, the probing technique 1s not limited to dis-
covering mformation about the tunnels that would be pre-
empted. In particular, any information that the underlying
signaling method can discover may be used to determine
whether to reroute the selected tunnel. For example, when
using RSVP with loose hops, certain elements along the path
(e.g., border routers, path computation elements, etc.) may
compute portions of the path, as will be understood by those
skilled 1n the art. Those computed portions of the path and
other properties (such as an availability of failure protection,
¢.g., FRR) may thus be signaled back to the head-end node
with the probe (e.g., the fake tunnel signaling). Otherwise,
current techniques to learn the computed portions and other
information of the selected tunnel (that 1s, the preempting
tunnel) generally require “real” signaling, thus reserving
resources and potentially preempting tunnels. In the event
this information results in non-establishment, the reserva-
tions and preemptions may have been unnecessary.

The foregoing description has been directed to specific
embodiments of this invention. It will be apparent, however,
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that other variations and modifications may be made to the
described embodiments, with the attainment of some or all of
their advantages. For instance, 1t 1s expressly contemplated
that the components and/or elements described herein can be
implemented as software, including a computer-readable
medium having program instructions executing on a com-
puter, hardware, firmware, or a combination thereof. Also,
clectromagnetic signals may be generated to carry computer
executable instructions that implement aspects of the present
invention over, e.g., a wireless data link or a data network,
such as the Internet. Accordingly this description 1s to be
taken only by way of example and not to otherwise limit the
scope of the invention. Therefore, 1t 1s the object of the
appended claims to cover all such vanations and modifica-
tions as come within the true spirit and scope of the invention.

What 1s claimed 1s:

1. A method, comprising;:

determining a desire to route a selected tunnel;

computing a path for the selected tunnel;
probing, by arouting node, one or more intermediate nodes
located downstream along the path to discover informa-
tion about tunnels to be displaced at the intermediate
nodes by the selected tunnel i1 routed over the path;

receiving, at the routing node, a response from the one or
more intermediate nodes located downstream along the
path, the response including information that indicates a
number of tunnels to be displaced at intermediate nodes
by the selected tunnel 1f routed over the path; and

determining, by the routing node, whether to establish the
selected tunnel based on the mformation that indicates
the number of tunnels to be displaced.

2. The method as 1n claim 1, wherein the desire to route the
selected tunnel comprises rerouting an existing tunnel to the
path from a previous path.

3. The method as 1n claim 2, wherein the previous path has
a previous cost, the method further comprising:

computing a cost for the path for the selected tunnel;

computing a cost decrease of the cost for the path from the

previous cost; and

determining whether to establish the selected tunnel based

on the information that indicates the number of tunnels
to be displaced and the cost decrease.

4. The method as 1n claim 1, further comprising:

establishing a fake tunnel along the path, the fake tunnel

indicating one or more characteristics of the selected
tunnel; and

utilizing signaling messages of the fake tunnel to probe the

one or more mtermediate nodes located along the path.
5. The method as 1n claim 4, wherein the signaling mes-
sages are Resource reSerVation Protocol (RSVP) signaling
messages.
6. The method as 1n claim 4, further comprising:
receiving the signaling messages at one or more interme-
diate nodes located downstream along the path; and

inserting information that indicates a number of tunnels to
be displaced at each intermediate node 1nto the signaling
messages as each intermediate node receives the signal-
ing messages, and returning the signaling messages to
the routing node as the response.

7. The method as 1n claim 6, further comprising:

including one or more characteristics of the tunnels to be

displaced within the information that indicates the num-
ber of tunnels to be displaced.

8. The method as 1n claim 7, wherein the one or more
characteristics are selected from the group consisting of: a
tunnel identification (ID); a source; a destination; an extended
tunnel ID; a tunnel sender; a label switched path ID; a band-
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width of the tunnel; availability of fast reroute (FRR) for the
tunnel; and a priority of the tunnel.

9. The method as 1n claim 6, further comprising;:

determiming, at an intermediate node, that the information

that indicates the number of tunnels to be displaced 1s
larger than a configurable threshold; and

compressing the information that indicates the number of

tunnels to be displaced into a representation.

10. The method as 1n claim 1, wherein the selected tunnel
has a priority level, and the tunnels to be displaced are tunnels
that would be preempted by establishment of the selected
tunnel along the path.

11. The method as 1n claim 1, further comprising:

defining rules upon which to base the determination of

whether to establish the selected tunnel based on the
information that indicates the number of tunnels to be
displaced.

12. The method as 1n claim 1, further comprising:

probing the path to discover information about the selected

tunnel; and

determining whether to establish the selected tunnel based

on the imformation about the selected tunnel as discov-
ered by the probe.

13. The method as 1n claim 1 wherein the routing node 1s a
head-end node of the selected tunnel.

14. A method, comprising:

receving a signaling message from a routing node at an

intermediate node located downstream along a path of a
selected tunnel, the signaling message requesting infor-
mation about tunnels to be displaced by the selected
tunnel 1f routed over the path;

inserting information that indicates a number of tunnels to

be displaced at the intermediate node 1nto the signaling
message; and

torwarding the signaling message, that includes the infor-

mation that indicates the number of tunnels to be dis-
placed, to the routing node.

15. The method as 1n claim 14, wherein the signaling
message signals a fake tunnel along the path of the selected
tunnel, the fake tunnel indicating one or more characteristics
of the selected tunnel.

16. The method as 1n claim 14, further comprising:

including one or more characteristics of the tunnels to be

displaced within the information that indicates the num-
ber of tunnels to be displaced.

17. The method as 1n claim 14, further comprising;:

determining that the information that indicates the number
of tunnels to be displaced 1s larger than a configurable
threshold; and

compressing the information that indicates the number of
tunnels to be displaced into a representation.

18. The method as 1n claim 14, further comprising:

recerving, within the signaling message, an indication of
tunnels to be displaced by other intermediate nodes
located downstream along the path of the selected tun-
nel;

determining, at the receving intermediate node, whether
any tunnels to be displaced at the receving intermediate
node have already been indicated by the other interme-
diate nodes; and

inserting information that indicates a number of tunnels to
be displaced at the receiving intermediate node that does
not include any tunnels to be displaced at the recerving
intermediate node that have already been indicated by
the other intermediate nodes.
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19. The method as 1in claim 14, wherein the selected tunnel
has a priority level, and the tunnels to be displaced are tunnels
that would be preempted by establishment of the selected
tunnel along the path.

20. The method as in claim 14 wherein the routing node 1s
a head-end node of the selected tunnel.

21. A system, comprising:

a routing node configured to 1) determine a desire to route
a selected tunnel, 11) compute a path for the selected
tunnel, 111) probe the path to discover information that
indicates a number of tunnels to be displaced by the
selected tunnel 1f routed over the path, and 1v) determine
whether to establish the selected tunnel based on the
information that indicates the number of tunnels to be
displaced; and

one or more mtermediate nodes located downstream along
the path of the selected tunnel, each intermediate node
configured to 1) receive the probe that originated from
the routing node, the probe requesting information that
indicates the number of tunnels to be displaced by the
selected tunnel, 11) nsert information that indicates the
number of tunnels to be displaced at the intermediate
node 1nto the probe, and 111) forward the probe.

22. A routing node comprising:

one or more network interfaces configured to communicate
with one or more intermediate nodes:

one or more processors coupled to the network interfaces
and configured to execute software services; and

a memory configured to store software services executable
by the one or more processors, the software services
configured to, when executed,

compute a path for the selected tunnel,

probe one or more intermediate nodes located downstream
along the computed path over at least one of the one or
more network interfaces, to discover information that
indicates a number of other tunnels to be displaced by
the selected tunnel, if the selected tunnel were routed
over the computed path,

process a response received on at least one of the one or
more network interfaces from the one or more interme-
diate nodes located downstream along the path, the
response mcluding information that indicates the num-
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ber of tunnels to be displaced by the selected tunnel 1
routed over the computed path; and

determine whether to establish the selected tunnel by

applying one or more rules to the information that indi-
cates the number of tunnels to be displaced by the
selected tunnel, 1f the selected tunnel were routed over
the computed path.

23. The routing node as in claim 22, wherein the selected
tunnel 1s an existing tunnel that 1s reoptimized from a previ-
ous path.

24. The routing node as 1 claim 23 , wherein the software
services that determine whether to establish the selected tun-
nel operate to compute a cost for the path for the selected
tunnel, compute a cost decrease of the cost for the path from
a previous cost ol the previous path, and determine whether to
establish the selected tunnel by applying one or more rules to
the information about the other tunnels to be displaced by the
selected tunnel, i1t the selected tunnel were routed over the
computed path, and to the computed cost decrease.

25. An intermediate node comprising:

one or more network interfaces configured to receive a

probe from a routing node requesting information about
other tunnels to be displaced if a selected tunnel were
routed over a path through the intermediate node,

one or more processors coupled to the network interfaces

and configured to execute software services; and

a memory configured to store software services executable

by the one or more processors, the software services
configured to, when executed,

insert information 1nto the probe about the other tunnels to

be displaced at the intermediate node 11 the selected
tunnel were routed over a path through the intermediate
node, the information 1nserted into the probe to indicate
the number of tunnels to be displaced, and

tforward the probe over at least one of the one or more

network 1nterfaces to be returned ultimately to the rout-
ing node.

26. The intermediate node as 1n claim 25, wherein the
soltware services are further configured to, when executed,
include one or more characteristics of the other tunnels to be
displaced within the information inserted into the probe.
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