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FIG.7A

START

QR-DECOMPOSE CHANNEL MATRIX H INTO UNITARY 5101
MATRIX Q AND UPPER TRIANGULAR MATRIX R

GENFRATE UNITARY TRANSFORMED VECTOR z=(zg. z1)
BY MULTIPLYING RECEIVED SIGNAL VECTOR Y BY 5102

HERMITIAN CONJUGATE QM OF UNITARY MATRIX Q

FOR ONE PARTICULAR TRANSMITTED SIGNAL, GALCULATE
RESIDUAL COMPONENT BY CANCELING COMPONENT RELATING

TO SYMBOL REPLICA c{ij OF THE OTHER TRANSMITTED S103
SIGNAL FROM UNITARY TRANSFORMED SIGNAL zp AND

THUS CALCULATE ESTIMATE ug; of THAT PARTICULAR

TRANSMITTED SIGNAL

GENERATE FIRST CANDIDATE GROUP OF TRANSMITTED
SIGNAL CANDIDATE SETS, EACH MADE UP OF SYMBOL
REPLICA CLOSEST TO ESTIMATE ug; AND CORRESPONDING
SYMBOL REPLICA OF THAT OTHER TRANSMITTED SIGNAL

5104
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F1G.7B
O

CREATE TRANSFORMED CHANNEL MATRIX 3105
H” BY INTERCHANGING ORDER OF
GOLUMNS IN GHANNEL MATRIX H

QR-DECOMPOSE CHANNEL MATRIX H" INTO UNITARY S106
MATRIX Q° AND UPPER TRIANGULAR MATRIX R’

GENERATE UNITARY TRANSFORMED VECTOR

2'=(2"9,2"1) BY MULTIPLYING RECEIVED
SIGNAL VECTOR Y BY HERMITIAN

CONJUGATE QP OF UNITARY MATRIX Q°

S107

FOR ONE PARTICULAR TRANSMITTED SIGNAL, CALCULATE

RESIDUAL COMPONENT BY CANCELING COMPONENT RELATING

TO SYMBOL REPLICA cg; OF THE OTHER TRANSMITTED S108
SIGNAL FROM UNITARY TRANSFORMED SIGNAL z"o AND

THUS CALCULATE ESTIMATE uy; of THAT PARTICULAR

TRANSMITTED SIGNAL

GENERATE SECOND CANDIDATE GROUP OF TRANSMITTED
SIGNAL CANDIDATE SETS, EACH MADE UP OF SYMBOL

REPLICA CLOSEST TO ESTIMATE uq; AND CORRESPONDING
SYMBOL REPLICA OF THAT OTHER TRANSMITTED SIGNAL

DETERMINE TRANSMITTED SIGNAL CANDIDATE SETS THAIT S110
ARE COMMON BETWEEN FIRST AND SECOND CANDIDATE GROUPS

S109
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FIG.8
O

FOR EACH TRANSMITTED SIGNAL CANDIDATE SET
CONTAINED IN COMMON GROUP, CALGULATE MEIRIG
FOR EVALUATING DISTANCE BETWEEN THAT
CANDIDATE SET AND THE UNITARY TRANSFORMED
SIGNAL OBTAINED FROM RECEIVED SIGNAL

S111

ESTIMATE THAT THE CANDIDATES CONTAINED
IN THE CANDIDATE SET CGORRESPONDING TO
MINIMUM METRIC VALUE REPRESENT ACTUALLY
TRANSMITTED SIGNALS

5112

FROM AMONG SYMBOLS HAVING INVERTED BITS
WITH RESPECT TO SYMBOL CORRESPONDING T0
ESTIMATED TRANSMITTED SIGNAL, SELECT AS
INVERTED BIT SYMBOLS THOSE SYMBOLS THAT
ARE LOCATED WITHIN PRESCRIBED DISTANCE
OF THAT CORRESPONDING SYMBOL

S113

DETERMINE SYMBOL REPLICA SETS CORRESPONDING S114
TO INVERTED BIT SYMBOLS BY REFERRING TO
FIRST AND SECOND CANDIDATE GROUPS

CALCULATE METRIC FOR EACH INVERTED BIT S115
SYMBOL CORRESPONDING TO INVERTED BIT SYMBOLS

COMPUTE LOGARITHMIC LIKELIHOOD RATIO BY
CALCULATING DIFFERENCE BETWEEN THE SQUARE
ROOT OF THE MINIMUM METRIC AND THE SQUARE
ROOT OF THE MINIMUM VALUE OF THE METRIGC

CORRESPONDING TO EACH INVERTED BIT SYMBOL

S116
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FIG.11A

QR-DECOMPOSE CHANNEL MATRIX H INTO UNITARY 5201
MATRIX Q AND UPPER TRIANGULAR MATRIX R

GENERATE UNITARY TRANSFORMED VEGIOR

z=(z¢, z1) BY MULTIPLYING RECEIVED
SIGNAL VECTOR Y BY HERMITIAN

CONJUGATE Q" OF UNITARY MATRIX Q

5202

DETERMINE RANKING VALUE ACCORDING TO

CLOSENESS TO ESTIMATE v{(=z{/r11) OF

TRANSMITTED SIGNAL x; FOR EACH OF SYMBOL |~ °24U3
REPLICAS c1; REPRESENTING SIGNAL VALUES

THAT TRANSMITTED SIGNAL x; CAN TAKE

FOR ONE PARTICULAR TRANSMITTED SIGNAL,
CALCULATE RESIDUAL COMPONENT BY
CANCELING COMPONENT RELATING TO SYMBOL

REPLICA c1; OF THE OTHER TRANSMITTED 5204
SIGNAL FROM UNITARY TRANSFORMED SIGNAL zg

AND THUS CALGULATE ESTIMATE ug; of THAT
PARTICULAR TRANSMITTED SIGNAL

GENERATE FIRST CANDIDATE GROUP OF
TRANSMITTED SIGNAL CANDIDATE SETS, EACH S905
MADE UP OF SYMBOL REPLICA CLOSEST TO

ESTIMATE ug; AND GORRESPONDING SYMBOL
REPLICA OF THAT OTHER TRANSMITTED SIGNAL

CREATE TRANSFORMED CHANNEL MATRIX | 3906
H* BY INTERCHANGING ORDER OF
COLUMNS IN CHANNEL MATRIX H
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FIG.11B
O

QR-DECOMPOSE CHANNEL MATRIX H” INTO UNITARY 5207
MATRIX Q° AND UPPER TRIANGULAR MATRIX R’

GENERATE UNTTARY TRANSFORMED VECTOR z'=(z0.2'1) | 5208
BY MULTIPLYING RECEIVED SIGNAL VECTOR Y BY

HERMITIAN CONJUGATE QM OF UNITARY MATRIX Q°

DETERMINE RANKING VALUE ACCORDING TO CLOSENESS TO
ESTIMATE vo(=z'1/r’11) OF TRANSMITTED SIGNAL xg 5209

FOR EACH OF SYMBOL REPLICAS cpj REPRESENTING
SIGNAL VALUES THAT TRANSMITTED SIGNAL xp CAN TAKE

FOR ONE PARTICULAR TRANSMITTED SIGNAL, CALCULATE
RESIDUAL COMPONENT BY CANCELING COMPONENT

RELATING TO SYMBOL REPLICA cp; OF THE OTHER 0210
TRANSMITTED SIGNAL FROM UNITARY TRANSFORMED

SIGNAL z"o AND THUS CALCULATE ESTIMATE uqi of
THAT PARTICULAR TRANSMITTED SIGNAL

GENERATE SECOND CANDIDATE GROUP OF TRANSMITTED
SIGNAL CANDIDATE SETS, EACH MADE UP OF SYMBOL 5211

REPLICGA CLOSEST TO ESTIMATE uy; AND GORRESPONDING
SYMBOL REPLICA OF THAT OTHER TRANSMITTED SIGNAL

DETERMINE TRANSMITTED SIGNAL CANDIDATE SETS THAT ARE 5212
COMMON BETWEEN FIRST AND SECOND CANDIDATE GROUPS

ALLOCATE PRIORITY TO EACH TRANSMITTED SIGNAL _
CANDIDATE SET CONTAINED IN COMMON GROUP AGCORDING 5213
TO RANKING VALUE AND SELECT PREDETERMINED NUMBER

OF CANDIDATE SETS IN DECREASING ORDER OF PRIORITY
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1

COMMUNICATION APPARATUS AND
COMMUNICATION METHOD

CROSS-REFERENCE TO RELATED
APPLICATION

This application 1s based upon and claims the benefit of
priority of the prior Japanese Patent Application No. 2010-

106243, filed on May 6, 2010, the entire contents of which are
incorporated herein by reference.

FIELD

The embodiments discussed herein are related to a com-
munication apparatus and communication method wherein
signals transmitted from a plurality of different antennas are
received using a plurality of antennas.

BACKGROUND

There has long been a need to enhance data transmission
speed 1n wireless communications. To address this, work on
next-generation data communication standards, such as Long,
Term Evolution (LTE) has been proceeding. In high-speed
data communication standards such as LTE, Multiple Input
Multiple Output (MIMO) technology has been attracting
attention, since it can apparently increase the bandwidth by
transmitting and receiving signals 1n parallel using multiple
antennas at both the transmitting and recerving ends.

In a communication system using MIMO technology, a
transmitting apparatus equipped with a plurality of antennas
splits one or more data streams into a plurality of signals for
transmission. The transmitting apparatus transmits each sig-
nal via one of the antennas. On the other hand, a recerving,
apparatus, which 1s also equipped with a plurality of anten-
nas, recerves the transmitted signals from the transmitting,
apparatus by the respective antennas. The recerving apparatus
then demultiplexes the simultaneously transmitted signals
from the signals received by the respective antennas. To
demultiplex the transmitted signals, a known method such as
Minmimum Mean Square Error (MMSE) or Maximum Likel:-
hood Detection (MLD) 1s used. A recerving apparatus using,
MLD compares the actually recetved set of signals with each
of the sets of received signals estimated from the sets of
candidates for the likely transmitted signals, selects the trans-
mitted signal candidates corresponding to the mostly likely
set among the estimated sets, and takes the thus selected
signal candidates as the actually transmitted signals. To com-
pare the actually recetved set of signals with each of the sets
of received signals estimated from the sets of transmitted
signal candidate, the receiving apparatus using MLD calcu-
lates a metric such as the squared Euclidian distance between
the two recerved signal sets.

Compared with a linear demultiplexing method such as
MMSE, MLD can achieve excellent reception characteristics.
However, the amount of computation that MLD performs 1n
order to demultiplex the transmitted signals from the recerved
signals 1s larger than the amount of computation that a linear
demultiplexing method such as MMSE performs 1n order to
demultiplex the transmitted signals. In particular, in the case
of MLD, the number of metric calculations increases expo-
nentially as the number of simultaneously transmitted signals
and the number of values that the modulation scheme used for
transmission can take increase.

In view of the above, MLD techniques that can reduce the
amount of computation have been proposed (for example,
refer to: Japanese Laid-Open Patent Publication Nos. 2006-
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121348 and 2009-33636; K. J. Kim and J. Yue, “Joint channel
estimation and data detection algorithms for MIMO-OFDM
systems,” 1n Proc. Thirty-Sixth Asilomar Conference on Sig-
nals, Systems and Computers, Nov. 2002, pp. 1857-1861; K.
Higuchi, H. Kawai, N. Maeda, and M. Sawahashi, “Adaptive
Selection of Surviving Symbol Replica Candidates Based on
Maximum Reliability in QRM-MLD for OFCDM MIMO
Multiplexing,” Proc. of IEEE Globecom 2004, November
2004, pp. 2480-2486; and M. Sit1 and M. P. Fitz, “Layered
Orthogonal Lattice Detector for Two Transmit Antenna Com-
munications,” 1n Proc. Allerton Conference on Communica-
tion Control and Computing, September 2005).

For example, K. J. Kim and J. Yue describe using QRM-
MLD which reduces the number of metric calculations by
combining QR decomposition with M algorithm. Suppose
that the relationship between N transmitted signals (X,
X - - - 5 Xazp) Simultaneously transmitted from a transmitting
apparatus and N recerved signals (v, vy, . . ., Yary) Fecerved
by a recerving apparatus 1s expressed by the following equa-
tion. Here, N 1s an integer not smaller than 2. Further, the
number of transmitted signals need not be the same as the
number ol recerved signals, 1.¢., the number of antennas of the
receiving apparatus. As long as the number of antennas of the
receiving apparatus 1s greater than the number of simulta-
neously transmitted signals, the signals can be transmitted
and received using MIMO technology.

Y = HX (1)
(Yo Y ( hoo ho.1 hon—1 Y Xo °

y1 f1.0 1.1 i1 N—1 X1
Yn—1 /) \Ayo1o Anv—11 oo By—oin-1 N xXn-r

where the matrix H represents the efiective channel matrix
describing the correspondence between the transmitted sig-
nals and the received signals. In equation (1), noise added to
the transmitted signals 1s omitted for simplicity. In QRM-
MLD, the effective channel matrix H 1s decomposed nto a
unitary matrix QQ and a triangular matrix R, and expressed as
shown 1n the following equation.

H = OR (2)
( hoo fo.1 Aon—1 )
1.0 f1.1 A1 N—1
CAv—10 Av—11 --- An—1n-1
1 1 XN F ¥ Foan—1
g0.0 go,1 qgo.N—1 0.0 o1 --- FoN-I
Fl,1  «-- FILN-1

g1.0 g1.1 g1.N-1 0

IN-1,0 YN-11 --- YN—1IN-1 J\ 0 0 FN_1.N-1

By multiplying both sides of equation (1) from the left by

the Hermitian conjugate Q” of the unitary matrix Q, the
following equation 1s obtained.

Z=0"y =0Q"ORX =RX (3)
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-continued
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where the vector z=(z,, z,, . . ., Z.,) 18 the unitary trans-
tormed vector of the recerved signal vector which 1s obtained
by the product of the received signal vector Y and the matrix
Q. As shown in equation (3), the number of transmitted
signals associated with each element of the unitary trans-
tformed vector z differs from one element to another. For
example, only the transmitted signal x,, , 1s associated with
the signal On the other hand, N transmitted signal x, to X, ,
are associated with the signal z,.

The recerving apparatus calculates as the metric the
squared Euclidian distance between each of the values of z, to
Z~-; Obtained from the actually recerved signals and each of
the values of z, to obtained by substituting the set of symbol
replicas corresponding to the likely transmitted signals 1nto
the vector X 1n equation (3). The symbol replicas are signals
tentatively set by the recetving apparatus. In MLD, the rece1v-
ing apparatus estimates that the set of symbol replicas that
minimizes the sum of the metrics obtained for all ot z,, to z,, ,
represents the actually transmitted signals.

The receiving apparatus using QRM-MLD calculates the
metrics for the signals 7, to z,, , in order ot increasing number
of transmitted signals associated therewith. For example, 1n
equation (3), the number of transmitted signals associated
with the signal z,, , 1s the smallest. Accordingly, the receiving
apparatus calculates 1n the first stage the metrics for the signal
Z .1, and then calculates 1n the second stage the metrics for the
signal z,, , which 1s the second smallest 1n terms of the num-
ber of transmitted signals associated therewith. In the m-th
stage, the recerving apparatus calculates the metrics only for
M symbol replicas selected in increasing order of the metrics
calculated for the signal z__, in the immediately preceding
stage. For example, suppose that M=3 and that the transmitted
signals X, to X,,, are modulated by 64-QAM. In this case,
there are 64 symbol replicas for each transmitted signal.
Then, since only the transmitted signal X, , 1s associated with
the signal z.,,, the receiving apparatus first calculates the
metrics for the 64 symbol replicas ¢, 510 Ca; <5 COrrespond-
ing to the transmitted signal x,, ;. Sﬁppose that the symbol

replicas corresponding to the three metrics selected in
increasing order of the metrics are C Cao1poand Cy

1,a’ a
(where 0=a, b, c=63 and a=b=c). In this case, the receiving
apparatus selects only the three symbol replicas C,., ,, Cy.;.
b, and c,; . for the transmitted signal X, when calculating
the metrics for the signal z,, ,. Then, the recerving apparatus
calculates the metric for each symbol replica set made up of
one of the three symbol replicas C,. ,, Cy., ,, and Cy . and
one of the 64 symbol replicas ¢y, , to C,,, 45 that the trans-
mitted signal X, , can take. Since there 1s no need to calculate
the metrics for all the symbol replica sets, the receiving appa-
ratus using QRM-MLD can reduce the amount of computa-
tion.

Japanese Laid-Open Patent Publication No. 2006-121348
discloses a technique in which a decision on symbol candi-
dates for a plurality of transmitted signals 1s made by sepa-
rately applying the QRM-MLD method to received signals
arranged 1n two different orders and, based on the result of the

decision, outputs a plurality of symbol candidates and their
likelithood.
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K. Higuchi, H. Kawai, N. Maeda, and M. Sawahashi teach
an Adaptive Selection of Surviving Symbol replica candi-

dates based on maximum reliability (ASESS) method that
can further reduce the number of metric calculations com-
pared with QRM-MLD. In the ASESS method, the recerving
apparatus obtains residual recerved signals at each metric
calculation stage by subtracting the signal components of the
surviving symbol replica candidates from the received signals
obtained by QR-decomposing the channel matrix and thus
orthogonalizing the transmitted signals. Then, based on the
residual received signals, the symbol replica candidates for
which the branch metrics are to be calculated are ranked by
the receiving apparatus 1n increasing order of the expected
branch metrics. The recerving apparatus then calculates the
branch metrics 1n sequence starting from the highest ranking
symbol replica candidate, and allows only the symbol replica
candidates whose branch metrics are smaller than a predeter-
mined threshold value to survive. The ranking of the symbol
replica candidates 1s determined by detecting the quadrant to
which the residual recerved signals belong.

On the other hand, 1n the Layered Orthogonal Lattice
Detector (LORD) method proposed by M. Sit1 and M. P. Fitz
and 1n the method disclosed 1n Japanese Laid-Open Patent
Publication No. 2009-33636, the receiving apparatus applies
QR decomposition to a first channel matrix. Then, based on
the upper triangular matrix and unitary matrix obtained by the
QR decomposition, the receiving apparatus calculates the
metric when some of the plurality of transmitted signals are of
a prescribed value. Further, the recerving apparatus generates
a second channel matrix by interchanging the order of the
channels in the first channel matrix. Then, based on the upper
triangular matrix and signal vector 7' obtained by the QR
decomposition of the second channel matrix, the receiving
apparatus calculates the metric when some other ones of the
plurality of transmitted signals are of a prescribed value. The
receiving apparatus then estimates the transmitted signals by
determining a set of symbol replicas based on the metric
obtained for the first channel matrix and the metric obtained
for the second channel matrix.

SUMMARY

However, 1n any of the above prior art methods, a large
amount ol computation has to be performed to estimate the
transmitted signals, because each method 1nvolves gradually
reducing the number of transmitted signal candidate sets
while calculating the metrics for a plurality of transmitted
signal candidate sets. As a result, 1f these computations are to
be performed without reducing the communication speed, the
amount ol computing circuitry has to be increased. It the
amount of computing circuitry increases, 1t becomes difficult
to reduce the size of mobile apparatus such as a mobile phone
if the MIMO technology 1s to be applied to such mobile
apparatus. Furthermore, since the power consumed by the
computing circuitry increases with increasing amount of
computation, i1t 1s preferable to reduce the amount of compu-
tation for battery-driven receiving apparatus such as mobile
terminals.

According to one embodiment, there 1s provided a com-
munication apparatus. The communication apparatus
includes: a plurality of antennas; a plurality of recerving units
which are each coupled to one of the plurality of antennas, and
which respectively acquire recerved signals by recerving, via
the coupled antennas, a plurality of signals transmitted from
a transmitting apparatus having a plurality of antennas; a
candidate group setting unit which, based on a first channel
matrix describing a communication channel between the plu-
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rality of transmitted signals and the plurality of received
signals, calculates a first residual component by canceling a

component corresponding to a candidate or candidates for a
first other transmitted signal or signals other than a first trans-
mitted signal among the plurality of transmitted signals from
a first signal corresponding to at least one of the plurality of
received signals and having components corresponding to all
of the plurality of transmitted signals, determines a candidate
for the first transmitted signal by selecting a value closest to
the first residual component from among values that the first
transmitted signal can take, and constructs a first candidate
group as a collection of candidate sets each comprising a
candidate for the first transmitted signal and a candidate or
candidates for the first other transmitted signal or signals, and
which, based on a second channel matrix describing a com-
munication channel between the plurality of transmitted sig-
nals and the plurality of received signals, calculates a second
residual component by canceling a component corresponding,
to a candidate or candidates for a second other transmitted
signal or signals other than a second transmitted signal among
the plurality of transmitted signals from a second signal cor-
responding to at least one of the plurality of received signals
and having components corresponding to all of the plurality
of transmitted signals, determines a candidate for the second
transmitted signal by selecting a value closest to the second
residual component from among values that the second trans-
mitted signal can take, and constructs a second candidate
group as a collection of candidate sets each comprising a
candidate for the second transmitted signal and a candidate or
candidates for the second other transmitted signal or signals;
a common group searching unit which constructs a common
group by selecting any transmitted signal candidate set that 1s
common between the first candidate group and the second
candidate group; a metric calculating umt which, for each
transmitted signal candidate set contained in the common
group, computes an estimated received signal set correspond-
ing to the transmitted signal candidate set, and calculates a
distance between the estimated received signal set and the
plurality of received signals; and a signal estimating unit
which estimates that the transmitted signal candidate set that
mimmizes the distance represents the set of the plurality of
transmitted signals.

The object and advantages of the invention will be realized
and attained by means of the elements and combinations
particularly pointed out 1n the claims.

It 1s to be understood that both the foregoing general
description and the following detailed description are exem-
plary and explanatory and are not restrictive of the mnvention,
as claimed.

BRIEF DESCRIPTION OF DRAWINGS

FI1G. 1 1s a diagram schematically illustrating the configu-
ration of a communication system which includes a receiving,
apparatus according to a first embodiment.

FIG. 2 1s a diagram schematically illustrating the configu-
ration of a stream demultiplexer incorporated 1n the receiving,
apparatus according to the first embodiment.

FIGS. 3A to 3C are diagrams each depicting the relation-
ship between an estimate of a transmitted signal x, and the
quadrant to which the estimate belongs.

FI1G. 4 1s a conceptual diagram illustrating two candidate
groups and the transmitted signal candidate sets common to
the two groups.

FIG. 5 15 a diagram depicting imverted bit symbols when,
tor each inverted bit, a symbol that 1s closest to the most likely
bit 1s selected as the mverted bit symbol.
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FIG. 6 1s a diagram depicting inverted bit symbols when,
for each iverted bit, symbols that are closest and second

closest to the most likely bit are selected as the mverted bat
symbols.

FIGS. 7A and 7B are an operation tlowchart illustrating a
transmitted signal demultiplexing process.

FIG. 8 1s an operation flowchart illustrating the transmatted
signal demultiplexing process.

FIG. 9 1s a diagram schematically illustrating the configu-
ration of a stream demultiplexer 1n a receiving apparatus
according to a second embodiment.

FIGS. 10A and 10B are diagrams depicting an example of
the positional relationship between an estimate v, of a trans-
mitted signal x, and symbol replicas.

FIGS. 11A and 11B are an operation flowchart illustrating
a transmitted signal demultiplexing process according to the
second embodiment, which 1s performed 1nstead of the trans-
mitted signal demultiplexing process of steps S101 to S110
illustrated in FIGS. 7A and 7B.

FIG. 12 1s a diagram schematically illustrating the configu-
ration of a stream demultiplexer 1n a receving apparatus
according to a third embodiment.

FIG. 13 1s a diagram depicting one example of a candidate
group.

FIG. 14 1s a diagram schematically illustrating the configu-
ration of a stream demultiplexer 1n a recewving apparatus
according to a fourth embodiment.

FIG. 15 1s a diagram schematically illustrating the configu-
ration of a base station apparatus 1 which the recerving
apparatus according to any one of the embodiments 1s 1ncor-
porated.

FI1G. 16 1s a diagram schematically illustrating the configu-
ration of a mobile station apparatus 1n which the recerving
apparatus according to any one of the embodiments 1s 1ncor-
porated.

DESCRIPTION OF THE EMBODIMENTS

A receiving apparatus according to one embodiment will
be described below with reference to the drawings. Using
MIMO technology, the receiving apparatus receives, via a
plurality of antennas, a plurality of signals transmitted from a
transmitting apparatus having a plurality of antennas. The
receiving apparatus then demultiplexes the transmitted sig-
nals from the signals received by the respective antennas. To
demultiplex the transmitted signals, the recerving apparatus
obtains two channel matrices by interchanging the order of
the channels between them. Then, the receiving apparatus
obtains sets of transmitted signal candidates for each channel
matrix. The receiving apparatus determines one of the plural-
ity of transmitted signal candidates as being a symbol replica
closest to the residual component calculated by canceling the
component corresponding to the other transmitted signal can-
didate from the unitary transformed signal of the recerved
signal having components relating to all of the transmitted
signals. The receiving apparatus calculates the metrics only
for the candidate sets common to the two groups of transmiut-
ted signal candidate sets obtained for the two channel matri-
ces, thus reducing the number of metric calculations each of
which mvolves a large amount of computation.

FIG. 1 1s a diagram schematically illustrating the configu-
ration of a communication system 1 which includes a receiv-
ing apparatus 3 according to a first embodiment. The com-
munication system 1 includes a transmitting apparatus 2
equipped with two antennas 21-1 and 21-2, as well as the
receiving apparatus 3 which is also equipped with two anten-
nas 31-1 and 31-2. The transmitting apparatus 2 radiates
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transmitted signals as radio signals simultaneously from the
respective antennas 21-1 and 21-2. On the other hand, the
receiving apparatus 3 recerves the transmitted signals from
the transmitting apparatus 2 by the respective antennas 31-1
and 31-2. The signals received by the respective antennas
31-1 and 31-2 will hereinafter be referred to as the recerved
signals. The receiving apparatus 3 recovers the transmitted
signals based on each recerved signal.

In the present embodiment, the number of antennas
mounted on the transmitting apparatus 2 1s only 1llustrative,
and may be set to any number not smaller than 2 but not larger
than the number that can be physically mounted on the trans-
mitting apparatus 2. Similarly, the number of antennas
mounted on the receiving apparatus 3 1s only illustrative, and
may be set to any number not smaller than 2 but not larger than
the number that can be physically mounted on the receiving
apparatus 3. Further, the number of antennas mounted on the
transmitting apparatus 2 may be made different from the
number of antennas mounted on the recerving apparatus 3.

The transmitting apparatus 2 includes, i addition to the
two antennas 21-1 and 21-2, a codeword generating unit 22,
an encoding umt 23, a modulation umt 24, two transmitting
units 25-1 and 25-2, and a control unit 26. The codeword
generating unit 22, the encoding unit 23, the modulation unit
24, the transmitting units 25-1 and 25-2, and the control unit
26 may be provided as separate circuits or may be imple-
mented together on a single integrated circuit for mounting in
the transmitting apparatus 2.

The codeword generating unit 22 splits transmit data into
codewords each having a length defined by the transport
block size (TBS) determined by the control unit 26. The
codeword 1s, for example, MAC-PDU data that conforms to
the media access control (MAC) layer and the protocol data
unit (PDU) layer. The codeword generating unit 22 assigns
the generated codewords to the encoding unit 23 by referring,
to the number of streams determined by the control unit 26 for
cach of the codewords to be encoded by the encoding unit 23.
The number of streams represents the number of data to be
transmitted simultaneously for one codeword. The codeword
generating unit 22 passes the generated codewords to the
encoding unit 23.

The encoding unit 23 applies error correction coding, such
as convolutional coding or Turbo coding, to the codewords
received from the codeword generating umt 22. Further, the
encoding unit 23 generates data streams by splitting each
encoded codeword 1n accordance with the number of streams
determined by the control unit 26. Then, the encoding unit 23
supplies the encoded codewords on a stream-by-stream basis
to the modulation unit 24.

The modulation unit 24 quadrature-modulates the data
streams received from the encoding unit 23 1n accordance
with the modulation mode MOD determined by the control
unit 26. The modulation unit 24 supplies each data stream to
one of the transmitting units 25-1 and 25-2 in accordance with
the precoding matrix determined by the control unit 26.

The transmitting units 25-1 and 25-2 each generate a trans-
mit signal by superimposing the data stream supplied from
the modulation unit 24 onto a carrier wave having a radio
frequency. Each of the transmitting units 235-1 and 25-2 has a
high-power amplifier. Each of the transmitting units 25-1 and
25-2 thus amplifies the strength of the transmit signal to a
desired level. The transmitting umts 25-1 and 25-2 are
coupled to the antennas 21-1 and 21-2, respectively, and
transmit out the signals via the respective antennas.

The control umt 26 controls the entire operation of the
transmitting apparatus 2. The control umit 26 determines the
codeword length, the modulation mode, the number of
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streams for each codeword, and the precoding matrix, for
example, by referring to the feedback information recerved
from the recerving apparatus 3. Then, the control unit 26
sends information such as the codeword length, the modula-
tion mode, etc. to the corresponding units in the transmitting
apparatus 2. The feedback information includes, for example,
a CQI value which indicates the quality of the signal recerved
by the receiving apparatus 3. The control unit 26 here can
demodulate and decode the signal received from the receiving
apparatus 3 via a recerving unit (not shown) coupled to one of
the antennas and can extract the feedback information from
the decoded signal.

Next, the recerving apparatus 3 according to the first
embodiment will be described. The receiving apparatus 3
includes, 1n addition to the two antennas 31-1 and 31-2, two
receiving units 32-1 and 32-2, a demodulation unit 33, a
decoding unit 36, and a data combining unit 37. The receiving
units 32-1 and 32-2, the demodulation unit 33, the decoding
unit 36, and the data combining unit 37 may be provided as
separate circuits or may be implemented together on a single
integrated circuit for mounting 1n the recerving apparatus 3.

The receiving units 32-1 and 32-2 are coupled to the anten-
nas 31-1 and 31-2, respectively. The recerving units 32-1 and
32-2 recerve via the respective antennas 31-1 and 31-2 the
transmuit signals transmitted from the antennas 21-1 and 21-2
of the transmitting apparatus 2. Each of the receiving units
32-1 and 32-2 has a low-noise amplifier which amplifies the
received signal. Each of the recerving umts 32-1 and 32-2
converts the frequency of the recerved signal into the base-
band frequency by superimposing a signal having an inter-
mediate frequency on the amplified recerved signal, and sup-
plies the thus converted received signal to the demodulation
unit 33.

From the signals recerved from the receiving units 32-1 and
32-2, the demodulation unit 33 demultiplexes the signals
transmitted out from the respective antennas of the transmit-
ting apparatus 2. For this purpose, the demodulation unit 33
includes a channel estimator 34 and a stream demultiplexer
35.

The channel estimator 34 obtains a channel matrix defining,
the relationship between the transmitted signals and the
received signals. For example, the channel estimator 34
obtains the channel impulse response value of a signal known
to the transmitting apparatus 2 and the receiving apparatus 3,
such as a pilot signal contained 1n the signal transmitted out
from each antenna of the transmitting apparatus 2. Then, the
channel estimator 34 sets the channel impulse response value
as an element 1n the channel matrix. In this case, the relation-
ship between the transmitted signals and the recerved signals
1s expressed by the following equation using the channel
matrix.

Y=HX +n (4)

(J”D]_(h{}ﬂ hm](ﬂfﬂ]_l_(ﬂﬂ]
Vi hio A1 /A x; 1

where X, and x, represent the signals transmitted out from the
respective antennas 21-1 and 21-2. The transmitted signal
vector X 1s a vector whose elements are the transmitted sig-
nals x, and x,. On the other hand, y, and y, represent the
signals received via the respective antennas 31-1 and 31-2.
The recerved signal vector Y 1s a vector whose elements are
the received signals vy, and y,. The matrix H indicates the
channel matrix whose elements h,; are each obtained, for
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example, as a channel impulse response to a pilot signal, as
described above. The vector n indicates the noise vector
whose elements n, and n, represent the noise components
contained 1n the signals received by the respective antennas
31-1 and 31-2. The ordering of the channels 1s not limited to
the above example. For example, the transmitted signals x,
and x, may be the signals transmitted out from the antennas
21-2 and 21-1, respectively, and y, and y, may be the signals
received via the antennas 31-2 and 31-1, respectively. The
channel estimator 34 passes the channel matrix to the stream
demultiplexer 35.

Based on the channel matrix, the stream demultiplexer 35
demultiplexes the transmitted signals from the received sig-
nals. The details of the stream demultiplexer 35 will be
described later.

The demodulation unit 33 demodulates the demultiplexed
transmitted signals 1n accordance with the modulation
scheme applied to the transmitted signals, and passes the
demodulated signals to the decoding unit 36. Further, the
demodulation unit 33 computes the feedback information
such as CQI value, etc., to be fed back to the transmitting
apparatus 2, and passes the feedback information to a trans-
mitting unit not shown. The transmitting unit generates a
radio signal by quadrature-modulating the feedback-infor-
mation carrying signal and superimposing 1t onto a carrier
wave having a radio frequency. The transmitting unit radiates
the feedback-information carrying radio signal from one of
the antennas.

The decoding unit 36 reconstructs each encoded codeword
by combining the data streams recerved from the demodula-
tion unit 33. Then, the decoding unit 36 applies error correc-
tion decoding to each encoded codeword. The decoding unit
36 supplies the thus decoded codewords to the data combin-
ing unit 37.

The data combining unit 37 recovers the original data by
combining the codewords received from the decoding unit 36.
The data combining unit 37 supplies the thus recovered origi-
nal data to other component elements of the recerving appa-
ratus 3.

The details of the stream demultiplexer 35 will be
described below. FIG. 2 1s a diagram schematically illustrat-
ing the configuration of the stream demultiplexer 35. The
stream demultiplexer 35 includes a channel interchanging
unit 41, a QR-decomposition unit 42, a candidate group set-
ting unit 43, a common group searching unit 44, a metric
calculating unit 45, a minimum value searching unit 46, an
additional metric calculating unit 47, and a logarithmic like-
lihood ratio computing unit 48. These units constituting the
stream demultiplexer 35 may be implemented as separate
computing circuits. Alternatively, these units constituting the
stream demultiplexer 35 may be integrated mnto a single com-
puting circuit implementing the functions of the respective
units.

The channel interchanging unit 41 creates a transformed
channel matrix H' by interchanging the order of the columns
in the channel matrix H. The relationship between the trans-
mitted signals and the received signals, using the transformed
channel matrix H', 1s expressed by the following equation.

Y=HX +n (3)

(J’D ] - (hm Aoo ](Xl
V1 Ay Ao J\ Xo
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The channel interchanging unit 41 passes the transformed
channel matrix H' to the QR-decomposition unit 42.

The QR-decomposition unit 42 includes a first QR -decom-
position unit 421 and a second QR-decomposition unit 422.
The first QR-decomposition unit 421 QR-decomposes the
channel matrix H received from the channel estimator 35 into
a unitary matrix Q and an upper triangular matrix R. The
channel matrix H 1s expressed as shown in the following
equation by using the unitary matrix Q and the upper trian-
gular matrix R.

H = OR (6)
(hmj ho1 ] - ( Goo 4ol ]( Foo  Fol ]
hio hp gio g/ O rpg

Then, the first QR-decomposition unit 421 multiplies both
sides of equation (4) from the left by the Hermitian conjugate
Q" of the unitary matrix. In this way, the first QR-decompo-
sition unit 421 obtains the unitary transformed vector z by
unitary-transforming the received signal vector Y. The rela-
tionship between the unitary transformed vector z, the upper
triangular matrix R, and the transmitted signal vector X 1s
expressed by the following equation.

z=0"Y =0"ORX + 0"n=RX + 0""n (7)

(ZD]_(FDD Yol ](xo]_l_(fi’ﬁﬂ iﬁ{)](ﬂﬂ]
21 0 i Axg go1 4911 /\ A1

where unitary transformed signals z, and z, are the elements
of the unitary transformed vector z and each have components
relating to the received signals y, and y,.

The second QR-decomposition unit 422 QR-decomposes
the transformed channel matrix H' recerved from the channel
interchanging unit 41 1nto a unitary matrix Q' and an upper
triangular matrix R'. The channel matrix H' 1s expressed as
shown 1n the following equation by using the unitary matrix
Q' and the upper triangular matrix R"'.

H =QR (8)
(hm hoo ] - ( doo o1 ]( roo Yol ]
TR dio gu )\ O

Then, as 1n the first QR -decomposition unit 421, the second
QR-decomposition unit 422 multiplies both sides of equation
(5) from the left by the Hermitian conjugate Q" of the unitary
matrix. In this way, the second QR-decomposition unit 422
obtains the unitary transformed vector z' by unitary-trans-
forming the recerved signal vector Y. The relationship
between the unitary transformed vector z', the upper triangu-
lar matrix R', and the transmuitted signal vector X' 1s expressed
by the following equation.

=0y =0 Q0 RX+Q"n=RX+0Q"n 9)

(za]_[rag rhy ](xl]+[q;;a q‘i”b](na]
2 0 rii Nxo go1 11 N
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where unitary transformed signals 7', and z', are the elements
of the unitary transformed vector z' and each have compo-

nents relating to the recerved signals v, and v, .

The first and second QR-decomposition units 421 and 422
can pertorm the QR decomposition by using such techniques
as a GGivens rotation, a Householder transformation, or a
Gram-Schmidt decomposition. The QR-decomposition unit
42 passes the unitary transformed vectors z and z' and the
upper triangular matrices R and R' to the candidate group
setting unit 43.

The candidate group setting unit 43 1includes a first candi-
date group setting unit 431 and a second candidate group
setting unit 432.

The first candidate group setting unit 431 obtains a candi-
date set for transmitted signals by using the unitary trans-
formed vector z and upper triangular matrix R calculated
based on the channel matrix H. Referring to equation (7), 1t 1s
seen that the unitary transformed signal z, contains the com-
ponents ol both transmitted signals x, and x,. Therefore,
based on the expression relating to the unitary transformed
signal z,, 1n equation (7), the first candidate group setting unit
431 obtains as an estimate of the transmitted signal x, the
residual component calculated by canceling the component
relating to the candidate for the transmitted signal x, from the
unitary transiformed signal z,. Then, the first candidate group
setting unit 431 obtains a pair made up of a given candidate ¢,
for the transmitted signal x; and the value that 1s closest,
among the values that the transmitted signal X, can take, to the
estimate of the transmitted signal x, when the transmitted
signal X, 1s represented by that given candidate, and sets this
pair as the transmitted signal candidate set.

When the transmitted signal x, 1sc,, (1=0, 1, ... ,m,=1), the
estimate u,, of the transmitted signal x, 1s expressed by the
following equation. Here, ¢, 1s a symbol replica which 1s
generated by the recerving apparatus 3 as one of the possible
signal values that the transmitted signal x, can take 1n the
modulation scheme applied to the transmitted signal x, . Here,
C,, 1s expressed by a combination of a real (I) signal and an
imaginary (Q) signal. On the other hand, m, represents the
number of values that can be taken in the modulation scheme

applied to the transmitted signal x, . For example, 1f the modu-
lation scheme 1s 16-QAM, m,=16, and 1f the modulation
scheme 1s 64-QAM, m,=64.

<%0 —FoLcl
Up; =

(10)

Foo

The first candidate group setting unit 431 detects, for
example, the quadrant to which the estimate u,, belongs, 1n
order to determine the candidate for the transmitted signal x,
that 1s closest to the estimate u,,.

The quadrant detection will be described with reference to
FIGS. 3A to 3C. As an example, 1t 1s assumed that the modu-
lation scheme applied to the transmitted signal x,, 1s 64-QAM.
In FIGS. 3A to 3C, the abscissa represents the I signal com-
ponent, and the ordinate represents the (Q signal component.
Points 301 are the signal points corresponding to the signal
values that the transmitted signal x, can take. For example,
point 301a represents the signal value corresponding to sym-
bol “1011117. Asterisk 310 indicates the estimate u,,
obtained by substituting the symbol replica c,, into equation
(10). In the 1llustrated example, the I and Q signal compo-
nents of the estimate u,, are both negative values.

As depicted 1n FIG. 3A, the estimate u,, 1s located 1n the
third quadrant 320 because the I and QQ signal components are
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both negative values. Accordingly, the first candidate group
setting unit 431 estimates that the transmitted signal x, 1s
represented by one of the signal values belonging to the third
quadrant.

Next, the first candidate group setting unit 431 detects the
quadrant to which the estimate u,, belongs 1n a coordinate
plane that has 1ts origin O' at a point represented by a signal
value (-4/V42, —-4W42) corresponding to the center of the
third quadrant to which the estimate u,, belongs. That 1s, the
first candidate group setting unit 431 obtains an estimate u',
by subtracting from the estimate u,,, the signal value (-4/V42,
—-4/V/'42) corresponding to the center of the third quadrant, and
checks whether the I and Q signal components of the estimate
u',, are positive or negative. In the illustrated example, the
estimate u,, 1s located 1n the first quadrant 330 of the plane
centered at the origin O', as depicted in FIG. 3B. Accordingly,
the first candidate group setting unit 431 estimates that the
transmitted signal X, 1s represented by one of the signal values
belonging to the first quadrant 330 of the plane centered at the
origin O'.

The first candidate group setting unit 431 repeats the above
quadrant detection process until the signal value closest to the
estimate u,, 1s found. In the illustrated example, the first
candidate group setting unit 431 detects the quadrant to which
the estimate u,, belongs in a coordinate plane that has its
origin O" at a point represented by a signal value (-2/v42,
—-2/V42) corresponding to the center of the first quadrant 330
to which the estimate u,,, belongs 1n the plane centered at the
origin O'. That 1s, the first candidate group setting unit 431
obtains an estimate u",, by subtracting from the estimate u,,
the signal value (-2/V42, -2/¥42) corresponding to the center
of the first quadrant 330, and checks whether the I and Q
signal components of the estimate u",, are positive or nega-
tive. As depicted 1in FIG. 3C, the estimate u,,, 1s located 1n the
second quadrant 340 of the plane centered at the origin O".
The second quadrant 340 corresponds to one symbol
“110001”. Therefore, the signal value corresponding to the
symbol “110001” 1s the closest to the estimate u,,.

Then, when the transmitted signal x, 1s ¢, ,, the first candi-
date group setting unit 431 sets the signal value correspond-
ing to the symbol “110001” as the candidate for the transmiut-
ted signal x,. Heremnatter, the candidate for the transmitted
signal x, thus set when the transmitted signal x, 1s c,, 1s
denoted by x,""(c,,).

In this way, by using the quadrant detection, the first can-
didate group setting unit 431 can reduce the number of cal-
culations, such as multiplications, that involve a larger
amount ol computation, and can thus reduce the amount of
computation for finding x,"" (c,,).

When calculating the estimate u,,, 1n accordance with equa-
tion (10), an operation to divide (z,-r,,c,,) by r,, 1s per-
formed. In view of this, the first candidate group setting unit
431 may calculate the estimate u,, as the numerator term
(z5—14,C,,) on the right-hand side of equation (10), and may
set the origin 1n the second and later quadrant detections by
taking a point represented by a value obtained by multiplying
by r,, the signal value corresponding to the center of the
quadrant to which the estimate u,,, 1s detected to belong. Since
this serves to reduce the number of division operations, the
first candidate group setting unit 431 can reduce the amount
of computation for finding x,7""(c, ).

By repeating the above process for each symbol replica ¢, ,
(1=0, 1, ..., m,-1), the first candidate group setting unit 431
obtains a first candidate group ¢, which 1s a collection of




US 8,179,992 B2

13

candidate sets for the transmitted signals x, and x;. The first
candidate group ¢, 1s expressed as

q)lz{(xﬂ(mm)(clﬂ): C10); (xu(mm)(ﬂu): Cit)s « - - (xu(mm)
(Clm1-1)s Clml—l)}

The first candidate group ¢, contains the same number of
candidates as the number, m,, of values that can be taken 1n
the modulation scheme applied to the transmitted signal X, .

Similarly to the first candidate group setting unit 431, the
second candidate group setting unit 432 obtains a set of can-
didates for the likely transmitted signals by using the unitary
transformed vector z' and upper triangular matrix R' calcu-
lated based on the channel matrix H'. Referring to equation
(9), 1t 1s seen that the element Z'; 1n the unitary transformed
vector contains the components of both transmitted signals X,
and X,. Therefore, based on equation (9), the second candi-
date group setting unit 432 obtains as an estimate of the
transmitted signal x, the residual component calculated by
canceling the component of the transmuitted signal x, from the
unitary transformed signal z',. Then, the second candidate
group setting unit 432 obtains a pair made up of a given
candidate c, for the transmitted signal x, and the value that 1s
closest, among the values that the transmitted signal x, can
take, to the estimate of the transmitted signal x; when the
transmitted signal x, 1s represented by that given candidate,
and sets this pair as the transmitted signal candidate set.

When the transmitted signal X, 1s a symbol replica ¢, (1=0,
1,...,m,—1), the estimate u,, of the transmitted signal x, 1s
expressed by the following equation. Here, c,, 1s a symbol
replica of the transmitted signal x,. On the other hand, m,
represents the number of values that can be taken in the
modulation scheme applied to the transmitted signal x,.

!

Zo — rl| Co; (11)

Uiy = -
Foo

Similarly to the first candidate group setting unit 431, the
second candidate group setting unit 432 repeats the process
for detecting the quadrant to which the estimate u,; belongs,
and determines the signal value of the symbol closest to the
estimate u,, as being the candidate for the transmitted signal
X, when the transmitted signal X, 1s represented by c,,. In the
tollowing, the candidate for the transmitted signal x; when
the transmitted signal X, is ¢, is denoted by x, "(c,,). Then,
by determining the candidate for the transmitted signal x, for
cach symbol replica ¢, 1=0, 1, . . . , m,-1), the second
candidate group setting umt 432 obtains a second candidate
group ¢2 which 1s a collection of candidate sets for the trans-
mitted signals x, and x,. Here, the second candidate group ¢2
1s expressed as

$>={(co0 xl(mm(): _('1)700))9 (Cor %17, (Co1))s - - -
(Como-15 X1 , (Como-1)) )

The candidate group setting unit 43 passes the first and
second candidate groups ¢, and ¢, to the common group
searching unit 44 and the additional metric calculating unit
47.

The common group searching umt 44 searches for the
candidate sets of the transmitted signals x, and x, that are
common to the first and second candidate groups ¢, and ¢..
The first and second candidate groups ¢, and ¢, are each a
collection of candidate sets for the transmitted signals x,, and
X, and are obtained 1n accordance with diflerent mathemati-
cal relations based on the same channel matrix. As a result, 1t
1s highly likely that the actually transmitted signal set i1s
contained in both of the candidate groups. In view of this, the
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common group searching unit 44 searches for the transmitted
signal candidate sets that are contained in both of the two
candidate groups and, using these candidate sets, constructs a
common group on which metric calculations are to be per-
formed.

FIG. 4 1s a conceptual diagram illustrating the first and
second candidate groups ¢, and ¢, and the candidate sets of
the transmitted signals x, and x, that are common to the two
groups. As an example, in FIG. 4, both of the transmaitted
signals X, and X, are signals modulated by 64-QAM.

In FI1G. 4, the first and second candidate groups ¢, and ¢,
cach contain m transmitted signal candidate sets. Of these
candidate sets, the candidate set 401 in the first candidate
group ¢, and the candidate set 411 1n the second candidate
group ¢, both contain “010001” as the transmitted signal x,
and “010100” as the transmitted signal x,. Therefore, the
common group searching unit 44 selects (0100017,
“010100) as the transmitted signal candidate set for the
transmitted signals (X, X, ). Further, the candidate set 402 1n
the first candidate group ¢, and the candidate set 412 1n the
second candidate group ¢, both contain “111010” as the
transmitted signal x, and “000101” as the transmitted signal
X,. Therefore, the common group searching unit 44 also
selects (“111010, “000101”’) as the transmitted signal can-
didate set for the transmitted signals (X, X,). The common
group searching unit 44 passes the thus constructed common
group to the metric calculating unit 45.

The number of transmitted signal candidate sets contained
in the common group varies between 1 at mimmum and
min{mg,,m;, ) at maximum, depending on channel variation or
noise. Here, m, and m, each represent the number of values
that the transmitted signal x, or Xx,, respectively, can take in
the modulation scheme applied to the transmitted signals x,
and x,. The function min(a,b) 1s a function that outputs a or b,
whichever 1s smaller 1n value. Noting the estimate u,,, the
carlier given equation (10) can be rewritten as

Zo — Fo1Cl; (12)
Ho; = =

Foo

Zo  |roil  rou
— = ' Cli
roo |roil

Foo

As can be seen from equation (12), the estimate u,,, corre-
sponds to a signal point that 1s obtained by rotating ¢, by an
amount equal to the phase arg(r,,) of the average power
Iry,/to” centered at a point z,/r,,. When the average power
Ir,,/rool” is small, i.e., when the interference of the transmit-
ted signal x, to the transmitted signal x, 1s small, the estimate
U, 1s located near the point z,/r,,, regardless of the value of
c,,. As a result, the number of candidates for the transmitted
signal X, 1s small. On the other hand, when the average power
r,,/tol” is large, i.e., when the interference of the transmitted
signal x, to the transmaitted signal x 1s large, the estimate u,,
varies greatly, depending on c,,. As a result, the number of
candidates for the transmitted signal x,, increases. Similarly,
the estimate u,, corresponds to a signal point that 1s obtained
by rotating ¢, by an amount equal to the phase arg(r',, ) of the
average power Ir',/r',,|” centered at a point z',/t',,. Accord-
ingly, as the average power It',,/r',,|° decreases, i.e., as the
interference of the transmitted signal x, to the transmitted
signal x, decreases, the number of candidates for the trans-
mitted signal x, decreases. In this way, as the interference of
one transmitted signal to the other transmitted signal
decreases, the number of transmitted signal candidates
decreases. More specifically, as the interference of one trans-
mitted signal to the other transmitted signal decreases, the
receiving apparatus 3 can further reduce the amount of com-
putation needed to demultiplex the transmitted signals.
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For each transmitted signal candidate set contained 1n the
common group, the metric calculating unit 45 calculates a
metric that indicates a measure of the likelihood of the trans-
mitted signal candidate set representing the actually transmit-
ted signal set. The metric indicates the distance between the
actually received signals and the recerved signals estimated
by assuming that one particular transmitted signal candidate
set represents the actually transmitted signal set. For example,
the metric calculating unit 45 calculates the metric d, as
shown 1n the following equation by taking the sum of the
squared Fuclidian distances calculated between the unitary
transformed signals z, and z, and the estimated recerved sig-
nals obtained by substituting each transmitted signal candi-
date set (cy,, ¢,;) =0, 1, . .., k=1) mto the first term on the
right-hand side of equation (7).

_ 2 2

J F

Here, k indicates the total number of transmitted signal can-
didate sets contained in the common group. The metric cal-
culating unit 45 may use equation (9) instead of equation (7).
Alternatively, the metric calculating unit 45 may calculate
the metric d, as shown 1n the following equation by calculat-
ing the Manhattan distance between the unitary transformed
signals z, and z, and the estimated recetved signals obtained
by substituting each transmitted signal candidate set (¢, € ;)
into the first term on the right-hand side of equation (7).

d=|Re(z,~ry c )|+ Im(z,~r) cy;)|+IRe(zg—7p €1~

FooCop )+ m(zg—rg1C1~F0Co;)] (14)

The function Re() 1s a function that outputs the real compo-
nent of a variable u, and the function Im(a) 1s a function that
outputs the imaginary component of the variable . Further,
the metric calculating umit 45 may calculate as the metric
some other measure that indicates the distance between the
unitary transformed signals 7z, and z, and the transmitted
signal candidate set (¢, ¢, ;).

The metric calculating unit 45 passes each transmitted
signal candidate set contained in the common group and 1ts
metric d, to the minimum value searching unit 46.

The minmimum value searching unit 46 1s an example of a
transmitted signal estimator, and finds the minimum value
among the metrics d; calculated for the transmitted signal
candidates. The mimmmum value searching unit 46 then
assumes that the transmitted signal candidate set(c,,, ., ,C;,....)
corresponding to the minimum value d,,;,, of the metrics d,
represents the actually transmitted signal set (X, X,). Here-
inafter, the transmitted signal candidate set (c,, .. C,,...)
assumed to be the actually transmitted signal set (x,, X;) 1s
referred to as the most likely symbol set, and the symbols
(%o, x, M) corresponding to the symbol replicas con-
tained as the transmitted signal candidates 1n the most likely
symbol set are called the most likely symbols.

The mimimum value searching unit 46 passes the minimum
valued . and the most likely symbol set (¢, . ,c, . )tothe
logarithmic likelihood ratio computing unit 48. Further, the
mimmum value searching unit 46 passes each transmitted
signal candidate set and the metric d, calculated for each
candidate set to the additional metric calculating unit 47.

For each of the most likely symbols, the additional metric
calculating unit 47 detects, from among the symbols defined
by inverting any one of the bits of the most likely symbol, any
symbol that 1s located within a prescribed distance of the most
likely symbol, and 1dentifies such a symbol as an 1nverted bat
symbol. Then, for the symbol replica x,, corresponding to the
inverted bit symbol s, (p=1, 2, . . ., m) obtained for the
transmitted signal x,, the additional metric calculating unit 47
identifies the symbol replica xl(f”f”)(xgp) of the transmitted

10

15

20

25

30

35

40

45

50

55

60

65

16

signal x, that corresponds to the symbol replica x, . For
example, the additional metric calculating unit 47 detects a
candidate set containing the symbol replica X, from among
the transmitted signal candidate sets contained 1n the second
candidate group ¢,. Then, based on the detected transmaitted
signal candidate set, the additional metric calculating unit 47
identifies the symbol replica x, """ (Xo,,) of the transmitted
signal x, that corresponds to the symbol replica x,. Simi-
larly, for the symbol replica x, , corresponding to the inverted
bit symbol s,, obtained for the transmitted signal x,, the
additional metric calculating unit 47 identifies the symbol
replica x,""7(x, ) of the transmitted signal X, that corre-
sponds to the symbol replica x,, by referring to the first
candidate group ¢,.

The additional metric calculating unit 47 calculates an
additional metric d“““#°"*") between the unitary transformed
signals 7, and z, and the symbol replica set (x,,,, X L) (Xo,))
associated with the inverted bit symbol s, obtained for the
transmitted signal x,. Similarly, the additional metric calcu-
lating unit 47 calculates an additional metric d{@4#=ora)
between the unitary transformed signals z, and z, and the
symbol replica set (x,"""" (X,,), X,,) associated with the
inverted bit symbol s, , obtained for the transmitted signal x;, .
The additional metric calculating unit 47 can calculate these
additional metrics, for example, 1n accordance with equation
(13) or (14). The additional metrics are used to compute the
logarithmic likelihood ratio that the decoding unit 36 uses
when performing error-correction decoding. Therefore, the
additional metric calculating unit 47 passes the additional
metric obtained for each mmverted bit symbol to the logarith-
mic likelihood ratio computing unit 48.

If the metric d has already been calculated by the metric
calculating unit 45 for one of the symbol replica sets (x,""
(X1,), X;,) and (X, X L (X,,)), the additional metric cal-
culating unit 47 passes that metric d to the logarithmic like-
lihood ratio computing unit 48.

FIG. 5 1s a diagram depicting the inverted bit symbols
when, for each mverted bit, the closest symbol 1s selected as
the inverted bit symbol, for example, for the case where the
transmitted signal x, 1s modulated by 64-QAM and where the
most likely symbol corresponding to the transmitted signal X,
1s “000000”. As depicted 1n FIG. 5, the symbols located 1n

blocks 501 to 506 are selected as the inverted bit symbols. For
example, when the inverted bit 1s the rnnghtmost bit, the symbol
“000001”" 1n block 501 1s closest to the most likely bit. There-
fore, 000001 1s selected as the mverted bit symbol. On the
other hand, when the inverted bit 1s the leftmost bit, the
symbol “100010” 1n block 506, which 1s closest to the most
likely symbol among the symbols whose leftmost bit1s *“17, 1s
selected as the mverted bit symbol.

FIG. 6 1s a diagram depicting the inverted bit symbols
when, for each imnverted bit, the closest symbol and the second
closest symbol are selected as the inverted bit symbols for the
case where the most likely symbol corresponding to the trans-
mitted signal x, 15 “000000”. As depicted in FIG. 6, the
symbols located in blocks 601 to 614 are selected as the
inverted bit symbols.

Since the position of the signal point corresponding to each
symbol 1s predetermined, the mverted bit symbols for each
most likely symbol can be determined 1n advance. Therelore,
a reference table defining the corresponding inverted bit sym-
bols for each most likely symbol may be stored 1n advance in
a memory circuit incorporated in the additional metric calcu-
lating unit 47. The additional metric calculating umit 47 can
then 1identify the mverted bit symbols corresponding to each
most likely symbol by referring to the reference table.
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The logarithmic likelihood ratio computing unit 48 com-
putes the logarithmic likelihood ratio (LLR) for each bit. The

logarithmic likelihood ratio computing unit 48 computes 1n
accordance with the following equation the bit LLR (n)
which 1s the LLR {for the n-th bit {from the left of the trans-

mitted signal x .

J{LRF(H) — \/dr,min(bn = 1) — \/dr,mfn(bn = 0) (15)

drmin(bn = bitMD, 1)) = doniyy = d (M), M)

Aymin (b, = iRVDIL( X, (ML) , i) =

min { ﬂf( (cﬂmmﬂn) (cﬂmmﬂn))}
) 1nvbir(x£,ML),n)
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(inv)

{d(addirionﬂﬂ (xﬂp

’ x(mm)( (inv) ))}
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n bi r(xg;ﬂ ,n)zi nvbi I(IBML

(inv)

min d(addmena.{) x(mm)
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(inv) }
),n)zinvbir(x(l

lp)

¢ (iny
_ b:r(xlp

whered_ . 1s the metric calculated for the most likely symbol
set (x,M), x, ™)), The function bit (x,***, n) indicates the
value of the n-th bit from the left of the most likely symbol
x, M5 (r=0, 1). On the other hand, the function invbit (x,
n) indicates the mverted value of the n-th bit from the left of
the most likely symbol x,*** (r=0, 1). The functionmin__, (d)
1s a function that outputs a mimmum value selected from
among the metrics d that satisfy the condition a=b. Further,
d(eﬂj(’:mm”), Clj(":mm”)) (1=0, 1, , k—=1) 1s the metric
calculated for the transmitted signal candidate set
(Co, (commor) ,Cy; (common)y contained in the common group. On
the other hand dladdinonal) (XOP(I”"’) le(’m”) (XDP(I”"’)) 1s the
additional metric calculated for a pair made up of the inverted
bit symbol x,,” of the most likely symbol x,***) and the
symbol x, p(mm) (X0, @)y corresponding to that inverted bit
symbol. Likewise, d(additional (Xo, (i) (%, p(”’""’) xlp(m"’) 1s the
additional metric calculated for a pair made up of the inverted
bit symbol x, p(f””) of the most likely symbol x, ** and the
symbol xﬂp(’m”) (X, p(f”"’)) corresponding to that inverted bit
symbol.

Alternatively, the logarithmic likelihood ratio computing
unit 48 may compute the bit LLR (n) in accordance with the
following equation.

LLR/‘(H):dP,mm(bn:]‘ )_dr,mz'n (bnzo) (1 6)

The logarithmic likelithood ratio computing unit 48 passes
each bit LLR 5(n) and 1ts corresponding inverted bit symbols
to the decoding unit 36.

If the logarithmic likelihood ratio 1s not used 1n the error-
correction decoding process performed by the decoding unit
36, the additional metric calculating unit 47 and the logarith-
mic likelihood ratio computing unit 48 may be omitted.

FIGS. 7A and 7B and FIG. 8 are operation flowcharts
illustrating the transmitted signal demultiplexing process.
The transmitted signal demultiplexing process 1s performed
under control of the stream demultiplexer 35, and 1s mitiated
cach time the recerving apparatus 3 receives a signal.

The first QR-decomposition unit 421 in the QR-decompo-
sition unit 42 QR-decomposes the channel matrix H into the
unitary matrix Q and the upper triangular matrix R (step
S101). Then, the first QR-decomposition unit 421 generates
the unitary transformed vector z (=(z,, z,)) of the received
signal vectorY by multiplying the recerved signal vectorY by
the Hermitian conjugate Q of the unitary matrix Q (step
S5102). The first QR-decomposition unmit 421 passes the uni-
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tary transformed vector z and the upper triangular matrix R to
the candidate group setting unit 43.

For the particular transmitted signal x,,, the first candidate
group setting unit 431 in the candidate group setting unit 43
calculates the residual component by canceling the compo-
nent relating to the symbol replica ¢, of the other transmitted
signal x, from the unitary transformed signal z, and thus
calculates the estimate u,, of that particular transmaitted signal
X, (step S103). Here, the first candidate group setting unit 431
calculates the estimate u,,, for each symbol replica ¢, (1=0, 1,
2,...,m,-1). Then, the first candidate group setting unit 431
generates a first candidate group of transmitted signal candi-
date sets, each demgnated as (X, (c,,), ¢,,) and made up of
the symbel replica x,"" (c,,) closest to the estimate u,,, and
the corresponding symbol replica ¢, of the transmaitted signal
X, (step S104). The first candidate group setting unit 431
passes the first candidate group to the common group search-
ing unit 44 and the additional metric calculating unit 47.

As illustrated in FIG. 7B, the channel interchanging unit 41
creates the transformed channel matrix H' by interchanging
the order of the columns 1n the channel matrix H (step S1035).
Then, the channel interchanging unit 41 passes the trans-
formed channel matrix H' to the QR-decomposition unit 42.

The second QR-decomposition unit 422 1n the QR-decom-
position unit 42 QR-decomposes the transformed channel
matrix H' into the unitary matrix Q' and the upper triangular
matrix R' (step S106). Then, the second QR-decomposition
unit 422 generates the unitary transformed vector z' (=(2',,
7'.)) of the received signal vector Y by multiplying the
received signal vectorY by the Hermitian conjugate Q" of the
unitary matrix Q' (step S107). The second QR-decomposition
unmt 422 passes the unitary transformed vector z' and the
upper triangular matrix R' to the candidate group setting unit
43.

For the particular transmitted signal x,, the second candi-
date group setting unit 432 in the candidate group setting unit
43 calculates the residual component by canceling the com-
ponent relating to the symbol replica ¢, of the other trans-
mitted signal X, from the unitary transformed signal 7', and
thus calculates the estimate u,, of that particular transmitted
signal X, (step S108). The second candidate group setting unit
432 calculates the estimate u,, for each symbol replica c,
(1=0, 1, 2, . . ., my—-1). Then, the second candidate group
setting unit 432 generates a second candidate group of trans-
mitted signal candidate sets, each designated as (c,,, x,"""
(c,,)) and made up of the symbol replica x, " (c,,) closest to
the estimate u,, and the corresponding symbol replica ¢, of
the transmitted signal x, (step S109). The second candidate
group setting unit 432 passes the second candidate group to
the common group searching unit 44 and the additional met-
ric calculating unit 47.

The common group searching unit 44 searches for the
transmitted signal candidate sets that are common between
the first and second candidate groups (step S110). The com-
mon group searching unit 44 passes the common group con-
taining the common transmitted signal candidate sets to the
metric calculating unit 45.

As 1llustrated 1n FIG. 8, for each transmitted signal candi-
date set contained 1n the common group, the metric calculat-
ing unit 45 calculates the metric for evaluating the distance
between the recetved signal set and the estimated received
signal set obtained based on the transmitted signal candidate
set (step S111).

The minimum value searching unit 46 estimates that the
transmitted signal candidates contained in the candidate set
corresponding to the minimum metric value represent the
actually transmitted signals (step S112). The minimum value
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searching unit 46 passes the mimimum metric value and the
estimated transmitted signals to the logarithmic likelihood
ratio computing unit 48. The mimmum value searching unit
46 also passes the estimated transmitted signals to the addi-
tional metric calculating unit 47.

From among the symbols having inverted bits with respect
to each most likely symbol, the additional metric calculating,
unit 47 selects as inverted bit symbols those symbols that are
located within a prescribed distance of the most likely symbol
(step S113). Then, the additional metric calculating unit 47
determines the symbol replica sets corresponding to the
inverted bit symbols by referring to the first and second can-
didate groups (step S114). The additional metric calculating
unit 47 calculates the metric for each inverted bit symbol (step
S115). The additional metric calculating unit 47 passes the
metrics and the inverted bit symbols to the logarithmic like-
lihood ratio computing unit 48.

The logarithmic likelihood ratio computing unit 48 com-
putes the logarithmic likelihood ratio for each mverted bit of
cach most likely symbol by calculating the difference
between the square root of the minimum metric and the
square root of the minimum value of the metric corresponding
to the inverted bit symbol (step S116). Then, the logarithmic
likelihood ratio computing umt 48 outputs the estimated
transmitted signal, the logarithmic likelihood ratio, and the
inverted bit symbol used for the computation of the logarith-
mic likelthood ratio.

After that, the stream demultiplexer 35 terminates the
transmitted signal demultiplexing process. The stream
demultiplexer 35 may perform the process from step S101 to
step S104 1n parallel with the process from step S105 to step
S109.

Table 1 provides a comparison between the number of
metric calculations performed in the transmitted signal
demultiplexing process according to the present embodiment
and the number of metric calculations performed 1n the trans-

mitted signal demultiplexing process according to the prior
art, for the case where the two transmitted signals are both
modulated by 64-QAM. In Table 1, it 1s assumed that the
metric 1s calculated as the squared Euclidian distance in
accordance with equation (13), and that one norm calculation
equals one metric calculation. It 1s also assumed that the
additional metric calculating unit 47 calculates the metric by
selecting only the symbol closest to the most likely symbol as
the iverted bit symbol for each mverted bit from among the
symbols containing that inverted bit.

TABLE 1
COMPARISON OF NUMBER OF METRIC CALCULATIONS
BETWEEN VARIOUS METHODS
NUMBER OF METRIC

METHOD OF RECEPTION CALCULATIONS
METHOD OF PRESENT EMBODIMENT 26-128
QRM-MLD METHOD 4160

ASESS METHOD 128

LORD METHOD 256

According to the method of the present embodiment, the
number of metric calculations 1s 26 at minimum and 128 at
maximum. When there 1s only one transmaitted signal candi-
date set that 1s common between the first and second candi-
date groups, the number of metric calculations becomes mini-
mum. In this case, two metric calculations are performed for
that common candidate set and, since there are log,., (=6)
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inverted bit symbols for each transmitted signal, 24 metric
calculations are performed for the inverted bit symbols.

On the other hand, when there are 64 transmitted signal
candidate sets that are common between the first and second
candidate groups, that 1s, when the two candidate groups are
equal, the number of metric calculations becomes maximum.
In this case, 128 (=2x64) metric calculations are performed
for the common candidate sets. The number of metric calcu-
lations for the inverted bit symbols 1s 0, since the transmaitted
signal sets containing the imverted bit symbols are contained
in the common group.

As can be seen from Table 1, even when the number of
metric calculations 1s maximum, the number of metric calcu-
lations according to the method of the present embodiment 1s
smaller than the number of metric calculations according to
any prior art transmitted signal demultiplexing method.

As has been described above, when demultiplexing the
transmitted signals, the receiving apparatus according to the
first embodiment obtains two channel matrices by inter-
changing the order of the channels between them. Then, the
receiving apparatus obtains sets of transmitted signal candi-
dates for each channel matrix. For each particular transmaitted
signal, the receiving apparatus determines the transmitted
signal candidate by selecting the symbol replica thatis closest
to the residual component calculated by canceling the com-
ponent corresponding to the other transmitted signal candi-
date from the unitary transtormed signal of the received sig-
nal having components relating to all of the transmitted
signals. The receiving apparatus estimates the transmitted
signals by calculating the metrics only for the candidate sets
common to the two groups of transmitted signal candidate
sets obtained for the two channel matrices. In this way, since
the recerving apparatus can determine each transmitted signal
candidate set without calculating the metric that involves a
large amount of computation, the number of metric calcula-
tions can be reduced. As a result, the receiving apparatus can
reduce the amount of computation when demultiplexing the
transmitted signals.

Next, a receiving apparatus according to a second embodi-
ment will be described. When performing the transmitted
signal demultiplexing process, the receiving apparatus
according to the second embodiment allocates priorities to
the transmitted signal candidate sets that are common
between the first and second candidate groups, and calculates
the metrics only for high prionity candidate sets. The only
difference between the receving apparatus according to the
second embodiment and the receiving apparatus according to
the first embodiment lies 1n the stream demultiplexer. There-
fore, the following description deals only with the stream
multiplexer.

FIG. 9 1s a diagram schematically illustrating the configu-
ration of the stream demultiplexer 351 1n the receiving appa-
ratus according to the second embodiment. The stream
demultiplexer 351 includes a channel interchanging unit41, a
QR-decomposition unit 42, a candidate group setting unit 43,
a common group searching unit 44, a metric calculating unit
45, a mimimum value searching unit 46, an additional metric
calculating unit 47, a logarithmic likelihood ratio computing
unit 48, and a ranking unit 51.

These units constituting the stream demultiplexer 351 may
be mmplemented as separate computing circuits. Alterna-
tively, these units constituting the stream demultiplexer 351
may be mtegrated into a single computing circuit implement-
ing the functions of the respective units.

In FIG. 9, the units constituting the stream demultiplexer
351 are designated by the same reference numerals as those
used to designate the corresponding component elements of
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the stream demultiplexer 35 according to the first embodi-
ment depicted 1n FIG. 2. The stream demultiplexer 351 differs
from the stream demultiplexer 35 according to the first
embodiment by the inclusion of the ranking unit 51.

The ranking unit 51 includes a first signal ranking unit 511
and a second signal ranking unit 512.

The first signal ranking unit 311 calculates ranking values
for prionitizing the transmitted signal candidate sets con-
tained 1n the first candidate group. As shown 1n equation (7)
defining the relationship between the unitary transformed
vector z, the upper triangular matrix R, and the transmitted
signal vector X, the transmitted signal x; 1s expressed as
shown 1n the following equation by using the unitary trans-
formed vector z, .

_ 4 oo +q1 (17)

Xl =

Fl1 Fl1

The first term (z,/r, ;) on the right-hand side of equation (17)
indicates the estimate v, of the transmitted signal x;,.
That 1s, 11 the noise component 1s small, then the closer to the
estimate v, the signal value 1s, the more likely that the signal
value represents the actually transmitted signal x,.
Theretore, the first signal ranking unit 511 determines the
ranking value according to the closeness to the estimate v, for
each of the symbol replicas c,, corresponding to the signal
values that the transmitted signal x, can take. For example,
the first signal ranking unit 511 assigns a smaller ranking,
value to a signal value closer to the estimate v,. The ranking
value 1s a measure of the likelihood that the signal value
represents the transmitted signal x,. In the illustrated

example, the smaller the ranking value, the greater the like-
lihood.
To determine the ranking value, the first signal ranking unit

511 detects the quadrant to which the estimate v, (=z,/r,,) of
the transmitted signal x, belongs 1n a coordinate system that
defines the I and Q signals representing the signal values that
the transmitted signal x,; can take. Then, the first signal rank-
ing unit 511 determines how close to the estimate v, each
signal value 1s, by performing the quadrant detection itera-
tively a number ((12)log,m, ) of times, each time by setting its
origin at the center of the quadrant to which the estimate v,
belongs. Here, m, represents the number of values that can be
taken 1n the modulation scheme applied to the transmitted
signal x,; for example, when the modulation scheme 1s
QPSK, m,=2.

FIGS. 10A and 10B are diagrams depicting an example of
the positional relationship between the estimate v, of the
transmitted signal x, and the values that the transmitted signal
X, can take. As an example, it 1s assumed that the modulation
scheme applied to the transmitted signal x, 1s QPSK. In FIGS.
10A and 10B, the abscissa represents the I signal component,
and the ordinate represents the QQ signal component. Points
1001a to 10014 are the signal points corresponding to the
signal values that the transmitted signal x; can take. For
example, point 1001a represents the signal value correspond-
ing to the symbol “00”. On the other hand, point 1010 1ndi-
cates the estimate v,. In the 1llustrated example, the I and Q
signal components of the estimate v, are both positive values.
As can be seen, of the four signal values, the signal value
corresponding to the symbol “00” 1s closest to the estimate v, .
On the other hand, the signal value corresponding to the
symbol “117, whose I and (Q components are both different
from those of the estimate v, 1s farthest from the estimate v, .
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Therefore, the first signal ranking unit 511 assigns, for
example, a ranking value “1” to the symbol replica corre-
sponding to the symbol “00” and a ranking value “4” to the
symbol replica corresponding to the symbol “117. As for the
symbol replica corresponding to the symbol “01” and the
signal value corresponding to the symbol “107, 1t 1s not yet
known, at the end of the first quadrant detection, which signal
value 1s closer to the estimate v,. Therefore, the first signal
ranking unit 511 assigns a ranking value “2” to both the
symbol replica corresponding to the symbol “01” and the
symbol replica corresponding to the symbol “10”.

The first signal ranking unit 511 may perform the quadrant
detection iteratively more than ((V2)log,m,) times. The first
signal ranking unit 511 can then determine the order of close-
ness to the estimate v, for all the signal values.

For example, as depicted in FIG. 10B, by performing the
second quadrant detection on the estimate v,, 1t can be seen
that the estimate v, 1s located 1n a region 1020 which 1s one of
16 regions. The region 1020 1s nearer to the signal value
corresponding to the symbol “01” than to the signal value
corresponding to the symbol “10”. Accordingly, the first sig-
nal ranking unit 511 can determine that the signal value
corresponding to the symbol “01” 1s closer to the estimate v,
than the signal value corresponding to the symbol “10” 1s.
Theretore, the first signal ranking unit 511 assigns the ranking
values “17, “27, “3”, and *“4”, respectively, to the symbol
replicas corresponding to the respective symbols <007, <017,
“10”, and “11”.

The second signal ranking unmit 512 calculates ranking val-
ues for ranking the transmitted signal candidate sets con-
tained 1n the second candidate group. Here, the second signal
ranking unit 512, similarly to the first signal ranking unit 511,
calculates (z',/r', ) based on equation (9) and takes 1t as the
estimate v, o the transmitted signal x,. Then, by detecting the
quadrant to which the estimate v, belongs, the second signal
ranking unit 312 determines the ranking value according to
the closeness to the estimate v, for each of the symbol replicas
Co; corresponding to the signal values that the transmaitted
signal x, can take.

The ranking unit 51 passes to the candidate group setting,
unmit 43 the ranking value R, assigned to each of the symbol
replicas ¢, corresponding to the signal values that the trans-
mitted signal x, can take and the ranking value R, ; assigned to
cach of the symbol replicas ¢, corresponding to the signal
values that the transmitted signal x, can take.

The candidate group setting unit 43, similarly to the can-
didate group setting unit 43 1n the first embodiment, obtains
the first and second candidate groups each made up of sets of
candidates for the transmitted signals x, and x,.

The first candidate group setting unit 431 receives the
ranking value R ; assigned to the symbol replica ¢, contained
in each of the transmitted signal candidate sets in the first
candidate group, and takes it as the ranking value that 1ndi-
cates the degree of likelihood of that candidate set represent-
ing the actually transmitted signal set. Likewise, the second
candidate group setting unit 432 recerves the ranking value
R,; assigned to the symbol replica ¢, contained in each of the
transmitted signal candidate sets in the second candidate
group, and takes it as the ranking value that indicates the
degree of likelihood of that candidate set representing the
actually transmitted signal set.

The candidate group setting unit 43 passes the first and
second candidate groups and the ranking values of the can-
didate sets contained 1n the respective candidate groups to the
additional metric calculating unit 47.

The common group searching unit 44 searches for the
transmitted signal candidate sets that are common between
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the first and second candidate groups, and constructs a com-
mon group using these common transmitted signal candidate
sets. Then, the common group searching unit 44 allocates
priorities according to the ranking values (R,, and R,))
assigned to the common transmitted signal candidate sets.

For example, the common group searching unit 44 allo-
cates priority to each common transmitted signal candidate
set by calculating the sum R of the ranking values (=R,+
R,.). Then, the common group searching unit 44 selects a
number, S, of candidate sets in decreasing order of priority,
1.€., In increasing order of the sum R of the ranking values.

Alternatively, the common group searching unit 44 may
allocate priority to each common transmitted signal candidate
set by calculating the product R, of the ranking values
(=R,,*R,,). Then, the common group searching unit 44 may
select a number, S, of candidate sets 1n increasing order of the
product R, of the ranking values.

If the number of transmitted signal candidate sets con-
tained 1n the common group 1s smaller than S, the common
group searching unmit 44 selects all of the transmitted signal
candidate sets contained 1n the common group. Here, S 1s an
integer not smaller than 1, and 1s chosen to be smaller than m,,
or m,, whichever 1s smaller, which represents the number of
values that can be taken 1n the modulation scheme applied to
the transmitted signal X, or X,. For example, when the modu-
lation scheme applied to the transmitted signal x, or X, 1s
64-QAM, S 1s set, for example, to 16.

The common group searching unit 44 passes the selected
transmitted signal candidate sets to the metric calculating unait
45. The metric calculating unit 45 calculates the metrics only
for the transmitted signal candidate sets selected by the com-
mon group searching unit 44.

FIGS. 11A and 11B are an operation tlowchart 1llustrating
the transmitted signal demultiplexing process according to
the second embodiment, which 1s performed 1nstead of the
transmitted signal demultiplexing process of steps S101 to
S110 1llustrated 1n FIGS. 7A and 7B. The transmitted signal
demultiplexing process 1s performed under control of the
stream demultiplexer 351, and 1s iitiated each time the
receiving apparatus 3 recerves a signal.

The first QR-decomposition unit 421 1n the QR-decompo-
sition unit 42 QR-decomposes the channel matrix H into the
unitary matrix Q and the upper triangular matrix R (step
S201). Then, the first QR-decomposition unit 421 generates
the unitary transformed vector z (=(z,, z,)) of the received
signal vectorY by multiplying the recerved signal vectorY by
the Hermitian conjugate Q of the unitary matrix Q (step
S5202). The first QR-decomposition unit 421 passes the uni-
tary transformed vector z and the upper triangular matrix R to
the ranking unit 51 and the candidate group setting unit 43.

The first signal ranking unit 511 in the ranking unit 51
determines the ranking value R ; according to the closeness to
the estimate v, (=z,/r,,) of the transmitted signal x, for each
of the symbol replicas ¢, representing the signal values that
the transmitted signal X, can take (step S203). Then, the first
signal ranking unit 511 passes the ranking value R, deter-
mined for each of the symbol replicas ¢, to the candidate
group setting unit 43.

For the particular transmitted signal x,, the first candidate
group setting unit 431 1n the candidate group setting unmit 43
calculates the residual component by canceling the compo-
nent relating to the symbol replica ¢, ; of the other transmitted
signal x, from the unitary transformed signal z, and thus
calculates the estimate u,, of that particular transmaitted signal
Xqo (step S204). The first candidate group setting unit 431
calculates the estimate u,, for each symbol replica ¢, (1=0, 1,

2,...,m,-1). Then, the first candidate group setting unit 431
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generates a first candidate group of transmitted signal candi-
date sets, each designated as (x,"" (c,,), ¢,,) and made up of
the symbol replica x,"”” (c,,) closest to the estimate u,,, and
the corresponding symbol replica ¢, , of that other transmaitted
signal x, (step S203). The first candidate group setting unit
431 receives the ranking value R, assigned to the symbol
replica ¢, contained 1n each of the transmitted signal candi-
date sets 1n the first candidate group, and takes it as the
ranking value for that candidate set. Then, the first candidate
group setting unit 431 passes the first candidate group and the
ranking values of the respective candidate sets contained in
that group to the common group searching unmit 44 and the
additional metric calculating unit 47.

The channel interchanging unit 41 creates the transformed
channel matrix H' by interchanging the order of the columns
in the channel matrix H (step S206). Then, the channel inter-
changing unit 41 passes the transformed channel matrix H' to
the QR-decomposition unit 42.

As 1llustrated 1n FIG. 11B, the second QR-decomposition
unit 422 1n the QR-decomposition unit 42 QR-decomposes
the transformed channel matrix H' into the unitary matrix Q'
and the upper trnangular matrix R' (step S207). Then, the
second QR-decomposition unit 422 generates the unitary
transformed vector z' (=(Z',,, z',)) by multiplying the received
signal vector Y by the Hermitian conjugate Q** of the unitary
matrix Q' (step S208). The second QR-decomposition unit
422 passes the unitary transtormed vector z' and the upper
triangular matrix R' to the ranking unit 51 and the candidate
group setting unit 43.

The second signal ranking unit 512 1n the ranking unit 51
determines the ranking value R, according to the closeness to
the estimate v, (=2',/r', ;) ol the transmitted signal x, for each
of the symbol replicas c,, representing the signal values that
the transmitted signal x, can take (step S209). Then, the
second signal ranking unit 512 passes the ranking value R,
determined for each of the symbol replicas ¢, to the candidate
group setting unit 43.

For the particular transmitted signal x,, the second candi-
date group setting unit 432 calculates the residual component
by canceling the component relating to the symbol replica ¢,
of the other transmitted signal x, from the unitary trans-
formed signal 7', and thus calculates the estimate u,, of that
particular transmitted signal x, (step S210). The second can-
didate group setting unit 432 calculates the estimate u,, for
cach symbol replica ¢, 1=0, 1, 2, . . ., m,—1). Then, the
second candidate group setting unit 432 generates a second
candidate group of transmitted signal candidate sets, each
designated as (c,,, X, (c,,)) and made up of the symbol
replica x, ™ (c,,) closest to the estimate u,, and the corre-
sponding symbol replica ¢, of that other transmitted signal x,,
(step S211). The second candidate group setting unit 432
receives the ranking value R, assigned to the symbol replica
Co,; contained 1n each of the transmitted signal candidate sets
in the second candidate group, and takes 1t as the ranking
value for that candidate set. Then, the second candidate group
setting unit 432 passes the second candidate group and the
ranking values of the respective candidate sets contained in
that group to the common group searching unit 44 and the
additional metric calculating unit 47.

The common group searching unit 44 searches for the
transmitted signal candidate sets that are common between
the first and second candidate groups, and constructs a com-
mon group using the common transmitted signal candidate
sets (step S212). The common group searching unit 44 allo-
cates priorities to the transmitted signal candidate sets con-
tained i the common group according to the ranking values
(R,; and R,,) assigned to the respective transmitted signal
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candidate sets. Then, the common group searching unit 44
selects a predetermined number of candidate sets 1n decreas-
ing order of priority (step S213). The common group search-
ing unit 44 passes the thus selected transmitted signal candi-
date sets to the metric calculating unit 45.

After that, the stream demultiplexer 351 proceeds to per-
torm the process starting from step S111 1llustrated 1n FI1G. 8.
The stream demultiplexer 351 may perform the process from
step S201 to step S203 1n parallel with the process from step
52006 to step S211.

In the second embodiment, the maximum number of trans-
mitted signal candidates for which the metric 1s to be calcu-
lated 1s defined by the predetermined number S. That 1s, the
number of metric calculations 1n the metric calculating unait
45 1s 2 S at maximum. On the other hand, the number of
metric calculations in the additional metric calculating unit
47 1s (log.m,+log,.m, )x2 at maximum. Here, m, and m, each
represent the number of values that can be taken 1n the modu-
lation scheme applied to the transmitted signal x, or x,,
respectively. Accordingly, the maximum number of metric
calculations in the second embodiment i1s given as (2
S+(log,m,+log,m, )x2). For example, if the conditions for
computing the number of metric calculations are the same as
those provided in Table 1, and 1f S 15 set to 16, then the
maximum number of metric calculations 1s 56. In this way,
compared with the recerving apparatus according to the first
embodiment, the recerving apparatus according to the second
embodiment can further reduce the maximum number of
metric calculations.

As described above, 11 the ranking value of any one of the
symbol replicas ¢, and ¢, of the transmitted signals x, and x,
1s large, the priority of the transmitted signal candidate set
concerned 1s low, and as a result, the metric 1s not calculated
for such a candidate set. It 1s therefore preferable to reduce the
amount of computation needed to obtain such a candidate set.

In view of the above, the first candidate group setting unit
431 may determine the transmitted signal candidate sets by
performing the quadrant detection only on the symbol repli-
cas ¢,, whose ranking values calculated by the first ranking
unit 51 fall within the Y, highest ranks. Similarly, the second
candidate group setting unit 432 may determine the transmiut-
ted signal candidate sets by performing the quadrant detec-
tion only on the symbol replicas ¢, whose ranking values
calculated by the second ranking unit 52 fall within the Y,
highest ranks.

Since this serves to reduce the number of times that the
quadrant detection 1s performed, the stream demultiplexer
351 can further reduce the total amount of computation in the
transmitted signal demultiplexing process. For example,
when the modulation scheme applied to the transmitted sig-
nals x, and x, 1s 64-QAM, and when o,=2,=32, the amount
of computation 1n the quadrant detection process performed
by the candidate group setting unit 43 can be reduced by a
factor of 2, compared with the first and second embodiments.

On the other hand, if the modulation scheme applied to the
transmitted signal x, differs from the modulation scheme
applied to the transmitted signal x,, Y, and X, may be set to
different values. For example, i the modulation scheme
applied to the transmitted signal x, 1s 16-QAM, and the
modulation scheme applied to the transmitted signal x,; 1s
64-QAM, then 2, 1s set to 8, while X2, 1s set to 32. Alterna-
tively, the values of 2, and 2, may be varied according to the
modulation scheme applied to the transmitted signals x,, and
X,. For example, 11 the modulation scheme applied 1s QPSK,
2, and X, are each set to 3; 11 the modulation scheme applied
1s 16-QAM, X, and X, are each set to 8; and if the modulation
scheme applied 1s 64-QAM, X, and X, are each set to 32.

10

15

20

25

30

35

40

45

50

55

60

65

26

In the above modified example, since the transmitted signal
candidate sets are not obtained for all of the values that the
transmitted signals x, and x, can take, there can occur cases
where neither the first candidate group nor the second candi-
date group contains any transmitted signal candidate sets
corresponding to the mverted symbols. In view of this, 1f
neither the first candidate group nor the second candidate
group contains any transmitted signal candidate sets corre-
sponding to the mverted symbols, the additional metric cal-
culating unit 47 determines the transmitted signal candidate
sets contaiming the mverted symbols by performing the same
processing as the candidate group setting unit 43 does.

Next, a recerving apparatus according to a third embodi-
ment will be described. In the recerving apparatus according,
to the third embodiment, when performing the transmitted
signal demultiplexing process, one candidate group setting,
unit refers to the candidate group constructed by the other
candidate group setting unit. Then, the one candidate group
setting unit obtains the transmitted signal candidate sets only
for the symbol replicas corresponding to the transmitted sig-
nal candidates contained 1n the candidate group referred to by
it.

FIG. 12 1s a diagram schematically illustrating the configu-
ration of the stream demultiplexer 352 1n the receiving appa-
ratus according to the third embodiment. The stream demul-
tiplexer 352 includes a channel interchanging unit 41, a
QR-decomposition unit 42, a candidate group setting unit 43,
a common group searching unit 44, a metric calculating unit
45, a mimmimum value searching unit 46, an additional metric
calculating unit 47, and a logarithmic likelihood ratio com-
puting unit 48.

These units constituting the stream demultiplexer 352 may
be mmplemented as separate computing circuits. Alterna-
tively, these units constituting the stream demultiplexer 352
may be mtegrated into a single computing circuit implement-
ing the functions of the respective units.

In FIG. 12, the units constituting the stream demultiplexer
352 are designated by the same reference numerals as those
used to designate the corresponding component elements of
the stream demultiplexer 35 according to the first embodi-
ment depicted in FI1G. 2. The stream demultiplexer 352 ditters
from the stream demultiplexer 35 according to the first
embodiment 1n that the second candidate group setting unit
432 1n the candidate group setting unit 43 refers to the first
candidate group constructed by the first candidate group set-
ting unit 431.

The second candidate group setting unit 432 refers to each
transmitted signal candidate set (x,""""(c,,), (i=0, 1, 2, . . .
m—1) contained 1n the first candidate group ¢,. Then, the
second candidate group setting unit 432 obtains the corre-
sponding candidate for the transmitted signal x,; only for one
of the symbol replicas x,""(c,,).

FIG. 13 1s a diagram depicting one example of the first
candidate group ¢, . Here, the transmaitted signals x, and x, are
both modulated by QPSK. As depicted in FIG. 13, x,"""(c,,)
(m=0 to 3) 1s a symbol replica corresponding to one of the
symbols “017, “107, and “11”. Therefore, the symbol replica
that gives symbol “00” for the transmitted signal x,, 1s not a
candidate for the transmitted signal x,. Accordingly, the sec-
ond candidate group setting unit 432 obtains the correspond-
ing candidate for the transmaitted signal x, only for the symbol
replica corresponding to one of the symbols <017, “10”, and
“11” of the transmitted signal x,. In this way, the receiving
apparatus according to the third embodiment can reduce the
amount of computation 1n the transmitted signal demultiplex-
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ing process by reducing the number of times that the second
candidate group setting unit 432 has to perform the quadrant
detection.

Alternatively, after the second candidate group setting unit
432 has constructed the second candidate group, the first
candidate group setting unit 431 may obtain the correspond-
ing candidate for the transmitted signal x, only for the can-
didate for the transmitted signal x, contained 1n the second
candidate group.

Next, a recerving apparatus according to a fourth embodi-
ment will be described. The receiving apparatus according to
the fourth embodiment has three or more antennas and rece1v-
ing units coupled to the respective antennas, and demulti-
plexes the transmitted signals from the signals received by the
respective antennas. As an example, the following description
1s given by assuming that the receiving apparatus has three
antennas and three receiving units coupled to the respective
antennas.

FI1G. 14 1s a diagram schematically illustrating the configu-
ration of the stream demultiplexer 353 1n the recerving appa-
ratus according to the fourth embodiment. The stream demul-
tiplexer 353 includes a channel interchanging unit 41, a
QR-decomposition unit 42', a candidate group setting unit
43', a common group searching unit 44, a metric calculating
unit 45, a mimmimum value searching unit 46, an additional
metric calculating unit 47, and a logarithmic likelihood ratio
computing unit 48.

These units constituting the stream demultiplexer 353 may
be mmplemented as separate computing circuits. Alterna-
tively, these units constituting the stream demultiplexer 353
may be integrated into a single computing circuit implement-
ing the functions of the respective units.

In FIG. 14, the units constituting the stream demultiplexer
353 are designated by the same reference numerals as those
used to designate the corresponding component elements of
the stream demultiplexer 35 according to the first embodi-
ment depicted 1n FIG. 2.

The QR-decomposition unit 42' QR -decomposes the chan-
nel matrix estimated by the channel estimator 34 or the trans-
formed channel matrix generated by the channel interchang-
ing unit 41.

The relationship between the transmitted signals and the
received signals 1s expressed by the following equation using,
the channel matrnx.

Y=HX +n (18)
(yoY (hoo Aol hoo Y X0} [ Rod

vi =0 A b || X1 |+] 7y
Y2/ \ho A2 ho A x2 ) \np,

where X, to X, represent the signals transmitted out from the
three antennas of the transmitting apparatus. The transmitted
signal vector X 1s a vector whose elements are the transmitted
signals X, to X,. On the other hand, vy, to v, represent the
signals received via the respective antennas of the receiving
apparatus. The received signal vector Y 1s a vector whose
clements are the receiwved signals y, to y,. The matrix H
indicates the channel matrix whose elements h,; are each
obtained, for example, as a channel impulse response to a
pilot signal. The vector n indicates the noise vector whose
clements n, to n, represent the noise components contained 1n
the received signals y, to v, respectively.
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The QR-decomposition unit 42' QR-decomposes the chan-
nel matrix H received from the channel estimator 34 into a

unitary matrix Q and an upper triangular matrix R as shown in
the following equation.

H = OR (19)

(hoo Aor Aoz ) )

o hi hio

(oo o1 o2 Y Foo FYor Fo2
gio qg11 qi2 || ¢

G20 g21 g 0 0

Fl2

Fl1

oo Aol Aop 122 )

Then, the QR-decomposition umt 42' multiplies both sides
of equation (18) from the left by the Hermitian conjugate Q
of the unitary matrix Q). In this way, the QR-decomposition
unit 42' obtains the unitary transformed vector z by unitary-
transforming the received signal vector Y. The relationship
between the unitary transformed vector z, the upper triangular
matrix R, and the transmitted signal vector X 1s expressed by
the following equation.

z=0"Y =Q"ORX + 0"n=RX + 0n (20)

(20N (Yoo Yoo Fo2 XM Xo Y (o0 Glo Gro M o
" " "

20 |l=1 0 ry ool x|+l 901 911 921 ||
" " "

22/ V0 0 rmaAx ) \Ngypn g1 g NR2,

where unitary transformed signals z, to z, are the elements of
the unitary transformed vector z.

Further, the QR-decomposition unit 42' QR-decomposes
the transformed channel matrix H“”* generated by the chan-
nel interchanging unit 41 into a unitary matrix Q“*? and an
upper triangular matrix R“”?? in like manner. Then, the QR-
decomposition unit 42' multiplies the equation expressing
relationship between the received signal vector, the trans-
formed channel matrix, and the transmitted signal vector by
the Hermitian conjugate Q'“*“* of the unitary matrix Q“*<.
In this way, the unitary transformed vector z“*? is obtained
by unitary-transforming the received signal vector Y. The
relationship between the unitary transformed vector z“*?,
the upper triangular matrix R‘“”’, and the transmitted signal

vector X?* is expressed by the following equation.

Z(abt:) — Q(ﬂbc)H Y = (21)

Q(abt:)H Q(abc)R(abﬂ)X(abﬂ) 1 Q(abc)HH — R(abt:)X(abﬂ) 1 Q(abt:)HH

[ _(abc) [ (abc) (abc) (@bc)
50 Foo ~ Tol Foo | xg
Ztiabﬂ) — 0 r(l-:ibt:) ric;bc) x, |+
(abc) (abc) X
2 ) U0 O N

; (abc (ahc ) (abc)s

00 410 420 (g )
(b )+ (ahc ) (abc)*
q01 q11 qo1 p
(b )+ (ahc ) (abc)* F1
L 02 q12 Gy JNTC

In equation (21), a, b,andcareeach O, 1, or 2, and a=b=c. The
QR-decomposition unit 42' passes the unitary transformed
vectors z and z“’?, the upper triangular matrices R and
R(“%9)_ etc., to the candidate setting group 43'.

The candidate group setting unit 43' obtains a set of can-
didates for the likely transmitted signals. Referring to equa-
tion (20), 1t 1s seen that the unitary transformed vector signal
7 1s related to all of the transmitted signals. Therefore, based
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on equation (20), the candidate group setting unit 43' obtains
an estimate of the transmitted signal x, by canceling the
components of the transmitted signals x, and x, from the
unitary transformed signal z,.

When the transmitted signals x, and x, are ¢,, and ¢, (1=0,
l,...,m-1,5=0,1,...,my-1), respectively, the esimate u,,,
of the transmitted signal x, 1s expressed by the following
equation. Here, m, and m, each represent the number of
values that can be taken 1n the modulation scheme applied to
the transmitted signal x, or x,, respectively.

L0 —Fo1Cl —Fo2e2;

(22)

Upij =
Foo

The candidate group setting unit 43', for example, similarly
to the first candidate group setting unit 431, performs the
quadrant detection on the estimate u,,; and determines the
symbol replica x"(c,,, C,;) of the transmitted signal x,
which is closest to the estimate u,,,. Then, the candidate group
setting unit 43' sets {x""(c,,, ¢5,), € ;5 czj} as the transmitted
signal candidate set.

The candidate group setting unit 43' obtains the estimate
u,,; of the transmitted signal x, for each set of the symbol
replicas ¢, and c,, by substituting the symbol replicas ¢, , and
C,;1nto equation (22). Then, by performing the above process
on each of the thus obtained estimates u,,, the candidate
group setting unit 43' obtains the first candidate group which
1s a collection of transmitted signal candidate sets.

Similarly, from the equation (21) obtained based on the
transformed channel matrix H*’?, the candidate group set-
ting unit 43' obtains the n-th candidate group which 1s a
collection of transmitted signal candidate sets. Here, n 1s an
integer not smaller than 2 but not larger than 6 which 1s the
maximum number that the sum of a, b, and ¢ can take. In this
case, 1f the transmitted signals x, and x . are symbol replicas
c,ande_ (1=0,1,...,m,~1,7=0,1,..., m_- 1) respectively,
the estimate u_, of the transmitted 81gnal X 1S expressed by
the following equatlon Here, m, and m_ each represent the
number of values that can be taken in the modulation scheme
applied to the transmitted signal x, or x_, respectively.

(abt:) (ab-::)

(abc)
_ <0 Fol

Fon C

(23)

Chi —

(ab::)
Foo

¢/

Ugij =

The candidate group setting unit 43' performs the quadrant
detection on the estimate u,; and determines the symbol
replica x, " (c,,, c_.) of the transmitted signal x, which is
closest to the estimate u,,;. Then, the candidate group setting
unit 43'sets {x_ """ (c,,. ch) Crrin ccj} as the transmitted signal
candidate set. Each time the candidate group 1s obtained, the
candidate group setting unit 43' passes the candidate group to
the common group searching unit 44.

The channel interchanging unit 41 creates at least one
transformed channel matrix H“” by interchanging the order
of the columns in the channel matrix H. Such transformed
channel matrices H“*? are created so that the order of the
columns 1s different from one matrix to another. In the present
embodiment, since the number of transmitted signals 1s 3, the
number of transformed channel matrices H“?? is 5 (=,P,—1)
at maximum. If the number of transformed channel matrices
H“?) to be created is smaller than the number of transmitted
signals, it 1s preferable that the channel interchanging unit 41
creates each transformed channel matrix H“”? so that the
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transmitted signal x_ located in the uppermost row in the
above equation (2 1) 1s different from the transmitted signal x,,
as well as from x  1n the other transformed channel matrix. In
this way, the transmltted signal whose estimate 1s obtained by
the equation (22) or (23) can be made different for each
channel matrix or each transformed channel matrix, respec-
tively. As a result, since the candidate groups created accord-
ing to the channel matrix and the transtformed channel matrix
are also different, the stream demultiplexer 353 can globally
search for the transmitted signal candidate sets.

Each time the transformed channel matrix H“”? is created.
the channel interchanging unit 41 passes the created trans-
formed channel matrix H*”? to the QR-decomposition unit
42'. Further, the channel interchanging unit 41 stores the order
of the columns 1n the created transformed channel matrix
H“?<) into a buffer memory incorporated in the channel inter-
changing unit 41. Then, by referring to the order of the col-
umuns stored 1n the bufler memory, the channel interchanging
unit 41 selects the order of the columns not yet stored, and
interchanges the order of the columns 1n the channel matrix so
as to match the selected order of the columns. The channel
interchanging unit 41 can thus create a new transformed
channel matrix which is different {from any previously created
transformed channel matrix H“”%.

Each time the candidate group 1s recerved from the candi-
date group setting unit 43', the common group searching unit
44 stores the candidate group 1nto a bulfer memory mcorpo-
rated 1n the common group searching unit 44. Then, when the
next candidate group 1s recerved, the common group search-
ing unit 44 searches for transmitted signal candidate sets
common to the two candidate groups. The common group
searching unit 44 then groups together the transmaitted signal
candidate sets common to the two candidate groups and stores
them as a common group nto the bullfer memory 1ncorpo-
rated 1n the common group searching unit 44.

Thereatter, each time the subsequent candidate group 1s
received, the common group searching unit 44 searches for
transmitted signal candidate sets that are common between
the received candidate group and the common group, and
stores a group of such common transmitted signal candidate
sets as anew common group into the butler memory. After the
transmitted signal candidate sets common to all the candidate
groups have been extracted, the common group searching
unit 44 passes the thus extracted transmaitted signal candidate
sets to the metric calculating unit 45. The metric calculating
unit 45 calculates the metrics for the extracted transmitted
signal candidate sets. The minimum value searching unit 46
obtains the minimum value among the thus calculated met-
rics, and estimates that the transmitted signal candidate set
corresponding to the minimum value represents the actually
transmitted signal set.

The operation tlowchart of the transmitted signal demulti-
plexing process performed under control of the stream
demultiplexer 353 1s the same as the operation flowchart
illustrated 1 FIGS. 7A, 7B, and 8, with the only difference
that the process from step S105 to step S110 1s repeated the
same number of times as the number of transformed channel
matrices to be created.

The stream demultiplexer 353 may repeat the process from
step S105 to step S110 a predetermined number of times.
Alternatively, the stream demultiplexer 353 may stop repeat-
ing the process from step S105 to step S110 when the number
of transmitted signal candidate sets contained in the common
group has dropped to or below a predetermined number.

In the recerving apparatus according to the fourth embodi-
ment also, since the metric 1s calculated only for the trans-
mitted signal candidate sets extracted by the common group




US 8,179,992 B2

31

searching unit, the amount of computation needed to demul-
tiplex the transmitted signals from the signals received by
three or more antennas can be reduced.

It will be appreciated that the present invention 1s not
limited to the above specific embodiments. For example, the
stream demultiplexer according to any one of the first, third,
and fourth embodiments need not necessarily include the
QR-decomposition unit. In that case, the candidate group
setting unit obtains the first and second candidate groups by
using the equation expressing relationship between the chan-
nel matrix or transformed channel matrix, the recerved signal
vector, and the transmitted signal vector. For example, using,
equation (4), the estimate u,, of the transmitted signal x, 1s
obtained as a residual component as shown in the following
equation by canceling the component relating to the symbol
replica ¢, of the transmitted signal X, from the received signal

Yo-

(24)

Then, as in the above embodiments, the candidate group
setting unit can obtain the symbol replica x,(c,,) of the trans-
mitted signal x,, that 1s closest to the estimate u,,, and can thus
set (X,(Cy,), Cy,) as the transmitted signal candidate set to be
included 1n the first candidate group. Likewise, using equa-
tion (5), the estimate u,, of the transmitted signal x,; 1s
obtained as a residual component as shown 1n the following
equation by canceling the component relating to the signal
replica c,, of the transmitted signal x, from the received signal

Yi-

(25)

Then, as 1n the above embodiments, the candidate group
setting unit can obtain the symbol replica x, (c,,) of the trans-
mitted signal X, that 1s closest to the estimate u, ,, and can thus
set (c,,, X,(Cy;)) as the transmitted signal candidate set to be
included 1n the second candidate group.

Alternatively, using equation (4), the candidate group set-
ting unit may obtain the estimate u,, of the transmaitted signal
X, by canceling the component relating to the signal replica
C,,; of the transmitted signal x, from the received signal y,. In
this way, when the candidate group setting unit obtains the
estimate of the transmitted signal different for each recerved
signal by noting the different recerved signals, the channel
interchanging unit may also be omaitted.

Further, by substituting the transmitted signal set, for
example, into the first term on the right-hand side of equation
(4), the metric calculating unit and the additional metric cal-
culating unit can each calculate the estimated transmitted
signal set.

The receving apparatus according to the fourth embodi-
ment may be combined with the receiving apparatus accord-
ing to the second embodiment. In this case, the stream demul-
tiplexer 353 includes the ranking unit for determiming the
ranks of the transmitted signal candidate sets. Then, from the
unitary transformed signal z, or z_. that depends only on one
transmitted signal, for example, 1n equation (20) or (21), the
ranking unit obtains the estimate of the corresponding trans-
mitted signal x, or x_. Then, by performing the quadrant
detection on the estimate, the ranking unit assigns the ranking
values 1n order of closeness to the estimate to the symbol
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replicas corresponding to the values that the transmitted sig-
nal X, or X . can take. The common group searching unit then
allocates priorities to the transmitted signal candidate sets
contained 1n the common group 1n accordance with the rank-
ing values assigned to the respective candidate sets, and
selects a predetermined number of candidate sets in decreas-
ing order of priority.

Alternatively, the receiving apparatus according to the
fourth embodiment may be combined with the receiving
apparatus according to the third embodiment. Further, the
receiving apparatus according to any one of the first to third
embodiments may include only one QR-decomposition unit
and only one candidate group setting unit, as in the receiving
apparatus according to the fourth embodiment. Then, this one
QR-decomposition unit may QR-decompose not only the
channel matrix but also the transformed channel matrix, and
this one candidate group setting unit may create candidate
groups according to the channel matrix and the transformed
channel matrix, respectively.

Further, a computer program having instructions for caus-
ing a processor to implement the functions of the respective
units constituting the stream demultiplexer 1n the recerving,
apparatus according to any one of the above embodiments
may be delivered to the recerving apparatus via a radio link.
Then, the receiving apparatus may cause the stream demulti-
plexer to perform the transmitted signal demultiplexing pro-
cess by loading the computer program into the processor
contained in the recerving apparatus.

A communication apparatus capable of both signal trans-
mission and signal reception using MIMO technology 1s con-
structed by combining the component elements of the trans-
mitting apparatus 2 with the component elements of the
receiving apparatus 3. In this case, the antennas 21-1 and 21-2
of the transmitting apparatus 2 and the antennas 31-1 and 31-2
of the receiving apparatus 3 are replaced by a set of common
antennas. Each common antenna 1s coupled by the action of a
duplexer to one of the transmitting units 25-1 and 25-2 1n the
transmitting apparatus 2 or to one of the recerving units 32-1
and 32-2 in the receiving apparatus 3, whichever 1s selected.

Next, a description will be given of a mobile station and a
base station apparatus in a mobile communication system that
employs the receiving apparatus or communication apparatus
according to any one of the above embodiments.

FIG. 15 1s a diagram schematically illustrating the configu-
ration of the base station apparatus incorporating the above-
described transmitting apparatus and receiving apparatus.
The base station apparatus 100 includes a line terminating
umt 101, a baseband processing unit 102, a call control umit
103, a plurality of communication units 104-1 to 104-7, and a
plurality of antennas 105-1 to 105-n. Here, n 1s a natural
number not smaller than 2. The baseband processing unit 102,
the call control unit 103, and the communication units 104-1
to 104-» may be provided as separate circuits or may be
implemented together on a single integrated circuit.

The line terminating unit 101 has a communication inter-
face for connecting to a core network. The line terminating
umt 101 terminates the core network to which a host appara-
tus 1s connected. The line terminating unit 101 receives from
the core network a downlink signal to be transmitted to a
mobile station, and passes the downlink signal to the base-
band processing unit 102. On the other hand, the baseband
processing unit 102 passes an uplink signal recerved from the
mobile station to the line terminating unit 101, which then
outputs the uplink signal onto the core network.

The baseband processing unit 102 implements the func-
tions of the codeword generating unit 22, encoding unit 23,
modulation unit 24, and control unit 26 provided 1n the trans-
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mitting apparatus 2 according to each of the above embodi-
ments. The baseband processing unit 102 further implements
the functions of the demodulation unit 33, decoding unit 36,
and data combining unit 37 provided 1n the recerving appa-
ratus 3 according to each of the above embodiments.

The baseband processing unit 102 determines the precod-
ing matrix and the number of streams, MOD, and TBS {for
each codeword, based on the feedback information received
from the mobile station apparatus. Further, the baseband pro-
cessing unit 102 splits the downlink signal recerved from the
core network into codewords each having a length defined by
the transport block size TBS. The baseband processing unit
102 applies error correction coding to each codeword. The
baseband processing unit 102 generates data streams by split-
ting the encoded codeword in accordance with the above
determined number of streams. Then, the baseband process-
ing unit 102 generates transmit signals by quadrature-modu-
lating the data streams in accordance with the modulation
mode MOD. The baseband processing unit 102 outputs each
transmit signal to a corresponding one of the antennas 105-1
to 105-n by referring to the precoding matrix.

On the other hand, the uplink signal received via the anten-
nas 105-1 to 105-» 1s passed via the respective communica-
tion units 104-1 to 104-» to the baseband processing unit 102,
which then demultiplexes from the uplink signal the signals
transmitted out from the respective antennas of the mobile
station apparatus. The baseband processing unit 102 then
reconstructs each encoded codeword by combining the trans-
mitted signals thus demultiplexed. The baseband processing
unit 102 applies error correction decoding to each encoded
codeword. The baseband processing unit 102 combines the
thus decoded codewords to recover the original uplink signal.
Then, the baseband processing unit 102 outputs the uplink
signal onto the core network via the line terminating unit 101.

Further, the baseband processing umt 102 calculates the
teedback information, such as CQI value, rank value, and
precoding vector, to be fed back to the mobile station appa-
ratus, and transmits the feedback information to the mobile
station apparatus via one of the communication units 104-1 to
104-7.

The call control unit 103 performs call control processing,
such as paging, call answering, call termination, handover,
etc., between the base station apparatus 100 and the mobile
station apparatus such as a portable terminal communicating
via the base station apparatus 100. Then, the call control unit
103 1nstructs the baseband processing unit 102 to start or
terminate the operation, in accordance with the result of the
call control processing.

The communication units 104-1 to 104-7 each include one
of the transmuitting units provided 1n the transmitting appara-
tus 2 according to each of the above embodiments and one of
the receiving units provided in the receiving apparatus 3. The
transmitting unit and receiving unit provided 1n each of the
communication units 104-1 to 104-n are coupled via a
duplexer (not illustrated) to one of the antennas 105-1 to
105-7. The communication units 104-1 to 104-z amplily the
downlink signal recerved from the baseband processing unit
102, and transmit out the amplified downlink signal via the
antennas 105-1 to 105-x.

Further, the communication units 104-1 to 104-» receive
via the antennas 105-1 to 105-7 the uplink signal transmitted
from the mobile station apparatus. Then, the communication
units 104-1 to 104-» amplity the recerved unlink signal and
pass 1t to the baseband processing unit 102.

Each communication unit in the base station apparatus may
be provided as an apparatus independent of the base station
apparatus proper. In that case, each communication unit 1s
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coupled to the base station apparatus proper, for example, by
an optical fiber. Then, each communication unit and the base
station apparatus proper communicate with each other 1n
accordance with a communication standard such as Common
Public Radio Interface (CPRI).

FIG. 16 1s a diagram schematically illustrating the configu-
ration of the mobile station apparatus incorporating the
above-described transmitting apparatus and receiving appa-
ratus. The mobile station apparatus 200 includes a control
unmit 201, a baseband processing unit 202, a call control unit
203, a plurality of communication units 204-1 to 204-», and a
plurality of antennas 205-1 to 205z. Here, n 1s a natural
number not smaller than 2. The control unit 201, the baseband
processing unit 202, the call control unit 203, and the com-
munication unts 204-1 to 204-» may be provided as separate
circuits or may be implemented together on a single inte-
grated circuit.

The control unit 201 controls the entire operation of the
mobile station apparatus 200. The control unit 201 executes
various application programs that run on the mobile station
apparatus 200. For this purpose, the control unit 201 1ncludes
a processor, a nonvolatile memory, and a volatile memory.
When an application for performing communications such as
voice or data communications 1s started up by a user operation
via an operation unit (not 1llustrated) such as a keypad 1ncor-
porated in the mobile station apparatus 200, the control unit
201 operates the call control unit 203 1n accordance with the
application. Then, the control unit 201 applies information
source coding to the voice signal acquired via a microphone
(not 1llustrated) incorporated in the mobile station apparatus
200 or to the data requested for transmission by the applica-
tion. The control unit 201 passes the thus processed signal as
an uplink signal to the baseband processing unit 202. On the
other hand, when a downlink signal i1s recerved from the
baseband processing unit 202, the control unit 201 applies
information source decoding to 1t and recovers the data or
voice signal. The control unit 201 passes the voice signal to a
speaker (not 1llustrated) incorporated 1n the mobile station
apparatus 200. Or, the control unit 201 displays the acquired
data on a display (not illustrated) incorporated in the mobile
station apparatus 200.

The baseband processing unit 202 implements the func-
tions of the codeword generating unit 22, encoding unit 23,
modulation unit 24, and control unit 26 provided in the trans-
mitting apparatus 2 according to each of the above embodi-
ments. The baseband processing unit 202 further implements
the functions of the demodulation unit 33, decoding unit 36,
and data combining unit 37 provided 1n the receiving appa-
ratus 3 according to each of the above embodiments.

The baseband processing unit 202 determines the precod-
ing matrix and the number of streams, MOD, and TBS {for
each codeword, based on the feedback information received
from the base station apparatus. Further, the baseband pro-
cessing unit 202 splits the uplink signal into codewords each
having a length defined by the transport block size TBS. The
baseband processing unit 202 applies error correction coding
to each codeword. The baseband processing unit 202 gener-
ates data streams by splitting the encoded codeword 1n accor-
dance with the above determined number of streams. Then,
the baseband processing unit 202 generates transmit signals
by quadrature-modulating the data streams in accordance
with the modulation mode MOD. The baseband processing
unit 202 supplies each transmit signal to a corresponding one
of the communication units 204-1 to 204-» by referring to the
precoding matrix.

On the other hand, the downlink signal, when recerved, 1s
passed via the respective communication units 204-1 to 204-7
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to the baseband processing unit 202, which then demulti-
plexes from the downlink signal the signals transmitted out
from the respective antennas of the base station apparatus.
The baseband processing umit 202 then reconstructs each
encoded codeword by combining the transmitted signals thus
demultiplexed. The baseband processing unit 202 applies
error correction decoding to each encoded codeword. The
baseband processing unit 202 combines the thus decoded
codewords to recover the original downlink signal. Then, the
baseband processing unit 202 passes the downlink signal to
the control unit 201.

Further, the baseband processing umt 202 calculates the
teedback information, such as CQI value, rank value, and
precoding vector, to be fed back to the base station apparatus,
and transmits the feedback information to the base station
apparatus via one of the antennas 205-1 to 205-z.

The call control unit 203 performs call control processing
such as paging, call answering, call termination, handover,
etc., between the mobile station apparatus 200 and the base
station apparatus. Then, the call control unit 203 instructs the
baseband processing unit 202 to start or terminate the opera-
tion, 1n accordance with the result of the call control process-
ing.

The communication units 204-1 to 204-» each include one
of the transmitting units provided 1n the transmitting appara-
tus 2 according to each of the above embodiments and one of
the receiving units provided in the receiving apparatus 3. The
transmitting unit and receiving unit provided in each of the
communication units 204-1 to 204-n are coupled via a
duplexer (not illustrated) to one of the antennas 205-1 to
205-n. The communication units 204-1 to 204-» amplily the
uplink signal received from the baseband processing unit 202,
and transmit out the amplified uplink signal via the antennas
205-1 to 205-n.

Further, the communication units 204-1 to 204-» receive
via the antennas 205-1 to 205-7 the downlink signal transmut-
ted from the base station apparatus. Then, the communication
units 204-1 to 204-» amplity the recerved downlink signal and
pass 1t to the baseband processing unit 202.

The mobile station apparatus 200 may further include an
interface unit for connecting the mobile station apparatus 200
to another apparatus via a data transmission link such as a
Peripheral Component Interconnect (PCI) bus or a Universal
Serial Bus (USB). In that case, the interface unit 1s coupled to
the control unit 201, and outputs signals received from the
control unit 201 onto the data transmission link for transmis-
s10on to that other apparatus. On the other hand, when a signal
1s recerved from that other apparatus via the data transmission
link, the interface unit passes the signal to the control unit
201.

All of the examples and conditional language recited
herein are intended for pedagogical purposes to aid the reader
in understanding the invention and the concepts contributed
by the inventor to turthering the art, and are to be construed as
being without limitation to such specifically recited examples
and conditions, nor does the organization of such examples 1n
the specification relate to a showing of superiority and infe-
riority of the mvention. Although the embodiments of the
present invention have been described 1n detail, 1t should be
understood that the various changes, substitutions, and alter-
ations could be made hereto without departing from the spirit
and scope of the mvention.

What is claimed 1s:

1. A communication apparatus comprising;:

a plurality of antennas;

a plurality of recerving units which are each coupled to one

of said plurality of antennas, and which respectively
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acquire recerved signals by recerving, via said coupled
antennas, a plurality of signals transmitted from a trans-
mitting apparatus having a plurality of antennas;

a candidate group setting unit which, based on a first chan-
nel matrix describing a communication channel
between said plurality of transmitted signals and said
plurality of received signals, calculates a first residual
component by canceling a component corresponding to
a candidate or candidates for a first other transmaitted
signal or signals other than a first transmitted signal
among said plurality of transmitted signals from a first
signal corresponding to at least one of said plurality of
received signals and having components corresponding
to all of said plurality of transmitted signals, determines
a candidate for said first transmitted signal by selecting
a value closest to said first residual component from
among values that said first transmitted signal can take,
and constructs a first candidate group as a collection of
candidate sets each comprising a candidate for said first
transmitted signal and a candidate or candidates for said
first other transmitted signal or signals, and

which, based on a second channel matrix describing a
communication channel between said plurality of trans-
mitted signals and said plurality of recerved signals,
calculates a second residual component by canceling a
component corresponding to a candidate or candidates
for a second other transmitted signal or signals other
than a second transmitted signal among said plurality of
transmitted signals from a second signal corresponding
to at least one of said plurality of recerved signals and
having components corresponding to all of said plurality
of transmitted signals, determines a candidate for said
second transmitted signal by selecting a value closest to
said second residual component from among values that
said second transmitted signal can take, and constructs a
second candidate group as a collection of candidate sets
cach comprising a candidate for said second transmuitted
signal and a candidate or candidates for said second
other transmitted signal or signals;

a common group searching unit which constructs a com-
mon group by selecting any transmitted signal candidate
set that 1s common between said first candidate group
and said second candidate group;

a metric calculating unit which, for each transmitted signal
candidate set contained in said common group, com-
putes an estimated recerved signal set corresponding to
said each transmitted signal candidate set, and calculates
a distance between said estimated received signal set and
said plurality of recerved signals; and

a signal estimating unit which estimates that the transmit-
ted signal candidate set that minimizes said distance
represents the set of said plurality of transmitted signals.

2. The communication apparatus according to claim 1,
further comprising a channel interchanging unit which cre-
ates said second channel matrix by mterchanging the order of
columns 1n said first channel matrix.

3. The communication apparatus according to claim 1,
wherein said first channel matrix and said second channel
matrix are the same channel matrix.

4. The communication apparatus according to claim 1,
further comprising a ranking unit which, for each of said
transmitted signal candidate sets contained 1n said first can-
didate group, calculates a first ranking value that provides a
measure of the likelihood that said each transmitted signal
candidate set represents said plurality of transmuitted signals,
and which, for each of said transmitted signal candidate sets
contained 1n said second candidate group, calculates a second
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ranking value that provides a measure of the likelihood that
said each transmitted signal candidate set represents said
plurality of transmuitted signals, and wherein

based on said first ranking value and said second ranking
value, said common group searching unit allocates pri-
ority to each of said transmitted signal candidate sets
contained 1n said common group, said priority increas-
ing 1n increasing order of the likelihood of said each
transmitted signal candidate set representing said plu-
rality of transmitted signals, and

said metric calculating unit calculates said distance for a

predetermined number of candidate sets selected in
decreasing order of said priority.

5. The communication apparatus according to claim 4,
turther comprising a decomposition unit which decomposes
said first channel matrix into a unitary matrix and a triangular
matrix and obtains a plurality of unitary transformed signals
by multiplying a received signal vector, whose elements are
said plurality of recerved signals, by a Hermitian conjugate of
said unitary matrix, and wherein

said candidate group setting unit calculates an estimate of

a third transmitted signal based on said triangular matrix
and on a unitary transformed signal selected as having a
component only of said third transmitted signal from
among said plurality of unitary transformed signals, said
third transmitted signal being one of said plurality of
transmitted signals but different from said first transmit-
ted signal, and said first ranking value assigned to each
of said transmitted signal candidate sets contained 1n
said first candidate group 1s set so as to indicate that said
likelihood 1s greater as a candidate for said third trans-
mitted signal contained 1n said each transmitted signal
candidate set 1s closer to said estimate.

6. The communication apparatus according to claim 5,
wherein said candidate group setting unit constructs said first
candidate group by using only a predetermined number of
candidates for said third transmitted signal that are selected
from among the candidates for said third transmaitted signal 1n
order of closeness to the estimate of said third transmaitted
signal.

7. The communication apparatus according to claim 1,
wherein said candidate group setting unit constructs said
second candidate group by including as the candidate or
candidates for said second other transmitted signal or signals
only the values selected, from among the values that said first
transmitted signal can take, as the candidates for said first
transmitted signal contained in said first candidate group.

8. The communication apparatus according to claim 1,
wherein said candidate group setting unit detects a quadrant
to which said first residual component belongs, based on the
sign of a real component of said first residual component and
the sign of an 1maginary component thereof, and determines
the value closest to said first residual component by judging,
that, of the values that said first transmaitted signal can take,
any value belonging to said quadrant 1s closer to said first
residual component than a value not belonging to said quad-
rant.

9. The communication apparatus according to claim 1,
turther comprising:

an additional metric calculating unit which calculates said

distance as a second distance for a set of candidates for
transmitted signals including transmitted signals each
having one 1nverted bit with respect to one of said trans-
mitted signals contained 1n said estimated transmitted
signal set; and
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a logarithmic likelihood ratio computing unit which com-
putes a logarithmic likelihood ratio by calculating a
difference between said first distance and said second
distance.

10. The communication apparatus according to claim 1 as

a base station apparatus, further comprising:

a decoding unit which recovers an uplink signal by decod-
ing said plurality of transmitted signals; and

a line terminating umt which outputs said uplink signal
onto a core network.

11. The communication apparatus according to claim 1 as

a mobile station apparatus, further comprising a decoding
unit which recovers a downlink signal by decoding said plu-
rality of transmitted signals.

12. A communication method performed by a recerving
apparatus having a plurality of antennas that obtain a plurality
of received signals by recerving a plurality of signals trans-
mitted from a transmitting apparatus having a plurality of
antennas, comprising:

based on a first channel matrix describing a communica-
tion channel between said plurality of transmitted sig-
nals and said plurality of received signals, calculating a
first residual component by canceling a component cor-
responding to a candidate or candidates for a first other
transmitted signal or signals other than a first transmitted
signal among said plurality of transmitted signals from a
first signal corresponding to at least one of said plurality
of recerved signals and having components correspond-
ing to all of said plurality of transmitted signals; deter-
mining a candidate for said first transmitted signal by
selecting a value closest to said first residual component
from among values that said first transmitted signal can
take; and constructing a first candidate group as a col-
lection of candidate sets each comprising a candidate for
said first transmitted signal and a candidate or candi-
dates for said first other transmitted signal or signals;

based on a second channel matrix describing a communi-
cation channel between said plurality of transmitted s1g-
nals and said plurality of received signals, calculating a
second residual component by canceling a component
corresponding to a candidate or candidates for a second
other transmitted signal or signals other than a second
transmitted signal among said plurality of transmitted
signals from a second signal corresponding to at least
one of said plurality of recerved signals and having com-
ponents corresponding to all of said plurality of trans-
mitted signals;

determining a candidate for said second transmitted signal
by selecting a value closest to said second residual com-
ponent from among values that said second transmitted
signal can take; and constructing a second candidate
group as a collection of candidate sets each comprising
a candidate for said second transmitted signal and a
candidate or candidates for said second other transmiut-
ted signal or signals;

constructing a common group by selecting any transmitted
signal candidate set that 1s common between said first
candidate group and said second candidate group;

for each transmitted signal candidate set contained 1n said
common group, computing an estimated recerved signal
set corresponding to said each transmitted signal candi-
date set, and calculating a distance between said esti-
mated received signal set and said plurality of received
signals; and

estimating that the transmitted signal candidate set that
minimizes said distance represents the set of said plu-
rality of transmitted signals.
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