12 United States Patent
Lel

US008170101B2

US 8,170,101 B2
May 1, 2012

(10) Patent No.:
45) Date of Patent:

(54) METHODS AND SYSTEMS FOR
LOW-COMPLEXITY DATA COMPRESSION

(75) Inventor: Shawmin Lei, Camas, WA (US)

(73) Assignee: Sharp Laboratories of America, Inc.,
Camas, WA (US)

(*) Notice: Subject to any disclaimer, the term of this

patent 1s extended or adjusted under 35
U.S.C. 154(b) by 1446 days.

(21)  Appl. No.: 11/687,538

(22) Filed: Mar. 16, 2007
(65) Prior Publication Data
US 2008/0101464 Al May 1, 2008

Related U.S. Application Data
(60) Provisional application No. 60/863,199, filed on Oct.

27, 2006.
(51) Int.Cl.

GO6F 21/06 (2006.01)
(52) US.CL oo 375/240.03; 375/240; 375/348;

375/412; 348/401; 348/402; 348/403; 348/404;
348/405; 348/406; 348/407; 348/408; 348/409;
348/410; 348/411

(58) Field of Classification Search ............. 375/240.11,
375/240.21

See application file for complete search history.

Image/Video
Frame

Progressive
Coding

(56) References Cited

U.S. PATENT DOCUMENTS

0,351,568 Bl 2/2002  Andrew

6,356,065 Bl 3/2002 Ler et al.

6,611,626 B1* 82003 de Quewroz ................... 382/239

6,865,668 B1* 3/2005 Benesetal. ... 712/300

0,885,774 B2 4/2005 Ammicht et al.

6,909,811 B1* 6/2005 Kajiwaraetal. .............. 382/246

0,983,017 B2 1/2006 Chen et al.

8,005,306 B2* 82011 Kimura ........cccoooeerrrenn, 382/233
2002/0001413 Al* 1/2002 Ratnakar ....................... 382/240
2003/0123742 Al 7/2003 Zhao et al.

2004/0101205 Al* 5/2004 Dhavalaetal. ............ 382/247

2004/0126018 AL* 7/2004 Monro ........cccooevveeverenen, 382/232

2004/0170335 Al* 9/2004 Pearlmanetal. ............. 382/240

2004/0184530 Al* 9/2004 Cheng .......covvvvvvvvnnen, 375/240.01

2005/0249283 Al* 11/2005 Kajiwaraetal. ......... 375/240.12
OTHER PUBLICATIONS

Song et al. , “Rate control for low-bit-rate video via variable-encod-
ing frame rates 7, Apr. 2001, Circuits and Systems for Video Tech-

nology, IEEE Transactions on, vol. 11 Issue: 4, on pp. 512-521.%

M. Budagavi and M. Zhou, Video coding using compressed reference
frames, [TU-T SG 16 Q6 VCEG Document VCEG-AE 19, Jan. 2007.

* cited by examiner

Primary Examiner — Taghi Arani
Assistant Examiner — Morshed Mehedi

(74) Attorney, Agent, or Firm — Krieger Intellectual
Property, Inc.; Scott C. Krieger

(57) ABSTRACT

Embodiments of the present invention comprise systems and
methods for low-complexity data compression.

20 Claims, 4 Drawing Sheets

Compressed Bitstream with

Fixed Compression Ratio



U.S. Patent May 1, 2012 Sheet 1 of 4 US 8,170,101 B2

Image/Video Transform Progressive Compressed Bitstream with
Frame Coding Fixed Compression Ratio

2 4 6 8

FIG. 1

. j 1)4

6 sub-bands per

YCDbCr 4:4:4 color channel
11 2x1920 (x3) & max. 12 bits/ 15
1}0 bits/sample 13 sample
RGB 4:4:4
2x1920 (x3) Color Wavelet Normalization

Transform Transform

3 bits/sample

Two-Pass
Progressive
Coding

Compressed
17—~ Bitstream
with Fixed
compression
Ratio

FIG. 2



U.S. Patent May 1, 2012 Sheet 2 of 4 US 8,170,101 B2

LIhL

HH

FIG. 3

0 21
26

4 v 4 4 44 b dh

jumfuby AW [ tH M) HH | LA

+ +a 44 a

LBE L BE RN B B UL R BN )
[ 3 Lo

1 7 4 &

MSB | 12
11

10

et

‘_l-

- i-i"-i.'-i*-l
L.k

.“ll:i‘itii L]

Y [ ]

- ‘i‘i'i‘i‘ L ‘i‘i'i‘ii L
3 [ L L 3

- 1“. i‘i - qi.i‘ L] 1“1_‘:‘1 ‘i:i‘ LR | LK | 1“1‘1 L] :-i‘i.iiii ‘i‘i.i‘ L] ‘i‘i‘i‘ ‘i:i‘i:-l‘ ‘i‘i.i‘ L] ‘-il'

LIS B L .-ii L] l‘i‘i'-l‘ ii‘:i‘i:-l‘:l:i‘i.-i: L] ‘i‘i'i‘ ‘I:-i‘-i:-l‘ liillil i_‘i ii‘-i.i‘ L] 1“1_‘I‘i iill L] i_‘i ad b h ok

TR, i1l‘ii1-|lii

4 - aa RN R . :i: . 1-!‘-!:1‘ ol

‘-i‘i.-iii‘l‘il' I_ii.'i
[ L

-
-
-

Lo

gy
LI T U RN B B BE B
[ B S S iy iy

g
li-I‘ilii-iilii.‘i“w

3 [
[ 38 ) il"i‘i‘i‘{‘i‘i. L IR
a a a4 a oxa

3
lii1i.-|i1il_|i
Laoaa 3

R REE e,
TN ara e

- 4 -

[ T T R T Ay T [P N T R
B h o d v hhd b hhhn a b hhdoa
Ll == 11w =
L]

Fs

[ T ]
IR I BRI IR I IO B I I
- Ll == 1w =
LIS LI P PRI D B PR DD L B PR B IR P T

-
- 4 4 d - oaa
IR IR IR I I I I NN
- = maw T e mw
LI LI P PRI L B PRI L B P L IR L PRI N |

B

LR R R . R E R .k EETEEEE R
LI IR IR I IR N I B IR B O O IO B R I |
- - ==

i,
P T T Y - 3 Fs
B hhhr bhhEd s hh R vhhAd b

- -
EE N L s
L L

- - .
. . .

3 L O R A T N -
174 %44 b h bhhd o hEhd o h

- - Loa a -
1 hhhhrhhRd o

T T A R iy [ T T - T L T e A i A I Y - O T S T e I T S EE N N e e
44 b hhr hhhd ok hd ahhd b E o h o bk R d vk Ekh R h oy b hd o b Ed b h R R b h o bk hd o h A b hhr b hEd o hh

[ T S T R T |
1 b4 % d1 hdhdrhoh

4 v 4% & k4 bk hh ok k

4 4 4 L 4 da-kaa
LB JE B BN BE B B W) LR |
e s e e
Lt ii‘iil‘i:i

.i.il'.i.qi..i 4
[y

KRR ES R
ST, At R A S LN
LI B B DR D B B IR BN I
I I I

LI FE P O B )

LI B PRI IR I B ]
I b

Ak d o hh kAR
e oa

-lill [
Y

-
-

-
]

4 kb b & & 4 kb & &
- -
3 3

L] L]

- -
L] -
+ a

i‘i‘lili‘i‘i.i‘1ilii1i.-Ii1il‘i1iililii‘i.ii1ilii1illi1i 4 - i‘i"i"i‘lii‘i‘i.i‘i;‘li‘i‘i.
T T R i A A | iy - 4 a [ R i
-

l"i_'-i*-li-|i-i‘i.iiiil*‘i.'i.-i L]
L LA d - aaoa [ty

Ll
-

. 2 | ]
e .
P P A
Y A N
] "
R R s
LT A R Y
e
-k hd . -
LIE I IR | -
e
P L, N
CBE I BE BN BE BE B BN ]
SR ALY .
[ IEIE IR DT IE DR DR N B I I TR O |

N
Al
2t
-
e
A

'
LI P ] L K M |
P ]

ST

.
- b4 L IR
a3 ]
P

R R
LAY SR

4
‘ii‘l 11k
4 - L aaa

B L N R R e e
A R S e T

! ]

ignificance

I.l-‘.d.-l.l..'l-
IEERAREREE

Rk R e [ Rk o
LI I IR IENE IR I EINIE I RN I I NN NN

[ . 3 e kR
4 a h hdd bk hh v b h k4o

4 b & LEE I B B W |

kA
. [y

-
'

N e M N
At e s e e e S et Taw ERERE at
P P PR PR P e S P LT LT PR s N [ e
- h - '

SR, .

- e L Tt

AT aa T T L T T T UL LT T L P a a a T
EEEREEEERENER] A AR R R E R R E R R R R A E R E E I R EEEA EEE RN
atal. - miaa . AT T e " miaa. 2t . N maa . ]
A T L R R R R ER R R

co\ S

=N [O|OC |00

— N

Scan Order
FIG. 4

q"\'m



U.S. Patent May 1, 2012 Sheet 3 of 4 US 8,170,101 B2

J Target-size Buffer for a Coding Unit

/—%

Sest E I ifi Qi '
(optional) ESlgnn‘lcz-:ance Sign ————p» 44— Refinement | Ng
1 99 56
] 53 54 52
FIG. 5

Obtain Bit Budget 60

Determine Significance Levels 61

Generate Histogram of Significance Levels 62

Determine Significance Level Cost 63

Determine Budget Remainder 64

Determine Significance Threshold 65

Determine Refinement Bits for Data Values 66

Represent Data Value with Significance Level and Refinement Bits 67

FIG. 6



U.S. Patent May 1, 2012 Sheet 4 of 4 US 8,170,101 B2

.

,

e

s
Modity Significance Levels that Fall below

7

2

.

d
Determine Refinement Bits for Data Values

;

Represent Data Values Corresponding to
Unmodified Significance Levels with 79
Significance Levels and Refinement Bits

FIG. 7



US 8,170,101 B2

1

METHODS AND SYSTEMS FOR
LOW-COMPLEXITY DATA COMPRESSION

RELATED REFERENCES

This application claims the benefit of U.S. Provisional

Patent Application No. 60/863,199, entitled “Methods and
Systems for Frame Builer Compression,” filed on Oct. 27,
2006 by Shawmin Lei.

FIELD OF THE INVENTION

Embodiments of the present invention comprise methods
and systems for low-complexity data compression.

BACKGROUND

In many modern digital image systems 1mage {rames are
butilered for further 1mage processing. In order to reduce the
required memory size as well as required I/O bandwidth,
compression of the bulfered images may be employed. The
requirements of the compression algorithm for this kind of
application usually include low complexity, fixed compres-
sion ratio and high quality (e.g., visually lossless). On the
other hand, the required compression ratio 1s usually allowed
to be lower, e.g., 2 to 4 would be sufficient.

SUMMARY

Some embodiments of the present invention comprise
methods and systems for low-complexity data compression.
Some embodiments comprise selection or transmission of
significance levels that represent data values and selection or
transmission of refinement bits when a budget allows.

The foregoing and other objectives, features, and advan-
tages of the mvention will be more readily understood upon
consideration of the following detailed description of the
invention taken 1n conjunction with the accompanying draw-
Ings.

BRIEF DESCRIPTION OF THE SEVERAL
DRAWINGS

FIG. 1 1s a diagram showing an exemplary encoder archi-
tecture;

FIG. 2 1s a diagram showing a more detailed exemplary
encoder architecture;

FIG. 3 1s a diagram showing subbands of an exemplary
wavelet transform;

FIG. 4 1s a diagram showing an exemplary transform coet-
ficient arrangement;

FIG. 5 1s a diagram showing an exemplary buffer structure;

FIG. 6 1s a chart showing an exemplary embodiment com-
prising a significance threshold; and

FI1G. 7 1s a chart showing an exemplary embodiment com-
prising a significance threshold and a significance-level

threshold.

DETAILED DESCRIPTION OF EXEMPLARY
EMBODIMENTS

Embodiments of the present invention will be best under-
stood by reference to the drawings, wherein like parts are
designated by like numerals throughout. The figures listed
above are expressly incorporated as part of this detailed
description.
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It will be readily understood that the components of the
present invention, as generally described and illustrated in the
figures herein, could be arranged and designed 1n a wide
variety of different configurations. Thus, the following more
detailed description of the embodiments of the methods and
systems of the present mvention 1s not intended to limait the
scope of the invention but it 1s merely representative of the
presently preferred embodiments of the mvention.

Elements of embodiments of the present invention may be
embodied 1n hardware, firmware and/or software. While
exemplary embodiments revealed herein may only describe
one of these forms, 1t 1s to be understood that one skilled 1n the
art would be able to effectuate these elements 1n any of these
forms while resting within the scope of the present invention.

Progressive (or embedded) image coding has recerved a lot
ol attention 1n recent years due to its quality scalability fea-
ture. Progressive (or embedded) image coding arranges a
bitstream 1n such way that more important information 1s sent
first. Thus, as a decoder 1s recerving a bitstream, 1t can decode
an incomplete portion of the bitstream and reconstruct a
rough 1mage while gradually improving the picture quality as
more bits are recerved. Using this feature, one can easily hita
target number of compressed bits by stopping encoding when
a target number of bits 1s reached or by truncating an existing
bitstream to a target number of bits.

Due to recent technological advances, one can achieve
progressive image coding without much sacrifice of compres-
s1on efficiency. This feature makes progressive image coding,
desirable for achieving a fixed number of compressed bits,
which 1s one of main requirements for frame butfer compres-
sion. However, almost all existing progressive image coding
methods are too complex for frame buifer compression. Some
embodiments of the present invention comprise selected ele-
ments ol progressive coding. In particular, some embodi-
ments comprise, bit-plane coding, however, it 1s modified to
make hardware implementation easier.

After the usual transform (e.g., wavelet or DCT transform)
to de-correlate signals and to compact the energy to a few
transform coellicients, progressive 1mage coding typically
uses a bit-plane coding approach to achieve a progressive
coding feature. Bit-plane coding sends transform coefficients
bit plane by bit plane, from the most significant bit plane to a
less significant bit plane. These techniques are often called
embedded coding because the low bit-rate bitstream 1s
embedded 1n the high bit-rate bitstream. Thus, the encoding
can be stopped or the bitstream can be truncated at any point
and the resulting bitstream can still be decoded 1nto an 1mage
with picture quality similar to that of any other coding method
using the same number of compressed bits. This bit-plane
coding, however, presents some difficulty for hardware
implementation due to 1ts multiple and variable number of
scans for each coetficient.

For a frame buller compression application or other appli-
cations, a coding unit of pixels only needs to be compressed
into a fixed number of bits. Other features of progressive (or
embedded) image coding are actually not necessary, e.g., to
truncate bitstream at any point. In these applications, the
sending order of the bit planes within the target number of
compressed bits does not really matter as long as the bitstream
contains all the bit planes that the target number of com-
pressed bits can support.

In some embodiments of the present invention, the multiple
and variable number of coelficient scans used in typical pro-
gressive coding may be limited to a simple 2-pass process. In
the first pass, the position of the most significant non-zero bit
for each coellicient may be encoded and sent. With this infor-
mation, the encoder (and decoder) can determine how many
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refinement bits for each coelficient need to be sent in order to
ensure that all the bit planes that can be supported by the target
bit number are sent. In the second pass, the encoder then sends
the refinement bits for each coellicient.

Some embodiments of the present imvention may be
described with reference to FIG. 1, which 1s a block diagram
of an exemplary frame buller compression encoder. In these
embodiments, the encoder recerves as input video frames or
images 2, typically one frame at a time. These 1mages or
frames are then transformed 4. Transformation 4 may com-
prise color transformation, which, 1n some embodiments,
may convert RGB components to YUV (or YcbCr) compo-
nents. Transformation 4 may also comprise a spatial trans-
form, e.g., DCT or wavelet transform. Embodiments of the
present mvention may also comprise progressive coding 6
that follows the transformation 4. In some embodiments, 1n
order to facilitate easy access of a partial image, an encoder
may divide an image or frame into multiple coding units, e.g.,
blocks or lines. The shape and size of a coding unit may be
determined by the shape and size of a partial image sought by
a target application. For example, 1t can be a line of an 1mage,
16x16 rectangular block of pixels, or another shape of rect-
angular block. Compression may be performed indepen-
dently for each coding unit. Each coding unit of an 1image may
be compressed 1nto a fixed number of bits, which may be
determined by the target compression ratio.

In some exemplary embodiments, a wavelet transtorm with
simple Haar filters may be used for the spatial transform. The
wavelet transform of a coding unit may output several sub-
bands of transform coefficients. In some embodiments, the
coellicients of different subbands may be normalized such
that the same magnitude of quantization error for different
subbands will generate the same error energy (or norm) after
inverse transformation.

Some exemplary architecture embodiments may be
described with reference to FIG. 2. In these embodiments, an
RGB 1image 10 1n a 4:4:4 format 1s recerved as input. In these
exemplary embodiments, a two line by 1920 sample coding
unit 1s utilized for each color channel with an 8-bit color
depth. A color transtorm 11 1s applied to the input image 10 to
convert to another color space. In these exemplary embodi-
ments, the mput image 1s converted to a YCbCR color space
12 1n a 4:4:4 format, again with an 8-bit color sample depth.
The coding units are still 2 lines by 1920 samples for each of
a luminance and two color channels. These coding units are
then transformed with a wavelet transform operation 13.
Details of exemplary wavelet transforms for the exemplary
2-line coding units are described below. Some embodiments
of the exemplary wavelet transform 13 comprise the applica-
tion of Haar filters with three horizontal layers and one ver-
tical layer. Other details of some embodiments are explained
below. In these exemplary embodiments, the wavelet trans-
formation 13 may result in coetlicients 14 for 6 sub-bands per
channel (luminance and color). In some embodiments, these
coellicients may be represented by 12 bits per sample. These
coellicients may be normalized 15 and arranged 1n an order
that allows for scanning 1n a priority order or order of 1mpor-
tance. Some normalization 15 embodiments are described in
more detail below. The coeflicients may then be coded 16
using embodiments of the present mvention described in
detail below and sent as a compressed bitstream 17.

Some exemplary embodiments of the present invention
comprise 1-D wavelet transforms. In these embodiments,
three horizontal layers and one vertical layer may be applied
to two-line coding units. The resulting sub-bands 30-35 are

shown 1n FIG. 3.
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Some exemplary transform embodiments may employ a
normal 1-D wavelet transform comprising Haar filters
wherein: L=A+B and H=A-B. In these embodiments, the
normalization factor for both L and H coefficients is 1//2.

Some exemplary transform embodiments may employ a
reduced-bit 1-D wavelet transform comprising Haar filters
wherein: L=A+B and H=A-B>>>1. In these embodiments, the
normalization factor for L. and H coefficients are 1/¥2 and V2.
respectively.

In some embodiments, the normalization factors for each
sub-band of three horizontal layers and one vertical layer of
our exemplary, reduced-bit wavelet transform comprise:

Wi =4, W =42, WLkLzl/ ‘/Z Wer=1, W =1,

For a fixed-point implementation, normalization can be
achieved with a left bit shifts as follows:

ShlﬁLﬂL:O . ShiﬁthLzl . ShiﬁLhLzl . 5 . ShlﬂHLzz,

However, because the LhL sub-band cannot be shifted by a
non-integer value, this fixed point implementation cannot be
executed entirely. In some embodiments, this complication
can be overcome by using the following normalization shiit
factors 1n combination with a sub-band scan order re-priori-
tization scheme.

Shift, ,, =0, Shift, , ,=1, Shift,, =2, Shift,,, =2,

In these embodiments, the LhL sub-band 1s shifted by two
(an additional half value), but the LhL sub-band is re-priori-
tized in the scan order to last place, as shown 1n FIG. 4. In this
manner, the additional “over-normalization™ 1s compensated,
at least in part, by the lower rank in the scan order.

In some alternative embodiments, a one-line coding unit
may be used. In these embodiments, three layers of horizontal
wavelet transform may be used resulting in 4 sub-bands.
These embodiments provide lower hardware complexity and
can operate line-by-line. However, coding efficiency may
suifer 1n some applications.

Encoding

In some embodiments, as 1n many bit-plane progressive
coding methods, the bits of each coellicient may be divided
into three categories: sign bit, significance bits, and refine-
ment bits. In these embodiments, the sign bit represents the
sign of the coellicient. The significance bits include all lead-
ing zeros and the first one bit, starting from the most signifi-
cant bit of the coellicient. The refinement bits are the rest of
the bits, which are not a sign bit or significance bits. For
example, 1n the 8-bit sign-magnitude binary representation, a
coellicient of value -58 can be represented as “-0111010”.
Its sign bit can be represented by °1°. The first 2 bits, “01”
(underlined), are 1ts significance bits, and the rest of bits,
“110107, are 1ts refinement bits. In these embodiments, how-
ever, we use significance level to summarize the information
of 1ts significance bits, where significance level 1s defined as
the position of its first “1° bit, counted from the least signifi-
cant bit. For example, the significance level of —58 1s 6. The
significance level of a zero coellicient may be defined as O.
Exemplary Two-Pass Embodiments

In the first pass ol these methods, the significance level, and
sign bit 1f the significance level 1s greater than 0, may be
encoded for each coellicient. Thus, this pass may be referred
to as a significance-sign pass. In some embodiments, the scan
order of coelficients can be arranged from a more important
coellicient to less important ones, for example, from low-
frequency-subband coetlicients to high-frequency-subband
coellicients. The sign bit, 1f any, 1s usually close to being
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equally distributed. Thus, 1n some embodlments it can be
sent uncompressed without losing much coding efficiency. In
some embodiments, the significance-level information can be
compressed by any entropy coding methods, e.g., Huilman
codes or arithmetic codes. In some embodiments, 1n order to
keep the complexity low, Hulflman codes may be used to
compress the significance level of each coellicient indepen-
dently. However, when the probability of a specific signifi-
cance level (usually zero 11 1t happens) 1s much greater than
0.5, some embodiments may comprise run length coding with
Golomb-Rice codes to encode the run length of the consecu-
tive coellicients with this probable significance level (usually
zero), followed by a Huifftman codeword to encode the sig-
nificance level (usually non-zero) after the run. In some
embodiments, since different subbands usually have different
statistics, different Huflman tables and Golomb-Rice codes
can be used for different subbands.

Golomb-Rice codes are a special family of umiversal vari-
able length codes. If the run length 1s n, the Golomb-Rice
code of order k, denoted as GR,, 1s prefixed by the unary
representation of the quotient of n divided by 2* and followed
by the binary representation of the remainder of n divided by
2*. The unary representation of a natural number 1 (=0, 1, 2, .
.. )1s just1 ‘0 bits followed by a 1’ bit (as a delimiter). For
example, the Golomb-Rice code of order 2 for the run length
715 “0111”. The first 2 bits, “01”, 1s the unary representation

of 1, which is the quotient of 7 divided by 2°. The last 2 bits,

S e

117, 1s the binary representation of 3, which 1s the remainder
of 7 divided by 2°. Thus, the order k can be adjusted to fit
different probability Values of the probable significance level
(usually zero). In some embodiments, the larger the probabil-
ity of the probable significance level, the larger the order k
should be. One way to select the order k can be based on the
assumption that the significance levels are independent and
identically distributed with the probability of the probable
significance level (usually zero) equal to g. In some embodi-
ments, the optimal order k should satisty the following con-
ditions:

0 =p<q® ", where p=(V5-1)/2.

During the first pass, the encoder (and the decoder) may
accumulate the number of compressed bits used 1n this pass
and the histogram count for each significance level. The
refinement bits may also be close to equally distributed. Thus,
they may also be sent uncompressed without losing much
coding efficiency. After the first pass, given the number of left
compressed bits and the significance-level histogram, the
number of refinement bits that can be sent for each coetlicient
may be determined based on the rule that the sent refinement
bits should be more significant than or equally significant to
the dropped refinement bits. This rule may be referred to as
the bit-plane coding rule 1n subsequent text. In some embodi-
ments, we can determine a significance threshold S and the
number, denoted N, of coetlicients that have a refinement bit
with significance equal to 2°~". The encoder and decoder may
do the same calculations and should have the same numbers,
S and N.. Thus, the encoder and decoder can operate 1n sync.

In some embodiments of the present invention, during the
second pass of these methods, the refinement bits that fit
within a bit budget or other constraint may be scanned and
transmitted. Data from the first pass may be used to determine
how many coellicients have refinement bits at each signifi-
cance level. The significance level at which the bit budget 1s
exceeded may then be determined and any refinement bits
with significance greater than this level may be scanned and
transmitted. Refinement bits with a significance level equal to
that at which the bit budget 1s exceeded may be scanned in
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scan order until the bit budget 1s full. The rest of the refine-
ment bits at that significance may be discarded. Other meth-
ods may also be used to determine a cutoil point at which the
refinement bits will no longer be transmitted.

In some exemplary embodiments, 1n the refinement pass,
the coeltlicients may be scanned 1n the order of importance. In
this order, before the number of coefficients that have a refine-
ment bit with significance equal to or greater than 2°~" is
reached, each coeflficient’s refinement bits that have signifi-
cance greater than or equal to 2°~' may be selected or sent.
The first N coelficients that have a refinement bit with sig-
nificance equal to 2°~* are not necessarily, and usually not, the
first N scanned coellicients because those coellicients may
not have any refinement bit with significance equal to 2°".
This may happen when the significance level of a coelficient
1s less than (S+1) or when the bit with the significance does
not exist due to a normalization process (usually done by
shifting up a certain number of bits for each subband).

After the number of the coellicients that have a refinement
bit with significance equal to 2°~' is reached, each coeffi-
cient’s refinement bits that have significance greater than 2°~*
are sent. These embodiments may be explained with refer-
ence to FI1G. 4. In these exemplary embodiments, there are six
subbands, denoted as 111, L1hL., Lhl., HL., LH, and LL bands
20-25, which are the result of one layer of vertical and three
layers of horizontal wavelet transtorms. The width of each
subband 1s proportional to the number of coefficients in the
subband. The vertical direction represents the bits of each
coellicient, from the most significant bit (MSB, Bit 12) 26 on
the top to the least sigmificant bit (LSB, Bit 1) 27 on the
bottom. (The original 1image has 8 bits per component per
sample.) The shaded cells 29 represent possible bit locations
for an exemplary embodiment. For example, according to
FIG. 4, the coellicients 1n subband HH do not have any bits 1n
Bit 1-3 due to normalization, and they do not have Bit 12
either because the precision of that value 1s not that high. Note
that sign bits are not shown 1n the figure. The significance
threshold 28, S, 1n this example 1s 4.

The decoding process may also have two passes. In the first
pass (the significance-level pass) the decoder decodes the
significance level and possible sign bit of each coelficient. In
the meantime, the decoder accumulates the number of used
bits and the significance-level histogram, the same as in the
encoder. After the first pass, the decoder calculates the S and
N just as 1n the encoder. According to those two numbers, the
decoder can pick the right number of refinement bits from the
compressed bitstream for each coellficient 1n the second pass
(refinement pass). The decoded value of a coelficient can be
formed by assuming that the unsent bits are zeros.
Exemplary Three-Pass Embodiments

Some two-pass embodiments may suifer from coding inet-
ficiency when the compression ratio gets much higher than
2:1 or when the 1mages have very complicated random tex-
ture. In these cases, the significance threshold becomes too
high and encoding low significance levels becomes inefficient
because a significant number of refinement bits that have
greater significance (than the low significance levels) cannot
be sent. When this occurs, other embodiments, described
below, may provide higher efficiency. In some embodiments,
the encoder and decoder may automatically switch between
variations of two-pass and three-pass embodiments based on
the compression ratio or the 1mage characteristics.

Some embodiments of the present imvention comprise
methods that employ three passes. In some exemplary
embodiments, the significance level of every coetlicient does
not need to be sent. These embodiments first estimate, for
cach coding unit (e.g., block, line, etc.), what significance
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threshold can be supported. This threshold can be estimated
from the significance-level histogram and may be referred to
as the estimated significance threshold, S__.. In these embodi-
ments, the plan 1s to encode the significance levels and refine-
ment bits that are greater than or equal to the estimated sig-
nificance threshold, S__,. The significance levels lower than
S_., may be lumped together and encoded as zeros. Thus, 1n
this first pass, which may be called the significance-histogram
pass, the encoder may accumulate the significance-level his-
togram from all coeltlicients.

After the first pass, an iterative algorithm may be used to
estimate the significance threshold that can be supported. The
iterative algorithm may start by assuming S__=0. Using
appropriate Huffman codebooks (and Golomb-Rice codes, 1
run-length coding 1s needed) the number of bits needed to
encode the significance-level information (with lumped zero
significance level when S__>0) can be estimated from the
significance-level histogram. If the run-length coding 1s not
used, this number can be determined exactly from the used
Huffman codebooks and significance-level histogram. The
exact number of refinement bits that are greater than or equal
to S__, may also be determined from the significance-level
histogram. By comparing to the target number of bits for a
coding unit, we can determine 1f the estimated significance
threshold S__, can be supported. It yes, the iterative algorithm
stops. If not, S__, 1s incremented by 1 and the algorithm 1s
repeated. When this occurs, the number of possible signifi-
cance levels decrements and the probability for lumped zero
significance level increases as S__ increments. Thus, the
Huffman codebooks (and Golomb-Rice codes, 1f run-length
coding 1s needed) should be changed accordingly. In some
embodiments, the determined value of S __ 1s sent at the begin-
ning of the bitstream to signal the decoder which Huflman
codebooks (and Golomb-Rice codes, if any) should be used.

Without the histogram of the lumped-zero run lengths, we
do not know exactly the total number of bits used by run
length coding, but 1t can be estimated 1n some embodiments.
For each value of S__,, 1t 1s predetermined whether the lumped
zeros will be coded with run length coding or not. If the run
length coding 1s used, the order k for Golomb-Rice codes 1s
also predetermined. Given k, the average run length should be
around 2°*'. Thus, when run-length coding is used, for each
non-zero symbol, we add to the total number of estimated
coded bits 1ts Huffman length, 1 (for sign bit), and k+1 (for the
last k+1 bits of GR, codes, since a non-zero symbol 1s always
preceded by a run-length code). And for each lumped zero
symbol, we add a fractional number of bits, C/2, to the total
number of estimated coded bits. C 1s a constant that can be
determined by experimentation and, 1n some embodiments,
may fall in the range of about 0.7 to about 0.8.

In the second pass, which may be referred to as the signifi-
cance-sign pass, the encoder may encode the possibly-modi-
fied significance level of each coellicient using the appropri-
ate Hullman codebooks (and Golomb-Rice codes, 1f any)
determined by S__.. The significance level may be modified to
zero 11 1t 1s less than the estimated significance threshold, S __..
The sign bit of each coellicient that has significance level
greater than or equal to S__, may also be sent right after 1ts
significance level.

After the second pass, a process similar to the process
between the first pass and the second pass of two-pass
embodiments described above may be followed. Based on the
number of bits left and the significance-level histogram, the
encoder can determine how many refinement bits can be sent
tor each coellicient based on the bit-plane coding rule. Simi-
lar to the previously-described embodiments, the encoder can
determine the significance threshold S for the refinement bits,
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now called the refinement-significance threshold for these
embodiments. [ S=S__, everything 1s similar to the two-pass
embodiments. However, 11 S<S__, 1t means that the target
number of compressed bits 1s larger than the number of bits
required to code all the bits with significance level greater
than or equal to S__..

When this occurs, in some embodiments, the available
extra bits may be used to further refine the coetlicients that
have been signaled with significance level greater than O 1n
the second pass, but ignore the coellicients that have been
signaled as zeros in the second pass. This approach may
compromise the bit-plane coding rule slightly since the
refinement of the coellicients with significance level less than
S_., but greater than 0 1s 1gnored. However, the refinement
significance threshold S and the number of coelficients that
have a refinement bit with significance equal to 2°~", N, can
be determined by using the information sent 1n the second
pass, which 1s available 1n both encoder and decoder. Thus,
the processes after the significance-level pass are very similar
to the processes after the significance-level pass of the previ-
ously-described two-pass embodiments.

In other embodiments, all coeflicients may be further
refined, including those having significance level less than
S_., but greater than 0. The refinement of the lumped-zero
coellicients may include significance bits, a possible sign bat,
and possible refinement bits. To allow the encoder to calculate
the significance threshold, S, from the significance-level his-
togram, including the histogram for the significance levels
lessthan S__, the magmitude bits that are less than S__, may be
sent, and any sign bits 1f the any sent magnitude bitis 1, for the
refinement of a lumped-zero coelficient.

Using this simple explicit coding method, the encoder can
determine the refinement significance threshold S and N, the
number of bits that that can be used to send the bits of
significance S. Note that N . includes the count of the possible
sign bits of the coellicients with significance level equal to S
i S<S__.. When S<S__, the encoder needs to use the informa-
tion on the histogram for the significance levels less than S __,
to obtain S and N.. Since this histogram information 1s not
available for the decoder, 1n some embodiments the informa-
tion on S and N, may be included 1n the bitstream right after
the compressed bits generated from the second pass.

Given S and N, the third pass of this method, which may
be referred to as the refinement pass, 1s similar to the refine-
ment pass of the previously-described two-pass embodi-
ments, except that N needs to include the count of the pos-
sible s1gn bits of the coellicients with significance level equal
to S 11 S<S__.. Before the number of the sent bits with signifi-
cance S reaches N, for each coelficient with significance
level greater than or equal to S__,, 1ts refinement bits with
significance greater than or equal to 2°~ " may be sent, and for
cach coelficient with significance level less than S__, the
magnitude bits with significance level less than S__ and
greater than or equal to S may be sent, followed by 1ts sign bit
il any of the magnitude bits 1s 1. In some embodiments, when
the number of the sent bits with significance S reaches N, S
can be decremented by 1 and the refinement pass can con-
tinue.

The decoding process of these embodiments may comprise

two passes, a significance-level pass and a refinement pass.
The decoder first obtains S__ from the bitstream. In the first
pass, 1.¢., the significance-level pass, the decoder decodes the
significance level and possible sign bit of each coetlicient. In
the meantime, the decoder accumulates the number of used
bits and sigmificance-level histogram, the same as in the
encoder. After the first pass, the decoder can determine 11 S 1s

less than S__, or not. If yes, the decoder can decode S and N

FEAY &
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from the bitstream. If not, the decoder can calculate S and N
similar to the previously-described methods.

In some alternative embodiments, the encoder may include
the information on S and N 1n the bitstream and the decoder
may obtain the information from the bitstream regardless of
the value S. After obtaining S and N, the decoder can pick the
right number of refinement bits or explicit coded bits from the
bitstream for each coellicient 1n the second pass, 1.e., the
refinement pass. The decoded value of a coelficient can be
formed by assuming that the unsent bits are zeros.

Some embodiments of the present invention comprise
functions similar to those of the three-pass methods described
above, but with the first and second passes merged into a
single pass. In these embodiments, the first pass (the signifi-
cance-histogram pass) and the second pass (the significance-
level pass) of the three-pass method described above can be
merged into a single pass by a predetermined value of S__.. In
some embodiments, S__ may be set empirically according to
the target compression ratio. In some embodiments, S__ may
be estimated with the S__. and S values of previous coding
units, with consideration of the target compression ratio. For
example, S__ can be set to the S value of the previous coding
unit. This change may only affect the encoder and the decoder
may remain the same as described above.

Some embodiments of the present invention may comprise
the functions of the above-described three-pass embodi-
ments, but with the significance-level pass and the refinement
pass merged. In these embodiments, 11 only Huifman codes
are used (no run-length codes), the encoder can calculate the
number of bits needed 1n the significance-level pass and the S
and N. needed for the refinement pass right after collecting
significance-level histogram data in the first pass (signifi-
cance-histogram pass). Thus, the significance-level pass and
the refinement pass can be merged for both the encoder and
decoder.

In these embodiments, after the first pass, the encoder may
calculate exactly the S and N that the target number of
compressed bits can support. The information about S and N
may then be encoded 1n the bitstream. In the second pass, for
cach coelficient, the encoder may first encode the significance
level of the coellicient by the appropnate Huilman codebook,
send 1ts sign bit 1f the significance level 1s greater than 0, and
send the refinement bits with significance greater than or
equal to 2°~" before N is reached or the refinement bits with
significance greater than 2°~" after N is reached. Thus, all the
information about a coellicient may be located in a consecu-
tive segment of the bitstream. Note that since S can be calcu-
lated exactly, there 1s no need to refine the coelflicients with
the lumped-zero significance level by explicit coding.

The decoder of these embodiments may have only one
pass. It first decodes S and N from the bitstream. Based on S
and N, 1t decodes each coetlicient in just one pass.

In some embodiments of the present invention, described
with reference to FIG. 5, the bitstream generated by the
encoder may be arranged so as to enable merging the signifi-
cance-level pass and the refinement pass 1n the decoder. In
these embodiments, a target-size butter 50 1s established with
a first end 51 and a second end 52. In some embodiments
comprising three-pass processes, S__, 33 may be written at
one end 51 of the encoder. In other embodiments, S__. 53 may
not be used.

Significance levels and sign bits 55 may be written to the
first end 51 of the buffer while, S and N 52 and 54 may be
written to the second end 52 of the butler followed by refine-
ment bits 56 in backward order. With this arrangement of the
bitstream, the decoder canread (and decode) the significance-
sign bits as well as the refinement bits for each coetlicient at

est

5

10

15

20

25

30

35

40

45

50

55

60

65

10

the same time. Thus, the decoding of significance-sign bits
and refinement bits of each coelficient can be done 1n just one
pass.

Some embodiments of the present invention may be
described 1n relation to FIG. 6. In these embodiments, a data
representation or bit budget 1s obtained 50. This budget may
correspond to a buller size, a bandwidth constraint or some
other data size limitation. Sigmificance levels may then be
determined 351 for code values in the data set. In some
embodiments, these code values may be transform coetli-
cients, normalized transform coefficients, normalized trans-
form coetlicient arranged 1n a scan order or other data values.
In some embodiments, these data values may correspond to
wavelet transform coellicients for an image, wherein the data
set represents the 1image.

A histogram may then be generated 52 from the signifi-
cance levels based on a frequency-of-occurrence of each sig-
nificance level. Knowing the frequency-of-occurrence of
cach significance level, a significance-level cost may be
determined 53. This significance level cost may represent the
number of bits required to represent or encode the signifi-
cance levels. A budget remainder 54 may then be determined.
In some embodiments, the budget remainder 34 may be cal-
culated by subtracting the significance level cost 53 from the
bit budget 50.

The budget remainder 54 may now be used to determine
which unused bits will be used for representing the data
values. This may be determined by finding a significance
threshold 55, which may designate the limit between bits with
a high enough significance to it within the remaining budget
and those that so not fit. Refinement bits 56 may be selected
using the significance threshold 55 and used to represent 57
data values along with the signmificance levels 51.

Some embodiments of the present invention may be
described with reference to FIG. 7. In these embodiments, a
data representation or bit budget 1s obtained 60. This budget
may correspond to a builer size, a bandwidth constraint or
some other data si1ze limitation. Significance levels may then
be determined 61 for code values 1n the data set. In some
embodiments, these code values may be transform coefli-
cients, normalized transform coefficients, normalized trans-
form coellicient arranged 1n a scan order or other data values.
In some embodiments, these data values may correspond to
wavelet transform coellicients for an image, wherein the data
set represents the 1mage.

A histogram may then be generated 62 from the signifi-
cance levels based on a frequency-of-occurrence of each sig-
nificance level. A significance level threshold 63 may then be
determined based on the bit budget 60 and the significance
level histogram data 62. Any significance levels that do not
meet threshold requirements may be modified 64. In some
embodiments, these significance levels may be reset to zero.
A significance level cost 65 may then be determined and a
budget remainder 66 may be calculated based on the budget
and the significance-level cost. A significance threshold 67
may then be determined with the budget remainder 66 and the
histogram 62. The significance threshold 67 may then be used
to determine which refinement bits 68 will be selected to
further refine data values corresponding to unmodified sig-
nificance levels. These refinement bits 68 and unmodified
significance levels 61 may then be used to represent 69 data
values.

The terms and expressions which have been employed 1n
the foregoing specification are used thereimn as terms of
description and not of limitation, and there 1s no itention 1n
the use of such terms and expressions of excluding equiva-
lence of the features shown and described or portions thereot,
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it being recognized that the scope of the mnvention i1s defined
and limited only by the claims which follow.

What 1s claimed 1s:
1. A method for selecting data to represent a data set com-
prising a plurality of data values wherein each of said data

values 1s represented by a plurality of bits arranged in order of

significance, said method comprising:

a) obtaining a data-representation budget using a processor
and a memory;

b) determining a significance level for each of said data
values;

¢) generating a histogram of said significance levels;

d) determining a significance-level cost to represent said
significance levels;

¢) determining a budget remainder based on said data-
representation budget and said significance-level cost;

) determining a significance threshold using said budget
remainder and said significance-level histogram;

g) determining refinement bits for each of said data values
based on said significance threshold; and

h) representing one of said data values with said signifi-
cance level and said refinement bits corresponding to
said one of said data values.

2. A method as described 1n claim 1 further comprising
writing said significance level and said refinement bits corre-
sponding to said one of said data values to a butler, wherein
said significance level 1s written from one end of said bufler
and said refinement bits are written from the other end of said
buffer.

3. A method as described 1n claim 1 further comprising
determining a sign bit for each of said data values and deter-
mimng a sign-bit cost, wherein said budget remainder 1s
turther based on said sign-bit cost and wheremn said data
values are further represented by said sign bit.

4. A method as described 1n claim 1 wherein said data
representation budget corresponds to a builer size.

5. A method as described 1n claim 1 wherein said signifi-
cance level represents the position of the most significant bit
value equal to one 1n a corresponding data value.

6. A method as described in claim 1 wherein said signifi-
cance-level cost 1s based on encoded significance levels.

7. A method as described 1n claim 6 wherein said encoded
significance levels are generated by entropy encoding of said
significance levels.

8. A method as described 1n claim 1 wherein said data
values are transform coellicients.

9. A non-transitory computer-readable medium compris-
ing instructions instructing a processor to execute a method
for selecting data to represent a data set comprising a plurality
of data values wherein each of said data values 1s represented
by a plurality of bits arranged 1n order of significance, said
method comprising:

a) obtaining a data-representation budget;

b) determining a significance level for each of said data

values;

¢) generating a histogram of said significance levels;

d) determining a significance-level threshold based on said
data-representation budget and said sigmificance-level
histogram;

¢) modilying said significance levels which fall below said
significance-level threshold;

1) determining a significance-level cost to represent said
significance levels that have not been modified and said
modified significance levels;

o) determining a budget remainder based on said data-
representation budget and said significance-level cost;
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h) determining a significance threshold using said budget
remainder and said significance-level histogram:;

1) determining refinement bits for said data values corre-
sponding to said significance levels that have not been
modified, said determining based on said significance

threshold; and

1) representing one of said data values corresponding to
said significance levels that have not been modified,
wherein said representing comprises an expression of
said significance level and said refinement bits corre-
sponding to said one of said data values.

10. A non-transitory computer-readable medium as
described in claim 9 wherein said method further comprises
representing one of said data values corresponding to said
modified significance levels with a zero value significance
level.

11. A non-transitory computer-readable medium as
described in claim 9 wherein said method further comprises
representing one of said data values corresponding to said
modified significance levels with a pre-modified significance
level when said pre-modified significance level 1s greater than
said significance threshold.

12. A non-transitory computer-readable medium as
described 1in claim 11 wherein said method further comprises
determining refinement bits for said data values correspond-
ing to said modified significance levels, said determining
based on said significance threshold and representing one of
said data values corresponding to said modified significance
levels with a pre-modified significance level and said refine-
ment bits when said pre-modified significance level 1s greater
than said significance threshold.

13. A non-transitory computer-readable medium as
described in claim 9 wherein said method further comprises
determining a sign bit for each of said data values correspond-
ing to said significance levels that have not been modified and
determining a sign-bit cost, wherein said budget remainder 1s
further based on said sign-bit cost, and wherein said data
values corresponding to said significance levels that have not
been modified are further represented by said sign bit.

14. A non-transitory computer-readable medium as
described 1n claim 9 wherein said data-representation budget
corresponds to a bulfer size.

15. A non-transitory computer-readable medium as
described in claim 9 wherein said significance level repre-
sents the position of the most significant bit value equal to one
in a corresponding data value.

16. A non-transitory computer-readable medium as
described 1n claim 9 wherein said significance-level cost 1s
based on encoded significance levels that have not been modi-
fied and modified significance levels.

17. A non-transitory computer-readable medium as
described 1n claim 16 wherein said encoded significance lev-
cls are generated by entropy encoding of said significance
levels that have not been modified and modified significance
levels.

18. A non-transitory computer-readable medium as
described 1n claim 9 wherein said data values are transform
coellicients.

19. A non-transitory computer-readable medium compris-
ing instructions instructing a processor to execute a method
for reconstructing encoded data, said method comprising:

a) determining a plurality of significance levels from said

encoded data:

b) generating a histogram of said significance levels;

¢) determining a significance-level cost to represent said
significance levels;
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d) determining the size of a refinement-bit portion of said g) reconstructing data values based on said significance
encoded data based on said significance-level cost and levels and said refinement bits.
the size of said encoded data; 20. A non-transitory computer-readable medium as
e) determining a significance threshold using the size of  described in claim 19 wherein said data values are transform
said refinement-bit portion and said significance-level 5 ceefficients.

histogram;
1) determining refinement bits for each of said data values
based on said significance threshold; and £ % % k%
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