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BIT STREAM RECORDING MEDIUM, VIDEO
ENCODER, AND VIDEO DECODER

RELATED APPLICATIONS

This application 1s the U.S. National Phase under 33 U.S.C.
§371 of International Application No. PCT/JIP2004/011795,
filed on Aug. 11, 2004, the disclosures of which Application
are incorporated by reference herein.

TECHNICAL FIELD

The present invention relates to a medium which records a
video bit stream, a video encoder, a video decoder, a video
encoding method, and a video decoding method and more
particularly to devices which use these, such as video record-
ers, video players, mobile phones, and digital cameras.

BACKGROUND ART

As methods of recording and transmaitting video and sound
information, encoding methods such as MPEG (Moving Pic-
ture Experts Group) have been established and MPEG-1,
MPEG-2, and MPEG-4 specifications are available as inter-
national standard encoding methods. Also, specifications for
improved coding efficiency, such as H.264/AVC (Advanced
Video Coding), have been formulated. These methods are
used as encoding methods 1n digital satellite broadcasting,
DVDs, mobile phones and digital cameras.

On the other hand, 1n such applications, a video may be
played back in a direction reverse to the order in which
pictures were captured As ameans to produce a stream which
can be played back 1n the reverse direction, a technique of
achieving reverse playback using only intra-coded frames
and bi-directional predicted frames 1s available (for example,
JP-A No. H8-280024).

The above method has a problem that 1n decoding a trans-
mitted stream on the recerving side, a large volume of
memory for decoding 1s needed to play back a video from a
desired point in the reverse direction. Let’s suppose that a
multi-viewpoint video captured by a multi-viewpoint object
capturing system (301) as shown in FIGS. 3A and 3B 1s
encoded by the conventional method. In this case, a picture at
cach viewpoint corresponds to a frame 1n a normal stream 1n
the time direction. In FIGS. 3A and 3B, I represents an 1ntra-
coded frame, P a forward predicted frame, and B a bi-direc-
tional predicted frame. For example, 11 the picture at point B6

1s to be played back, first P4 should be decoded (as derived)
from I1, then B6 should be decoded from P4 and I7. This
poses a problem that decoding of B6 requires a memory to
process four pictures 11, P4, I7 and B6 and a remarkably
larger volume of data must be processed. For this reason, a
multi-viewpoint video transmission/display system which
displays pictures while varying viewpoints 1n real time on the
receiving side has not been realized. This problem occurs
because the conventional video encoding method 1s designed
to play back forward 1n the time direction but not to play back
reversely or backward frame by frame.

The method described 1n the above Patent Document 1 also
has a problem that forward predicted frames cannot be used
and many intra-coded frames must be used to maintain the
picture quality at a prescribed level or higher and a very large
volume of data must be handled. Theretore, this method 1s not
suitable for multi-viewpoint video transmission as mentioned
above.

In view of the above conventional technique, the present
invention provides a bit stream which can be played back
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2

reversely frame by frame with high picture quality and high
coding efficiency, and a video encoder and a video decoder
which cope with it. Also, the present invention 1s suitable for
multi-viewpoint video encoding and provides a multi-view-
point video bit stream, a video encoder and a video decoder
which take advantage of this feature.

DISCLOSURE OF THE INVENTION

(Solution)

In order to address the above problems, this application
discloses the following typical constitutions.

A recording medium 1n which a plurality of frames are each
coded as picture data and a bit stream having, for one frame,
picture data predicted forward from another one of the
frames, and picture data predicted 1n a direction reverse to the
torward prediction, or backward from another one of the
frames 1s recorded.

A video encoder which includes: a picture memory which
can store a plurality of input pictures; a processing direction
determination section which determines a picture processing
order; and a prediction section which performs predictive
processing, wherein the prediction section switches input
from the reference pictures for a frame to be coded, between
a past reference picture and a future reference picture accord-
ing to an istruction from the processing direction determi-
nation section. Also, a video decoder which recerves a bit
stream having a flag for distinguishing, for one picture,
between picture data generated by forward prediction and
picture data generated by prediction 1n a direction reverse to
the forward prediction, or backward prediction and decodes
the bit stream according to an mnstruction from the processing
direction determination section for determining the process-
ing direction.

According to the present invention, it 1s possible to provide
a bit stream which can be played back reversely frame by
frame with high picture quality and high coding efficiency. In
addition, a video encoder and a video decoder which cope
with 1t can be realized. Also, 1t 1s possible to realize a bit
stream, a video encoder and a video decoder which are suit-
able for multi-viewpoint video coding.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 1llustrates a bit stream according to one embodiment
of the present invention;

FIGS. 2A and 2B compare the conventional decoding
method and a decoding method according to the present
invention;

FIGS. 3A and 3B show a multi-viewpoint video capturing,
system:

FIG. 4 1llustrates an embodiment which uses a bit stream
for multi-viewpoint video encoding according to the present
imnvention;

FIG. § illustrates a video encoder according to an embodi-
ment of the present invention;

FIG. 6 1llustrates details of a video encoder according to an
embodiment of the present invention;

FIG. 7 illustrates a video decoder according to an embodi-
ment of the present invention;

FIG. 8 illustrates details of a video decoder according to an
embodiment of the present invention;

FIG. 91llustrates a video encoding method according to the
present invention; and

FIG. 10 1llustrates a video decoding method according to
the present invention.



US 8,155,186 B2

3

BEST MODE FOR CARRYING OUT TH.
INVENTION

L1

First Embodiment

An embodiment of the present invention will be described
referring to the accompanying drawings.

A bit stream according to an embodiment of the present
invention 1s shown in FIG. 1 and its feature will be explained
next.

An explanation 1s given using a bit stream (104) in a coded
form of a string of original pictures (101). The bit stream 1s
recorded as a data string (103) 1n a data recording medium
(102). In the string of original pictures, I represents an intra-
coded frame, P a forward predicted frame, and B a bi-direc-
tional predicted frame. Numbers represent frame numbers 1n
playback. In the bit stream (104), I1' represents data as I1 in
coded form. For P and B, *“"" indicates data as pictures 1n
coded form after forward prediction and bi-directional pre-
diction respectively. Hereinafter, the meanings of reference
numerals and symbols are the same as above. Arrow 106
represents the direction of forward playback and arrow 107
the direction of reverse playback.

First, how to play back the bit stream (104) forward in the
order of 11-B2-B3-P4 1s explained. Since 11" 1s intra-coded, 1t
1s decoded by 1tself and 11 1s played back. Next, since P4’ 1s
torward predictive-coded, P4 1s played back from I1 and P4’
data. Since B2' i1s bi-directional predictive-coded, B2 1is
played back from 11, P4 and B2' data. B3 1s also played back
similarly. Playback 1s thus made by reading data for up to
three relevant pictures.

Next, how to play back reversely 1n the order of I7-B6-B5-
P4 1s explained. This application features the use of a back-
ward predicted frame R4'. A backward predicted frame means
a frame which 1s predicted only by reference to a frame to be
played back later in the normal playback order (time order).
Specifically this embodiment 1s characterized 1n that picture
data P4' generated by forward prediction and picture data P4’
generated by prediction in a direction reverse to forward
prediction or backward prediction are included for picture P4.
I7" 1s decoded by 1itself to play back 17. Next, P4 cannot be
played back without using I1 and P4' in the conventional
method. On the other hand, 1n the present invention, back-
ward predicted picture data R4' (105) 1s available. It 1s picture
data obtained by backward prediction of P4 from I7. In other
words, P4 can be played back using decoded picture 17 and
R4' data. Next, B6 and B5 can be played back using B6' and
BS'respectively as well as I7 and P4. Thus, 1n this application,
for one frame, picture data P only consisting of data predicted
from another frame forward in the time direction or viewpoint
shift direction and picture data R only consisting of data
predicted from another frame backward in the time direction
or viewpoint shift direction are available. This means that
while the conventional method requires a large volume of
memory for reverse playback, the use of a bit stream 1n the
present invention makes 1t easy to play back reversely on a
frame-by-frame basis by processing a smaller amount of data
with a smaller volume of memory. This method ensures high
picture quality due to the use of frames predicted in both
directions and has an advantage 1n that the volume of bit data
1s smaller than 1n the case of using intra-coded frames. Picture
data R4' does not exist 1n a conventional stream. Therefore,
this backward predicted frame data may be recorded n a
private data format in which data 1s recorded as additional
information to a conventional stream. The private data format
refers to a data format which ensures interoperability between
an existing specification and an extended specification and 1s
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also called additional data. Generally, specifications include
information which indicates the range of private data and a
decoder which only conforms to an existing specification
ignores private data. A decoder which conforms to an
extended specification can read private data and process it.
The use of this format enables this stream to be played back
forward as an ordinary stream even when 1t 1s entered 1nto a
conventional decoder which can not cope with reverse play-
back.

The difference between the method according to the
present invention and the conventional method will be
explained next referring to FIGS. 2A and 2B.

Let’s consider the case of playing back B12 on the assump-
tion that 113, B12, B11 and P10 are to be played back
reversely 1n the order of mention. In order to play back B12,
113 and P10 must be decoded and the conventional method as
shown 1n FIG. 2A requires five steps: for the purpose of
playing back P10, a step of predicting and decoding P4 from
I1: a step of predicting and decoding P7 from P4 and a step of
predicting and decoding P10 from P7, and a step of decoding
113 by itself, and lastly a step of decoding B12 from 113 and
P10. This means that a memory for storing such data must be
provided.

On the other hand, the proposed method as shown 1n FIG.
2B enables decoding of P10 from I13 using a backward
predicted picture and only requires three steps, namely a step
of decoding 113 by 1tsell, a step of predicting and decoding
P10 from 113, and a step of decoding B12 from 113 and P10,
so that the volume of data to be processed and the required
volume of memory are smaller than in the conventional
method.

Next, a multi-viewpoint video capturing and recording
system as an embodiment to which this application 1s applied
will be explained referring to FIGS. 3A and 3B.

In one type of multi-viewpoint video capturing system, a
camera (302) or the like 1s positioned so as to surround an
object (304) to be captured as shown in FIG. 3A, and 1n
another type, a camera 1s oriented outward to take an all-
around panoramic video as shown in FI1G. 3B. (303) and (306)
in FIGS. 3A and 3B represent coded forms of pictures to be
taken by the camera respectively. In transmission of a multi-
viewpoint video like this, pictures are predicted and coded
based on the correlation between neighboring viewpoints for
data compression. Concretely, consecutive frames are cap-
tured 1n the order from I1 to B12, starting from a certain
frame, 1n a way to make a full circle and each picture 1s 1ntra
predictive-coded, forward predictive-coded or bi-directional
predictive-coded. It 1s also possible that after prediction
between viewpoints, prediction 1s made 1n the time direction
for each viewpoint. This 1s done when the object 1s to be
recorded as a moving picture. The procedure 1s as follows:
first, the picture at each viewpoint 1s coded by the above
procedure. Then, with a coded picture as a reference frame, a
picture at each viewpomt 1s independently predicted and
coded 1n the time direction as a moving picture. By taking this
procedure at regular time intervals, a multi-viewpoint video 1s
recorded. However, shiit from one viewpoint to another 1s
made only at the time of predictive coding between view-
points.

FIG. 4 1llustrates that a bit stream according to the present
invention 1s used for multi-viewpoint video coding.

As described above, 1n the multi-viewpoint video captur-
ing system, a camera (401) at each of a plurality of viewpoints
or a moving camera takes a picture (402) corresponding to
cach viewpoint and these pictures are predictive-coded as
consecutive frames to create a bit stream (403). On the side
which receives the stream and plays 1t back, it must be pos-
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sible to play back the pictures not only 1n the coding direction
(clockwise or forward) but also reversely (counterclockwise)
according to a user istruction so that the user can look around
the object. As described above, while the conventional
method requires processing of a large volume of data or the
use of a large volume of memory in order to play back
reversely, the method according to the present mvention,
which uses backward predicted picture R10' (404), substan-
tially reduces such requirement and makes reverse playback
casily.

A multi-viewpoint video bit stream according to the
present invention may include not time information but view-
point information 1n the time stamp field 1n which a conven-
tional bit stream would include playback time information.
For example, viewpoint index, camera angle, absolute posi-
tion, display duration of the frame at each viewpoint or the
like may berecorded there. Also, a flag indicating inclusion of
such information other than playback time information may
be recorded in the stream. When viewpoint index, camera
angle, and absolute position are recorded, if the user specifies
in which direction he/she wishes to look at the object, the
frame which best meets the user request can be selected from
the stream for display, on the basis of the above information.
Also, when the display duration of the frame at each view-
point 1s recorded, pictures obtained when the object 1s looked
around are automatically played back. Since this type of
information 1s described in a description format different
from that for time stamp information which conforms to an
existing specification, a flag indicating the inclusion of a
different type of information should be recorded in the
stream.

When a multi-viewpoint video bit stream 1s to be played
back while the viewpoint 1s varied according to a user mnstruc-
tion as mentioned above, 1n case of reverse playback, after
playback of the first coded frame in the stream, the last coded
frame may be played back. Since the order of playback like
this needs a special playback method, some types of decoder
require a tlag for distinguishing it from a conventional stream.
It may be possible that a flag indicating that reverse loop
playback 1s possible 1s recorded i1n the stream and in the
presence of this flag, after the last frame at either end among,
consecutive frames (for example, B12 1n this embodiment) 1s
played back, the other end frame (I1) 1s played back succes-
sively.

FIG. 5 shows a video encoder according to an embodiment
of the present invention.

The video encoder includes a picture input section (501), a
picture memory (502), a processing direction determination
section (303), a coding prediction section (504), an error
compensation section (505), a coding section (506), a frame
memory (507), and an output section (308). The error com-
pensation section (5035) improves the picture quality though it
can be omitted.

First, picture information 1s entered from a camera, eftc.
into the encoder through the picture input section (501) and
stored 1n the picture memory (502). Pictures may be captured
simultaneously from a plurality of cameras or successively
entered and stored. Then, the processing direction determi-
nation section (503) determines the order of picture process-
ing and the coding method such as forward prediction or
backward prediction and sends an instruction to the coding
prediction section (504). The prediction section (504)
acquires appropriate picture data from the picture memory
(502) according to the instruction and performs predictive
processing using a reference picture from the frame memory
(507). While predictive coding of each picture takes place 1n
the coding prediction section (504), a difference may arise in
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6

decoded picture quality between playback directions 1n case
of a picture like P4 1n the embodiment of FIG. 4, for which
two types ol data, forward predicted picture data P4' and
backward predicted picture data R4', are generated. When
bi-directional predicted pictures are used, a picture quality
difference may arise between the playback directions 11 there
1s a difference in reference picture quality because the same
data1s used for both forward and backward playback. In order
to avoid this, the video encoder according to the present
invention uses the error compensation section (503) to com-
pensate for the picture quality difference between playback
directions. The forward predicted picture data and the back-
ward predicted picture data are once decoded and their picture
qualities are compared block by block, and for a block where
the quality difference exceeds a given level, the block for one
picture or both pictures should be re-encoded after parameter
adjustment. Then, the coding section (506) encodes pictures
on the basis of predicted information and sends the resulting
data to the output section (508) to make a bit stream. In
addition, the coding section (506) decodes the bit data thus
generated to decode it into a picture and send it to the frame
memory (507). The picture stored in the frame memory (507)
1s saved as a reference frame which will be used for prediction
ol a next picture by the coding prediction section (504).

Next, the video encoder as an embodiment will be detailed
referring to FIG. 6. FIG. 6 shows details of the coding pre-
diction section (504).

First, an original picture to be coded 1s taken from the
picture memory (502) into an original picture memory (601).
A reference picture 1s taken from the frame memory (507)
into a reference picture memory (603). Then, an instruction
concerning the coding method including the picture predic-
tion method and the type of prediction to be used 1s sent from
the processing direction determination section (303) to a
switching section (602) and according to this instruction, the
reference picture and the original picture are sent to predic-
tion sections: an intra-coding prediction section (604 ), a uni-
directional coding prediction section (605) and a bi-direc-
tional coding section (606). The intra-coding prediction
section (604 ) 1s a processor which performs prediction inside
a picture for coding and the unidirectional coding prediction
section (605) performs forward or backward (reverse) predic-
tion for coding. The bi-directional coding prediction section
(606) performs prediction in both directions for coding. In
other words, since forward prediction and backward predic-
tion are both unidirectional prediction, the same unidirec-
tional coding prediction section (605) can perform predictive
processing in both directions provided that the switching
section (602) changes the reference picture for use 1n predic-
tion. This means that switching 1s required only for backward
predictive coding. The reference picture memory includes a
past picture memory and a future picture memory and the past
picture memory 1s used for forward prediction and both the
memories are used for bi-directional prediction. Although
backward prediction only requires the future picture memory,
a reference picture which should be primarily stored in the
future picture memory 1s stored 1n the past picture memory by
a switching process so that the same process may be used as
in forward prediction. Here, this application 1s embodied by
the switching section which switches the reference picture
used for prediction between the future picture and past picture
for the picture to be coded. The data processed by the predic-
tion sections 1s sent to the error compensation section (503).
Coding 1s performed by taking the above procedure.

FIG. 7 shows a video decoder according to an embodiment
of the present invention.
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The video decoder includes a stream 1nput section (701), a
stream bufler (702), a processing direction determination
section (703), adecoding prediction section (704), a decoding
section (703), a frame memory (706), and an output section
(707).

First, a bit stream 1s entered into the decoder through the
stream 1nput section (701) and stored in the stream buffer
(702). Then, the processing direction determination section
(703) determines the order of data to be processed according
to an instruction given by the user and notifies the decoding,
prediction section (704) of1t. In case of adecoder which plays
back a multi-viewpoint video, the user may change the bit
stream decoding direction 1n various ways to look around the
object, for example, clockwise or counterclockwise. The pro-
cessing direction determination section (703) specifies an
appropriate picture data point according to a user 1nstruction
from data stored in the stream bufler (702) and notifies the
decoding prediction section (704) of the order of decoding.
Also the processing direction determination section (703)
checks a flag in the stream and determines whether the input
stream can be played back reversely or whether reverses loop
playback as a multi-viewpoint video bit stream 1s possible.

Then, the decoding prediction section (704) acquires
appropriate picture data from the stream butfer (702) accord-
ing to the istruction and performs prediction processing. The
decoding prediction section (704) may be the same as a pre-
diction section in an ordinary decoder except that it should
include a data and reference picture switching tunction. The
predicted data 1s sent to the decoding section (705) where 1t 1s
played back as a picture and sent to the output section (707).
The decoded picture 1s sent to the frame memory (707) and
stored as a reference picture for a picture to be decoded next.

Next, the video decoder according to one embodiment of

the present invention will be described 1n detail referring to
FIG. 8. FIG. 8 shows details of the decoding prediction sec-
tion (704).

First, picture data to be decoded is taken from the stream
butter (702) into a data switching section (801). A reference
picture 1s taken from the frame memory (706) into a reference
picture memory (802). Then, an instruction concerning the
picture prediction method and the decoding method 1s sent
from the processing direction determination section (703) to
the data switching section (801) and according to this instruc-
tion, appropriate data 1s sent to prediction sections: an intra-
decoding prediction section (803), a unidirectional decoding
prediction section (804 ) and a bi-directional decoding section
(805). The intra-decoding prediction section (803) i1s a pro-
cessor which performs prediction inside a picture for decod-
ing and the unidirectional decoding prediction section (804)
performs forward or backward (reverse) prediction for decod-
ing. The bi-directional coding prediction section (803) per-
forms prediction 1n both directions for decoding. In other
words, since forward prediction and backward prediction are
both umdirectional prediction, the same unidirectional
decoding prediction section (804) can perform predictive pro-
cessing in both directions provided that the data switching
section (801) changes the order of data and the reference
picture as appropriate. The data processed by the prediction
sections 1s sent to the decoding section (705). The above
procedure 1s taken for decoding. As apparent from the above
explanation, both an encoder and a decoder can be realized
simply by slightly modifying existing devices.

Next, a video coding method according to the present
invention, which 1s schematically shown 1n FIG. 9, will be
described.

First, at Step (901), picture builering 1s done. Here multi-
viewpolint pictures or consecutive frames are taken into the
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memory. Then, at Step (902), intra-prediction, forward pre-
diction, and bi-directional prediction are performed. This 1s
the same as the conventional coding process and a step of
generating the same picture data as a conventional bit stream.
Then, at Step (903), the memory 1s changed. This 1s a process
ol changing the reference picture so that for creation of a
stream which can be reversely played back, the same process
can be used for reverse prediction as for forward prediction as
described above. Then, at Step (904), backward prediction 1s
performed. Here, picture data i1s generated only by backward
prediction to enable reverse playback. Then, at Step (905),
error compensation and tlag processing are performed. As
described above, error compensation 1s a process ol compen-
sating for the diflerence 1n coding between forward predicted
picture data and backward predicted picture data in order to
prevent a picture quality difference between forward play-
back and reverse playback. In flag processing, a flag indicat-
ing that an output bit stream can be played back reversely or,
in case of a multi-viewpoint video bit stream, camera view-
point information or information indicating that reverse loop
playback 1s possible 1s outputted. Lastly, at Step (906), the
coded data thus generated 1s outputted as a stream. As for the
processing sequence, 1t 1s also possible that Step (902) o
normal processing and Step (904) for reverse processing are
performed concurrently by changing the memory. A stream
which can be played back reversely 1s created 1n this way.
Next, a video decoding method according to the present
invention, which 1s schematically shown in FIG. 10, will be

described.

First, at Step (1001), bit stream data buifering 1s done.
Then, at Step (1002), bit stream flag check 1s done. Details of
flags are as mentioned above. Then, at Step (1003), playback
direction determination 1s performed. The playback direction
which may be changed according to a user instruction 1s
determined. Then, at Step (1004), data selection 1s made.
Here, picture data corresponding to the playback direction 1s
read from the memory in which data 1s stored, and the data 1s
sent to the prediction section. Then, at Step (1005), predictive
decoding 1s performed. Since data 1 a correct order 1is
received from Step (1004 ), decoding 1s performed 1n the same
way as 1n the conventional decoding process. Lastly, a
decoded picture 1s outputted at Step (1006). In this way, a
picture 1s played back from a stream which can be played
back reversely.

A bit stream which can be played back frame by frame can
be created, transmitted and played back by the abovemen-
tioned means. Also, a multi-viewpoint video encoder and a
multi-viewpoint video decoder which use the means can be
realized.

Although a multi-viewpoint video encoder and a multi-
viewpoint video decoder are illustrated by example in the
above embodiment, the present invention 1s not limited
thereto but 1t may be applied to a variety of video encoders
and video decoders including those for ordinary moving pic-
tures. When this method 1s used for coding ordinary moving
pictures, frame-by-frame reverse playback can be done using
a smaller volume of memory; and when it 1s used for multi-
viewpoint video coding, viewpoint shift can be freely done
according to a user 1nstruction using a smaller volume of
memory.

The embodiment described in this application may be
defined by a program which a computer loads and executes,
and may be implemented in combination with hardware or by
hardware on 1ts own.

INDUSTRIAL APPLICABILITY

This application may be applied to data encoding and
decoding.
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wherein the order of picture data 1n the bit stream 1s such an
order that the first picture data and the second picture
data are both positioned after picture data for a frame
corresponding to the past reference picture and before
picture data for a frame corresponding to the future
reference picture.

5. The video encoder according to claim 4,

wherein the bit stream at least has either one of time stamp
information showing playback time of each of the

10 frames and capturing position information of each of the

frames.

6. The recording medium according to claim 1,

wherein the order of picture data 1n the bit stream 1s such an

order that the first picture data 1s positioned belore the
15 second picture data.

7. The recording medium according to claim 6, wherein the
bit stream further has a flag indicating that the first picture
data and the second picture data are included for the first
frame.

The mvention claimed 1s:

1. A non-transitory tangible machine-readable recording
medium bearing a recorded bit stream of picture data as a
plurality of frames in coded form, wherein:

the bit stream has, for a first frame of the frames, first ;5

picture data generated by only forward prediction from
a second frame, and for the first frame, second picture
data generated by only backward prediction from a third
frame, and

the order of picture data in the bit stream 1s such an order

that the first picture data and the second picture data are
both positioned after picture data for the second frame
and before picture data for the third frame.

2. The recording medium according to claim 1,

wherein the bit stream at least has either one of time stamp

information showing playback time of each of the
frames and capturing position information of each of the
frames.

3. The recording medium according to claim 1,

wherein the bit stream further has a flag indicating that 1t 1s
possible to play back, after playback of the last frame of
the plural frames, the first frame, or play back, after
playback of the first frame, the last frame.

4. A video encoder, comprising:

a picture memory that can store a plurality of mput pic-
tures;

a processing direction determination section that deter-
mines a picture processing order;

a prediction section that performs predictive processing,
using the input pictures and reference pictures to gener-
ate picture data for the mput pictures; and

an output section that outputs a bit stream generated using,
the picture data,

wherein the prediction section has a reference picture
memory for storing the reference pictures and a switch-
ing section for changing input from the reference pic-
tures according to an instruction from the processing
direction determination section, and the switching sec-
tion switches input from the reference pictures for a
frame to be coded, between a past reference picture and
a Tuture reference picture, and generates, for one picture,
first picture data generated by only forward prediction
using the past reference picture, and second picture data
generated by only backward prediction, using the future
reference picture, and
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8. The video encoder according to claim 4,

wherein the order of picture data 1n the bit stream 1s such an
order that the first picture data 1s positioned before the
second picture data.

9. The video encoder according to claim 8,

wherein the bit stream further has a flag indicating that the
first picture data and the second picture data are included
for the first frame.

10. The video encoder according to claim 4,

wherein the bit stream further has a flag indicating that 1t 1s
possible to play back, after playback of the last frame of
the plural frames, the first frame, or play back, after
playback of the first frame, the last frame.

11. The recording medium according to claim 1, wherein:

the first picture data 1s picture data for normal play back,
not for reverse play back, and

the second picture data 1s picture data for reverse play back,
not for normal play back.

12. The video encoder according to claim 1, wherein:

the first picture data 1s picture data for normal play back,
not for reverse play back, and

the second picture data 1s picture data for reverse play back,
not for normal play back.
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