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LESS LOSS IN-ORDER DELIVERY
PROTOCOL FOR FIBRE CONNECTION
ARCHITECTURE

BACKGROUND

1. Technical Field

Embodiments described 1n this disclosure generally relate
to techniques for reducing loss for data frames requiring
in-order delivery on a Fibre Channel fabric. More specifi-
cally, embodiments described 1n this disclosure relate to pro-
viding less loss for in-order delivery in a Fibre Channel Fabric
following a change in network topology.

2. Description of the Related Art

Switches 1 a Fibre Channel (FC) fabric, are often con-
nected by multiple inter-switch links (ISL). Some applica-
tions, such as storage applications, communicating across a
FC fabric, are often not designed to handle out-of-order deliv-
ery of frames and require that the FC fabric preserve the order
of frames as they are delivered to the destination.

Tratfic through the FC fabric 1s usually sent on some or all
of the ISLs based on the cost of each link (dynamically
determined by the switches). For example, the cost of each
link and paths of tlows 1n the FC fabric may be determined
using the known Fabric Shortest Path First (FSPF) routing
protocol. Sometimes, one flow may be able to traverse the FC
fabric via multiple equal-cost paths. During topology
changes in the FC fabric a change 1n the number of paths a
flow can take may result 1n out-of-order delivery of frames.

To avoid out-of-order delivery, packets in affected flows
need to be flushed after detecting a change 1n topology. For
example, tlushing packets may be performed by blocking
traffic of effected flows for a certain worst-case period of
time. One worst-case period of time may be the maximum
lifetime of a packet within a switch multiplied by hop counts
until the point of interest. Typically, a worst-case period of
time 1s about 500 ms. However, blocking traific for the worst-
case period of time can disrupt network operation as more
packets are dropped than necessary and network operation 1s
at least temporarily halted.

SUMMARY

Embodiments described herein relate to methods and appa-
ratus for providing in-order delivery for a Fibre Channel
fabric. Embodiments provide a method and apparatus for
determining whether a change 1n topology may result in out-
of-delivery. Embodiments also provide a flush frame protocol
to drain older frames from all effected queues and minimize
the time for which frames are dropped or blocked.

One embodiment includes a Fibre Channel (FC) switch
configured to provide in-order frame delivery following
changes to a network topology of an FC fabric. The switch
may include a routing protocol module configured to select
paths between the FC switch and a second switch 1n the FC
tabric. The routing protocol module may generally be con-
figured to perform an operation which includes determining
that a change in network topology of the FC fabric allows for
frames subsequently sent from the FC switch to the second
switch to be delivered out-of-order at a destination device.
And in response, obtaining, at the FC switch, a local interface
index and a remote 1nterface mndex for one or more affected
links between the FC switch and the second switch, perform-
ing a stop-on-mark on each affected link, and sending a flush
frame to the second switch for every afiected link. The flush
frame includes at least the remote interface index. Prior to
forwarding any frames to the second switch over the atffected
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links, the routing protocol module may be configured to wait
for one of (1) an acknowledgment frame from the second

switch and (11) the timer to expire.

In a particular embodiment, the operation may further
include draining any frames present in one or more virtual
output queues on the FC switch, where the virtual output
queues are 1dentified from the local interface index. Addition-
ally, determining that the change in network topology allows
for out-of-order delivery may include identitying (1) a change
in equal cost multi-path routes between the FC switch and the
second switch, (1) a first link coming up between the FC
switch and the second switch, where a previously detected
topology change 1s within a lifetime of a frame in the FC
fabric; and (111) a best-cost link going down. In response to
receiving the flush frame, the second switch may be config-
ured to i1dentily a source index, which may be derived from
the remote interface index in the flush frame, drain one or
more queues of the second switch referred by the source
index, and send the acknowledgment frame to the FC switch.

Another embodiment includes a method for a first switch in
a Fibre Channel (FC) fabric to provide in-order frame deliv-
ery. The method may generally include monitoring for
changes 1n a network topology of the FC fabric. Upon detect-
ing a change 1n the network topology, the first switch deter-
mines whether the detected change would allow for frames
subsequently sent from the first switch to a second switch to
be delivered out-of-order at a destination device. If so, the first
switch obtains a local interface index and a remote interface
index for one or more atfected links between the first switch
and the second switch drains any frames present 1n one or
more virtual output queues on the first switch. The virtual
output queues are identified from the local interface 1index.
The method may also include sending a flush frame to the
second switch for every affected link and initiating a timer.
Prior to forwarding any frames to the second switch over the
aifected links, the first switch waits for one of (1) an acknowl-
edgment frame from the second switch and (11) the timer to
expire.

Still another embodiment of the disclosure includes a com-
puter-readable storage medium containing a program, which,
when executed on a first switch 1n a Fibre Channel (FC) fabric
performs an operation to provide mn-order frame delivery. The
operation may generally include monitoring for changes 1n a
network topology of the FC fabric. Upon detecting a change
in the network topology, the first switch determines whether
the detected change would allow for frames subsequently sent
from the first switch to a second switch to be delivered out-
of-order at a destination device. If so, the first switch obtains
a local interface index and a remote interface index for one or
more affected links between the first switch and the second
switch drains any frames present 1n one or more virtual output
queues on the first switch. The virtual output queues are
identified from the local interface index. The operation may
also include sending a flush frame to the second switch for
every alfected link and initiating a timer. Prior to forwarding
any frames to the second switch over the affected links, the
first switch waits for one of (1) an acknowledgment frame
from the second switch and (11) the timer to expire.

BRIEF DESCRIPTION OF THE DRAWINGS

So that the manner in which the above-recited features of
the present disclosure can be understood in detail, a more
particular description of the disclosure, briefly summarized
above, may be had by reference to embodiments, some of
which are illustrated 1n the appended drawings. It i1s to be
noted, however, that the appended drawings illustrate only
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typical embodiments of this disclosure and are therefore not
to be considered limiting of 1ts scope, for the disclosure may

admuit to other equally effective embodiments.

FIG. 1 1s a block diagram illustrating an example Fibre
connection fabric, according to one embodiment.

FI1G. 2 1s a flow chart 1llustrating a method for performing,
in-order delivery 1n a FC fabric, according to one embodi-
ment.

FI1G. 3 1s a flow chart illustrating a method for determining,
whether a change 1n topology between two switches 1n a FC
fabric may cause out-of-order delivery, according to one
embodiment.

FI1G. 4 1s a flow chart illustrating a method for implement-
ing a flush frame mechanism, according to one embodiment.

FIG. 5 illustrates an example format for a flush frame,
according to one embodiment.

FIG. 6 1llustrates an example format for an acknowledge
frame, according to one embodiment.

FI1G. 7 1s a flow chart 1llustrating a finite state machine for
a sender switch, according to one embodiment.

FIG. 8 15 a flow chart 1llustrating a finite state machine for
a neighbor switch, according to one embodiment.

FIG. 9 1s a time-sequence diagram illustrating a scenario of
a Trame tlushing process, according to one embodiment.

DETAILED DESCRIPTION

Embodiments described herein relate to techniques for
reducing the number of frame-drops for data frames requiring
in-order delivery on a Fibre Channel fabric. Embodiments
provide methods and apparatus for determining whether a
change in topology may result i out-of-order delivery.
Embodiments also provide a protocol for draining older
frames from all affected queues and minimizing the time for
which frames are dropped or blocked.

When a topology change 1s detected, a sender switch deter-
mines whether the change 1s one which may lead to out-oi-
order delivery for data frames between the sender and a neigh-
bor switch. In one embodiment, the group of changes
includes, e.g., a change 1in number of equal cost multi-path
(ECMP); a link coming up between the sender switch and a
neighbor switch; and a best-cost link going down with no
alternate link. If the topology change 1s not one of the changes
which may result in out-ot-order delivery, network traffic 1s
not interrupted.

If the detected change belongs to a change 1n the group of
changes that would lead to out-of order delivery, a new set of
paths (N) 1s generated. In one embodiment, the FC fabric uses
Fabric Shortest Path First (FSPF) protocol. The new set of
paths (N) includes a new set of shortest paths generated after
the topology change 1s detected. The new set of paths (N) 1s
then evaluated against a current set of paths (O) to determine
whether the change may cause out-of-order delivery. If so, a
flush frame protocol 1s mitiated betfore the new set of paths
(N) 1s programmed to the sender switch to replace the current
set of paths (O).

The flush frame protocol may include obtaining local inter-
faces and remote interfaces of every atlected link, suspends
frame delivery by performing a stop-on-mark on every
alfected link 1n the sender switch, and sending a flush frame to
the neighbor switch for every affected link. The stop-on-mark
generally halts new tratfic and flushes already existing frames
from the queues for given destination (output) port. In one
embodiment, the flush frame comprises interface index and
other fields to 1dentity the flush frame.

Upon receiving a flush frame from the sender switch, the
neighbor switch may convert the interface index in the tflush
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frame to source index (SI), drains all the relevant queues for
the SI, then send an acknowledgement frame to the sender
switch. The acknowledgement frame identifies the corre-
sponding flush frame. In one embodiment, a single acknowl-
edgement frame may acknowledge multiple flush frames.
Upon recerving the acknowledgement frame, the sender
switch removes the stop-on-mark on ports of the affected link
and resumes {rame delivery.

The switching applications described herein may be dis-
tributed on a variety ol computer-readable storage media.
Additionally, the application programs described herein may
be distributed on a variety of computer-readable storage
media. Examples of computer-readable storage media
include, but are not limited to: (1) non-writable storage media
(e.g., read-only memory devices within a computer such as
CD-ROM disks readable by a CD-ROM drive) on which
information 1s permanently stored; (11) writable storage media
(e.g., floppy disks within a diskette drive or hard-disk drive)
on which alterable information is stored. For example, one
embodiment described herein includes a computer-readable
storage medium, contaiming a program, which, when
executed on a first switch 1n a Fibre channel (FC) fabric,
performs an operation to provide 1n-order frame delivery.

FIG. 11s aschematic block diagram illustrating an example
Fibre connection (FC) fabric 100, according to one embodi-
ment. As shown, the FC fabric 100 includes a two switch
cascaded Fibre Connection Architecture (FICON) topology
in native mode. In the native mode, FICON fabrics are at most
two node topologies. FIG. 1 illustrates paths from a source
105 to a target 106. All traffic from the source 105 goes
through a sender switch 101 and a neighbor switch 102 to
reach the target 106. The sender switch 101 and the neighbor
switch 102 are Fibre connection switches. However, such

traffic may follow two distinct paths.

As shown, the FC fabric 100 includes two inter-switch
links (ISL) 103 and 104. In one embodiment, ISL 103 and ISL
104 are of the same cost. That 1s, the routing cost for traific
from switch 101 to switch 102 1s generally the same. In one
embodiment, the ISLs 103 and 104 may be used for both load
balancing and redundancy for traffic flowing from switch 101
to switch 102. In another embodiment, the ISL. 103 and/or ISL
104 are port channels (aggregation of single inter-switch
links) and the traffic 1s load balanced across the port channels.

When ISL 103 and ISL 104 are both up, the FC fabric 100
has two equal cost multi-paths (ECMP) from the source 1035
to the target 106 and traflic from the target 103 to the target
106 1s load balanced over ISL 103 and ISL 104. When one of
ISL. 103 and ISL 104 1s down, all tratfic from the source 105
to the target 106 goes through the remaining ISL.

However, out-of-order delivery may result from either ISL
103 or ISL 104 going down or from either ISL 103 or 104
coming back up. For example, assume ISL 103 1s up and ISL
104 1s down. In such a case, all frames flow from the source
105 through ISL 103 to reach the target 106. When ISL 104
comes up, a route-selecting module 1n the sender switch 101
may detect an equal cost route to switch 102 over ISL 104.
And subsequently, the switch 101 may load-balance traific
between the ISLs 103 and 104. Some flows of the traffic
continue to be sent over ISL. 103 while other flows are sent
over ISL 104. This may result in newer frames of migrated
flows 1n ISL 104 getting ahead of older frames previously
queued 1n ISL 103. Embodiments disclosed herein provide
techniques for maintaining in-order delivery after changes in
the topology between two switches 1n an FC fabric such as the
one just described.

The same 1ssue may occur 1n the other direction for tratffic
flows from the neighbor switch 102 to the sender switch 101.
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Thus, although embodiments are described with respect to
traffic going from switch 101 to switch 102, one of skill 1n the
art will recognize that the techniques disclosed herein may be
applied to traffic from switch 102 to 101 as well as adapted for
more complex Fibre channel fabrics.

FI1G. 2 1s a flow chart illustrating a method 200 for perform-

ing in-order delivery in a FC fabric, according to one embodi-
ment.

At step 210, frames of one or more flows are sent from a
sender switch to a neighbor switch as part of routing traiffic
through an FC fabric. For example, traific may flow over

either ISL 103 or 104 connecting switch 101 and 102 of FIG.

1. Generally, a “tlow” refers to a related group of data frames
traversing the fabric from a source to a target. Further, as
noted, applications consuming some ftraffic flows may
assume that all traflic 1s delivered in-order, 1.e., that data
frames are delivered 1n the same sequence which they are
sent. During in-order delivery, frames associated with each
flow are transmitted from the sender switch to the neighbor
switch. Flows 1n the tratfic between the sender and neighbor

switches may be load balanced over equal-cost routing links
(e.g., ISL 103 and 104).

Atstep 220, a switch 1n a FC fabric monitors for changes in
topology. For example, a switch may i1dentify when a link
between 1tself and a peer switch comes up, goes down, or
changes port-channel membership. So long as no topology
changes are detected, data frames are delivered (1n-order)
without interruption. However, when a change 1s detected,
there 1in-order delivery can be disrupted.

At step 230, 1t 1s determined whether a detected change
may result 1 out-of-order delivery. For example, a routing
protocol module 1n the switch which detects the change in
topology may determine whether the detected change may
cause out-of-order delivery. If it 1s determined that the
detected change will not lead to out-of-order delivery, no
turther action 1s needed and in-order delivery from switch 101
to switch 102 can be performed without interruption.

In one embodiment, the process for evaluating whether a
change 1n topology may cause out-of-order delivery may be
performed in two phases. First, the detected topological
change 1s examined to determine whether 1t belongs to a
group of events that may cause out-of-order delivery. If so, the
routing protocol module in the sender switch further deter-
mines whether a set of local interfaces leading towards a
destination has changed in a way that can result 1n frames
being delivered out-of-order. One embodiment of a method
for performing step 230 is 1llustrated 1n FIG. 3.

If 1t 1s determined that a change 1n network topology will
not cause out-of-order delivery, frame delivery continues
without interruption. Otherwise, however, at step 240, a flush
frame mechanism 1s 1nvoked. As described in greater detail
herein, the flush frame mechanism may generally include
performing a stop-on-mark on all affected local interfaces in
the sender switch, draiming virtual output queues (VOQs) on
cach such interface, and sending flush frames to remote inter-
faces on a neighbor switch of the affected link. Additionally,
new routes generated after the topological change may be
applied to the switch’s routing information base (RIB). FIG.
4, described below, illustrates an embodiment of a flush frame
mechanism.

At step 250, the sender switch waits for a message indicat-
ing that the neighbor switch has flushed frames from each
alfected interface, up to an amount of time equal to the maxi-
mum Irame lifetime. Once the sender switch receives an
acknowledgement frame for each flush frame sent (or times
out), new routes are used in the resumed delivery.
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FIG. 3 1s a flow chart 1llustrating a method 300 for deter-
mining whether a change 1n topology between two switches
in a FC fabric may cause out-of-order delivery, according to
one embodiment. The method 300 may be performed 1n step
230 of the method 200 of FIG. 2. At steps 320, 330 and 340,
the change 1n network topology 1s evaluated to determine
whether 1t 1s a type of change that may result in out-of-order
frame delivery. The group of events may be predetermined
according to topology of the FC fabric and/or the routing
module used 1n the FC fabric.

For example, the FC fabric may deliver frames using the
Fabric Shortest Path First (FSPF) protocol. The FSPF proto-
col tracks the state of the links on all switches 1n a FC fabric
and associates a cost with each link. The FSPF protocol
computes paths from a switch to all other switches in the FC
tabric by adding the cost of all the links traversed by the path
and choosing the path that minimizes the cost. In such an FC
fabric, events which may cause out-of-order delivery include
(1) a change 1n equal cost multi-path (ECMP), such as a new
ECMP comes up or one or more ECMPs go down; (2) a link
comes up between two switches and a previous change
occurred within a frame lifetime; and (3) a “best-cost” link
goes down and there are alternate (costlier) links.

I1 1t 1s decided that a particular topology change 1s not one
of the events listed 1n steps 320, 330, and 340, the method 300
ends at step 390 without interrupting frame delivery in the FC
tabric. Thus, steps 320, 330, and 340 reduce interruptions and
frame drops by 1gnoring topology changes that are not a
source of out-of-order delivery. For example, when a first link
between two switches comes up after no link was present
between the two switches during a frame lifetime, frames
delivered from the first link will not be out-of-order since
there are not any residual frames 1n virtual output queues
(VOQs) of the sender switch and the neighbor switch.

Otherwise, 1f one of the events reflected 1n steps 320, 330
and 340 has occurred, then at step 350 a new set of routes may
be computed using the routing protocol (e.g., FSPF) taking
into account the changed topology. In one embodiment, a new
set of local interfaces N 1n the sender switch towards all
destinations reachable through the neighbor switch 1s gener-
ated from the new set of routes.

At step 360, the new set of local interfaces (N) 1s compared
with a current set of local interfaces (O) towards all destina-
tions reachable through the neighbor switch to determine
whether the detected change may cause out-of-order delivery.
The current set of local interfaces (O) 1s associated with a set
of paths currently used by the sender switch.

In one embodiment, the sets (IN) and (O) are evaluated to
determine whether out-of-order delivery may occur. For
example, 1n one embodiment, (N) and (O) are evaluated using
the following logical expression:

[N=O&E&O=1 } ]| [N={ } &&O={ } &&N .~ O <a life-
time of a frame]

Where N.-1s the time when N 1s generated, O 1s the time of
when O 1s generated, & & denotes logical AND, and || denotes
logical OR. For FSPF protocol, out-of-order delivery may
occur when the logical expression evaluates to “true.”” In
particular, the logical expression 1s true when N and O are
different and O 1s not empty or when N 1s not empty and N and
O were generated within a lifetime of a frame 11 O 1s empty. If
either condition 1s true, then out-of-order frame delivery 1s
possible.

I1 so, then at step 370, a flush frame mechanism 1s 1mitiated.
However, 11 1t 1s determined that out-of-order delivery will not
occur, then at step 380 new set of routes may be programmed
into the sender switch for subsequent in-order delivery.
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FI1G. 4 1s a flow chart illustrating a method 400 for imple-
menting a flush frame mechanism, according to one embodi-
ment. At step 410, the Routing Information Base (RIB) mod-
ule of the sender switch recetves an indication that an out-oi-
order delivery may occur. In one embodiment, the indication
may be sent from FSPF module on sender switch. In one
embodiment, the indication to RIB includes a list of local and
remote interfaces of all links connected to the neighbor
switch. Thelocal and remote interfaces may be determined by
the routing protocol, such as FSPF.

At step 420, the sender switch stops flows for all ports
connected to the neighbor switch through links atfected by
the topology change. In one embodiment, stopping the flows
of affected links comprises performing stop-on-mark for all
ports connected to the neighbor switch of the affected links.
The RIB and Forwarding Information Base (FIB) of the
sender switch converts the local interface indices to destina-
tion indices (DI) and drain all VOQs for the DI. The RIB also
starts a lifetime timer for the instance of the topology change.

At step 430, the sender switch sends a flush frame to the
neighbor switch for every active link. This flush frame
includes a remote 11_index and other fields to 1dentity the
particular flush frame. In one embodiment, a flush frame 1s
sent on every active link 1n the new set of local interfaces N 1n
the sender switch towards all destinations reachable through
the neighbor switch.

When the change 1n network topology 1s that of a link going
down, 1t 1s not possible to send a flush frame through that link.
Accordingly, 1n one embodiment, the sender switch sends out
a proxy tlush frame for the 1in-active link on any of the active
links.

FIG. 5 provides an example of a format for a flush frame,
according to one embodiment. Illustratively, the example for-
mat mcludes the following fields:

SW_ILS Command Code, which contains a vendor spe-
cific command code. This command code may be one of
the unused values between 0x70000000-0x7D000000
or 0x90000000-0x9F000000.

Protocol Instance Discriminator 1s a 16 bit unique identifier
for a given instance for the flush protocol. Protocol
Instance Discriminator 1s 1dentical for Flush Frames sent
on all links 1n set N associated with a particular change
in network topology.

Class of service bits 1s 4 bt field specifying a priority of the
VOQ from which this Flush Frame was sent. For
example, 1 Cisco’s MDS architecture, there are four
VOQs for a given output port. Hence four flush frames
are needed for each output port. This Class of service bits
field i1dentifies the four flush frames sent out from the
same port.

Sub Request Discriminator 1s 12 bit field identifies every
Flush Frame that sent for a given Protocol Instance Dis-
criminator.

Remote IF-INDEX is the local interface index (1f_index) of
the neighbor port on which this flush frame 1s sent. In
case ol proxy flush frame, Remote IF-INDEX represents
iI_1ndex of the remote port for which this proxy flush
frame 1s being sent.

Referring back to FIG. 4, at step 440, the neighbor switch
receives a flush frame on an active link. At step 450, the
neighbor switch converts the Remote IF-INDEX 1n the pay-
load of the flush frame to a source index (SI). In step 460, an
RIB of the neighbor switch sends a message to an FIB of the
neighbor switch to drain all the relevant queues for the SI and
the FIB replies back to the RIB after draining.

In step 470, RIB of the neighbor switch sends an acknowl-

edgment message (ACK) containing the same protocol dis-
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criminator and frame i1dentifier as 1n the recerved tlush frame
message. In short, neighbor switch acts as a server servicing
request to flush SI for 1f_indices given by a client, the sender
switch.

To improve scalability, neighbor switch may use 1ts asso-
ciated RIB to gather flush frame messages across several links
and send a single message to a FIB. Moreover, ACK frame
format, described 1n FIG. 6, allows for single ACK frame to
acknowledge multiple flush frames. The neighbor switch
need not send one ACK frame for each flush frame: instead,
the neighbor switch can acknowledge all received flush
frames with a single ACK frame.

FIG. 6 provides an example format for an acknowledge
frame, according to one embodiment. Illustratively, the
example format includes the following fields:

SW_ILS Command Code 1s the first word of the ACK

frame and contains a vendor specific command code.

This command code 1s one of the unused values between
0x70000000-0x7D000000 or 0x90000000-

Ox9F000000. This value should be different from the
SW _ILS Command Code used in flush frame of FIG. 5.

Number of Frames Acknowledged denotes the number of
Flush Frames this ACK frame 1s acknowledging. As
mentioned earlier, a single ACK frame can acknowledge
multiple Flush Frames.

Protocol Instance Discriminator identifies imstance of pro-
tocol to which this ACK message belongs. This value
was obtained from the flush frame received from the
sender switch.

Class of service bits 1s 4 bit field specifies priority of the
VOQ from which flush frame was sent. This value was
obtained from the flush frames received from the sender
switch.

Sub Request Discriminator 1s 12 bit field identifies every

flush frame that i1s being sent for a given Protocol

Instance Discriminator. This value was obtained from

the flush frame receirved from the sender switch.

Protocol Instance Discriminator, Class of Service bits &

Sub Request Discriminator form a tuple. There 1s one
tuple for every flush frame that i1s being acknowledged
by the ACK frame. In other words, the number of these
tuples should be equal to the value in Number of Frames
Acknowledged field.

Referring back to FIG. 4, 1n step 480, the sender switch
waits for an ACK message from the neighbor switch or for a
timer to expire. At step 490, the sender switch resumes send-
ing frames after receiving acknowledgment frame from the
neighbor switch or expiration of the frame lifetime timer.

FIGS. 7 and 8 illustrate example finite state machines
(FSM) for a sender and a neighbor switch for carrying out the
flush frame protocol according to on embodiment. Because
cach switch 1s both a sender switch and a neighbor switch

depending on flow of traific, every switch implements both a
sender FSM and a neighbor FSM.

As shown in FIG. 7, a finite state machine (FSM) 500 for a
sender switch, includes three states, 1dle state 510, VOQ drain
wait state 520 and acknowledge wait state 530.

Transition 511 corresponds to the sender RIB receiving an
indication that a topology change 1s detected and the sender
FSM 500 changing from the 1dle state 510 to VOQ drain wait
state 520. Transition 511 also corresponds to the sender RIB
starting a frame lifetime timer, sending message to aifected
linecards requesting them to perform stop-on-mark and drain
VOQs 1n the affected DI.

Transition 521 corresponds to the sender RIB receiving a
drain complete message from linecards and the sender FSM
500 changing from VOQ drain wait state 520 to an ACK wait




US 8,154,990 B2

9

state 530. Transition 321 also corresponds to the sender
switch sending a flush frame to a neighbor switch.

Transition 522 corresponds to the frame lifetime timer
expiring and the sender FSM 500 changing from VOQ drain
wait state 520 to an 1dle state 510. Transition 522 also corre-
sponds to the sender switch cleaning up, aborting the flush
frame protocol, and restarting traflic (again, following the
expiration of the frame-lifetime time).

Transition 523 corresponds to the sender switch recerving,
a message of draining failure and the sender FSM 500 chang-
ing from VOQ Drain Wait state 520 to idle state 510. Transi-
tion 523 also corresponds to the sender switch logging errors
in draining, aborting the flush frame protocol and waiting for
expiration of frame lifetime timer to restart traffic.

Transition 531 corresponds to the sender switch receiving,
an acknowledge frame (1.e., an ACK message) from the
neighbor switch and the sender FSM 500 changing from ACK
wait state 530 to the idle state 510. Transition 331 also cor-
responds to the sender switch cleaning up and restarting traf-
fic.

Transition 332 corresponds to expiration of the frame life-
time timer and the sender FSM 500 changing from ACK wait
state 530 to the idle state 510. Transition 531 also corresponds
to the sender switch cleaning up and aborting flush frame
protocol, and restarting traific.

FIG. 8 1s a flow chart 1llustrating a finite state machine 600
for a neighbor switch, according to one embodiment. The
neighbor FSM 600 has two states, 1dle state 610, VOQ drain
wait state 620.

Transition 611 corresponds to the neighbor switch recerv-
ing a tlush frame from a sender switch and the neighbor FSM
600 changing from an 1dle state 610 to a VOQ drain wait state
620. Transition 611 also corresponds to the neighbor RIB
sending message to atlected linecards requesting them to
perform stop-on-mark and drain relevant queues i1n the
alfected Sls.

Transition 621 corresponds to the neighbor switch recerv-
ing a drain complete message from linecards and the neighbor
FSM 600 changing from VOQ drain wait state 620 to 1dle
state 610. That 1s, transition 621 corresponds to the completed
draming of frames on a given output queue following the
receipt of a flush frame message. Transition 621 also corre-
sponds to the neighbor switch sending an ACK frame to the
sender switch and performing any associated clean up.

Transition 622 corresponds to the neighbor switch recerv-
ing a drain failled message from linecards and the neighbor
FSM 600 changing from the VOQ drain wait state 620 to the
idle state 610. Transition 622 also corresponds to the neighbor
switch logging draining errors, cleaning up and aborting the
protocol.

Transition 623 corresponds to expiration of frame lifetime
timer and the neighbor FSM 600 changing from the VOQ
drain wait state 620 to the 1dle state 610. Transition 623 also
corresponds to the neighbor switch cleaning up and aborting
the protocol.

FIG. 9 1s a time-sequence diagram illustrating a scenario of
a frame flushing process, according to one embodiment. In
this example, a switch 101 1s connected to a switch 102 using
two ISL links (labeled ISLL1 and ISL2). Additionally, 1t 1s
presumed the switch 101 and 102 may be connected to other
switching infrastructure elements in an FC Fabric, and that at
least some elements of the fabric are connected to endpoints,
¢.g., a source and target for a SCSI write operation where
commands need to be delivered 1n-order to the target.

Attime T0, the sender switch 101 performs n-order deliv-
ery to the neighbor switch 102 through inter-switch link ISL1.
There 1s another inter-switch link ISL2 between the sender
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switch 10 and the neighbor switch 102. ISL1 and ISL2 have
the same the same cost. However, at T0, ISL.2 1s down.

At time T1, ISL2 comes up and the sender switch 101
detects this change in network topology.

At time T2, the routing protocol module 1n the sender
switch 101 determines whether the change 1n topology may
cause out-of-order delivery. In one embodiment, the method
300 of FIG. 3 may be used to determine whether an out-oi-
order delivery may occur.

At time T3, the sender switch 101 confirms that the change
in topology 1s one that may result 1n out-of-order delivery. In
response, the sender switch 101 stops traffic to the neighbor
switch (e.g., performs a stop-on-mark on the outgoing inter-
faces), mmitiates a timer, and drains destination 1ndex corre-
sponding to ISL1.

At time T4, the sender switch 101 sends flush frames to the
neighbor switch 102 via ISL1. At time T35, the neighbor
switch 102 recerves the flush frame, and in response, and
drains the related source index. That 1s, the neighbor switch
102 drains all output queues that may have traific from sender
switch 101 that could result 1n frames being delivered out-oi-
order 11 tratfic were to begin flowing over ISL2. Once drained,
the neighbor switch 102 then sends an ACK frame to the
sender switch 101.

At time T6, the new routes (in this example, the ISL2 link
between switch 101 and 102) are programmed 1n to the RIB of
the sender switch 101, and the sender switch 101 restarts
traffic by sending traific frames via both ISLL1 and ISL2. In
one embodiment, traffic may be load-balanced between ISL1
and ISL.2. Similarly, 1f the timer expires on sender switch 101
betfore receiving an ACK frame, meaning that enough time
has elapsed to guarantee that any frames sent from switch 101
have been delivered (or otherwise dropped), then the sender
switch programs the new routes 1n its RIB and begins routing
traffic over both ISLL1 and ISL2.

Advantageously, embodiments described herein provide a
protocol between two or more switches which achieves the
draining of older traific from all the queues to guarantee
in-order frame delivery and minimize the time for which
frames are dropped or blocked following certain changes 1n
network topology.

While the foregoing 1s directed to embodiments of the
present disclosure, other and further embodiments of the dis-
closure may be devised without departing from the basic
scope thereof, and the scope thereof 1s determined by the
claims that follow.

What 1s claimed 1s:

1. A Fibre channel (FC) switch configured to provide in-
order frame delivery following changes to a network topol-
ogy of an FC fabric, the FC switch comprising;:

a processor configured to execute a routing protocol mod-
ule configured to select network paths connecting the FC
switch and a second switch 1n the FC fabric, wherein the
routing protocol module 1s configured to perform an
operation, the operation comprising;:
upon determining that a detected change in network

topology of the FC fabric allows for in-order frames

subsequently sent from the FC switch to the second

switch 1n the FC fabric to be delivered out-of-order at

a destination device:

obtaining, from a memory on the FC switch, a local
interface index and a remote interface index for one
or more links connecting the FC switch and the
second switch, the one or more links affected by the
detected change in network topology,

performing a stop-on-mark on each of the one or more

affected links,
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sending a flush frame to the second switch for each of

the one or more atfected links, wherein the flush
frame 1ncludes at least the remote interface index,

imitiating a timer, and

preventing any of the mn-order frames from being for-
warded to the second switch over the one or more
affected links, until either (1) receiving an acknowl-
edgment frame from the second switch or (11) the
timer expires.

2. The FC switch of claim 1, wherein the operation further
comprises, draining any frames present in one or more virtual
output queues on the FC switch, wherein the virtual output
queues are 1dentified from the local interface index.

3. The FC switch of claim 1, wherein determining the
detected change allows for frames to be delivered out-oi-
order at the destination device comprises determining
whether the change in network topology comprises at least
one of:

a change 1n equal cost multi-path routes between the FC

switch and the second switch;

a first link coming up between the FC switch and the
second switch, and a previously detected change 1s
within a lifetime of a frame 1n the FC fabric; and

a best-cost link going down.

4. The FC switch of claim 1, wherein determining whether
the detected change allows for frames to be delivered out-oi-
order at the destination device further comprises:

generating a new set of local interfaces N from a new set of
routes 1n the FC switch;

evaluating a predicate of the new set of local interfaces N
and a set of current local interfaces O from a set of
current routes programmed 1n the FC switch, wherein 1f
the predicate 1s true, the detected change allows for
out-of-order delivery, wherein the predicate 1s:

[N2O&& O=1 } ]| [N=2{ } & & O={ } & &N — O;<a life-
time of a frame],

wherein NT 1s the time when N 1s generated, O -1s the time of
when O is generated, {} denotes an empty set, && denotes
logical AND), and || denotes logical OR.

5. The FC switch of claim 1, wherein the operation further
comprises programming the new set of routes N 1nto a routing
information base (RIB) of the FC switch.

6. The FC switch of claim 1, wherein the second switch 1s
configured to:

upon recerving the flush frame, 1dentify a source index for

the second switch, wherein the source index 1s derived

from the remote interface index in the flush frame;
drain one or more virtual output queues of the second

switch referred to by the source index; and
send the acknowledgment frame to the FC switch.

7. The FC switch of claim 6, further comprising, receiving,
at the FC switch, the acknowledgment frame.

8. The FC switch of claim 1, wherein sending a flush frame
to the second switch comprises:

sending the flush frame to the second switch on every
affected link that 1s active; and
sending the proxy flush frame to at least a third switch for

every affected link between the FC switch and the sec-

ond switch that i1s inactive, wherein the proxy flush
frame 1s addressed to the second switch.

9. A method, comprising:

monitoring, by a first Fibre Channel (FC) switch, for
changes in a network topology of a Fibre Channel (FC)
fabric in which the first FC switch 1s participating;

upon detecting a change 1n the network topology, deter-
mining whether the detected change would allow for
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frames subsequently sent from a first switch to a second
switch to be delivered out-of-order at a destination
device; and

upon determining that the detected change allows for
frames to be delivered out-of-order at the destination
device:

obtaining, from a memory on the FC switch, a local
interface index and a remote 1interface index for one or
more links connecting the FC switch and the second
switch, the one or more links affected by the detected
change 1n network topology,

draining any frames present 1n one or more virtual output
queues on the first switch, wherein the virtual output
queues are 1dentified from the local interface index,

performing a stop-on-mark on each of the one or more
affected links,

sending a flush frame to the second switch for each of the
one or more affected links, wherein the flush frame
includes at least the remote interface index,

initiating a timer, and

preventing any frames requiring in-order delivery from
being forwarded to the second switch over the one or
more alfected links, until erther (1) receiving an
acknowledgment frame from the second switch or (11)
the timer expires.

10. The method of claim 9, wherein determining whether
the detected change allows for frames to be delivered out-oi-
order at the destination device comprises determining
whether the detected change comprises at least one of:

a change 1n equal cost multi-path routes between the first

switch and the second switch;

a first link coming up between the first switch and the
second switch, and a previously detected change 1s
within a lifetime of a frame 1n the FC fabric; and

a best-cost link going down.

11. The method of claim 10, wherein determining whether
the detected change allows for frames to be delivered out-oi-
order at the destination device further comprises:

generating a new set of local interfaces N from a new set of
routes 1n the first switch;

evaluating a predicate of the new set of local interfaces N
and a set of current local interfaces O from a set of
current routes programmed 1n the first switch, wherein 1f
the predicate 1s true, the detected change allows for
out-of-order delivery, wherein the predicate 1s:

[N=O&E&O=1 } ]| [N=2{ } &&O={ } &&N ~ O < a life-
time of a frame],

wherein NT 1s the time when N 1s generated, O -1s the time of
when O is generated, {} denotes an empty set, && denotes
logical AND, and || denotes logical OR.

12. The method of claim 11, further comprising program-
ming the new set of routes N 1nto a routing information base
(RIB) of the first switch.

13. The method of claim 10, wherein the second switch 1s
configured to:

upon recerving the flush frame, identity a source index for

the second switch, wherein the source index 1s derived

from the remote interface index in the flush frame;
drain one or more virtual output queues of the second

switch referred to by the source index; and
send the acknowledgment frame to the FC swatch.

14. The method of claim 13, further comprising, receiving,
at the first switch, the acknowledgment frame.

15. The method of claim 10, wherein sending a flush frame
to the second switch comprises:
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sending the flush frame to the second switch on every
affected link that 1s active; and

sending a proxy flush frame to at least a third switch for

every affected link between the first and second switch
that 1s 1nactive, wherein the proxy flush frame 1is
addressed to the second switch.

16. A non-transitory computer-readable storage medium,
contaiming instructions, which, when executed by a first
switch 1n a Fibre channel (FC) fabric performs at least the
following;:

monitoring for changes 1 a network topology of the FC

fabric;

upon detecting a change 1n the network topology, deter-

mining whether the detected change would allow for
in-order frames subsequently sent from the first switch
to a second switch to be delivered out-of-order at a
destination device; and

upon determiming that the detected change allows for

frames to be delivered out-of-order at the destination

device:

obtaining, from a memory on the FC switch, a local
interface index and a remote 1interface index for one or
more links connecting the FC switch and the second
switch, the one or more links affected by the detected
change 1n network topology,

draining any frames present in one or more virtual output
queues on the first switch, wherein the virtual output
queues are 1dentified from the local interface index,

performing a stop-on-mark on each of the one or more
affected links, and

sending a tlush frame to the second switch for every each
of the one or more affected links, wherein the flush
frame 1includes at least the remote interface index,

initiating a timer, and

preventing any of the in-order frames from forwarding
to the second switch over the one or more affected

links, until either (1) recerving an acknowledgment
frame from the second switch or (11) the timer expires.

17. The non-transitory computer-readable storage medium

of claim 16, wherein determiming whether the detected
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change allows for frames to be delivered out-of-order at the
destination device comprises determining whether the
detected change comprises at least one of:

a change 1n equal cost multi-path routes between the first
switch and the second switch;

a first link coming up between the first switch and the
second switch, and a previously detected change 1s
within a lifetime of a frame 1n the FC fabric; and

a best-cost link going down.

18. The non-transitory computer-readable storage medium
of claam 16, wherein determiming whether the detected
change allows for frames to be delivered out-of-order at the
destination device further comprises:

generating a new set of local interfaces N from a new set of
routes 1n the first switch;

evaluating a predicate of the new set of local interfaces N
and a set of current local interfaces O from a set of
current routes programmed 1n the first switch, wherein 1f
the predicate 1s true, the detected change allows for
out-of-order delivery, wherein the predicate 1s:

[N=O&E&O=1 } || [N={ } &&O={ } &&N 1~ O < a life-
time of a frame],

wherein N . 1s the time when N 1s generated, O.-1s the time of
when O is generated, {} denotes an empty set, && denotes
logical AND, and || denotes logical OR.

19. The non-transitory computer-readable storage medium
of claim 18, wherein the operation further comprises, pro-
gramming the new set of routes N 1nto a routing information
base (RIB) of the first switch.

20. The non-transitory computer-readable storage medium
of claim 16, wherein the second switch 1s configured to:
upon recerving the flush frame:

identily a source index for the second switch, wherein

the source index 1s derived from the remote interface
index 1n the flush frame,

drain one or more virtual output queues of the second

switch referred to by the source index, and

send the acknowledgment frame to the FC switch.
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