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POWLERLINE NETWORK BRIDGING
CONGESTION CONTROL

BACKGROUND

The invention relates generally to network congestion and
flow control.

In a bridged network environment, two networks are inter-
connected by either a bridge (or a router). When one network
transmits 1nto the other network, the bridge stores the traific
from that network 1n buifers until the bridge has an opportu-
nity to transmit the buifered traffic into the other network.
Typically, when the buffers in the bridge reach a certain
threshold of fullness, 1.e., when congestion occurs, e.g.,
because the transmitting network 1s operating at a higher
speed than the other (receirving) network or the receiving
network 1s heavily congested, the bridge uses one of two
techniques to “tlow control” further traffic that the transmait-
ting network wishes to transmit to the other network. First, the
bridge can transmit to the transmitting network a frame hav-
ing an 1llegally long length. Such transmission has the etlect
of slowing down the tra

fic from that network, giving the
bridge time to unload its buifers. Second, the bridge can
transmit a “jam packet” 1n response to a frame from a node in
the transmitting network, thus causing that node to re-trans-
mit using its exponential back-oif algorithm. Again, the et

ect
on the bridge being that the bridge has gained time to unload
its butfers.

In powerline network applications, however, these tech-
niques are problematic. Current powerline modem device
implementations discard any “illegally long” frame from the
bridge because the length of that frame exceeds a defined
maximum length. Also, the transmitted jam packet is too short
in length to be received by any device on a power line net-
work. Thus, both techniques have no etfect on tlow control of
the transmitting network when the transmitting network 1s a
powerline network.

SUMMARY

In one aspect, the invention provides methods and appara-
tus, including computer program products, for performing,
flow control 1n a network. The methods include: (1) detecting
receipt of a jam packet from a bridge device in response to an
attempt to transmit a frame received from a node in a network
of nodes to the bridge device; and (11) for a predetermined
time 1nterval, causing a fail response to be transmitted to the
network for the frame and any subsequent frames transmitted
by any of the nodes when such frames are of the type for
which a response 1s expected.

Embodiments of the invention may include one or more of
the following features.

Causing the fail response to be transmitted to the network
can include asserting a fail response override signal when the
receipt of the jam packet 1s detected, setting a fail response
override timer to time the predetermined time interval and
de-asserting the fail response override signal upon expiration
of the fail response override signal.

Causing the fail response to be transmitted to the network
can further include determiming 11 a frame transmitted by one
of the nodes 1s a unicast frame for which a response 1is
expected and determining i1 the fail response override signal
1s asserted.

A fail response can be transmitted 11 1t 1s determined that
the frame 1s a unicast frame for which a response 1s expected
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2

and that the fail response override signal 1s asserted. Other-
wise, a response can be sent 1n accordance with ARQ proto-
col.

-

I'he network of nodes can be a powerline network.
The nodes 1n the network can operate according to Home-
Plug 1.0 Specification protocols.

The jam packet can be recerved over a Media Independent
Interface bus.

The bridge device can be a host computer that executes a
bridge application.

Particular implementations of the mvention may provide
one or more of the following advantages.

The fail response override mechamism allows the bridge
device the time to mitigate the congestion conditions that
gave rise 1o the transmission of the jam packet. It 1s particu-
larly useful 1n a powerline network, as the jam packet might
be dropped (thus having no impact on tlow control) or, 11 1t 1s
transmitted onto the powerline network, still having no etffect
on flow control as 1t may be too short to be received.

Other features and advantages of the invention will be
apparent from the following detailed description and from the

claims.

DESCRIPTION OF DRAWINGS

FIG. 1 1s an exemplary network topology 1n which an
Ethernet network 1s coupled to a powerline network by an
Ethernet-to-powerline bridge device.

FI1G. 2 1s a detailed depiction of the bridge device of FIG. 1.

FIG. 3 1s a block diagram of a powerline media access
control (MAC) unit residing 1n the bridge device of FIG. 2.

FIGS. 4A and 4B are tlow diagrams illustrating processes
of a link sequencer (in the powerline MAC unit of FI1G. 3) that
control a FAIL response override mechanism responsive to
“7am” packets by a host unit within the bridge device (of FIG.
2).

FIG. 5 15 a flow diagram of a receive (RX) process (in the
powerline MAC unit of FIG. 3) that uses the FAIL response
override mechanism during packet receive operations to
cifect flow control of traffic being sent by the powerline
network to the Ethernet network.

DETAILED DESCRIPTION

Referring to FIG. 1, 1n a bridged network environment 10,
a first network 12, shown as a powerline (“PL”’) network, 1s
coupled to a second network 14, shown as an Ethernet net-
work, via a bridge device 16. The bridge device 16 1s illus-
trated as a desktop node, which appears as a node on both
networks 12 and 14. Connected to the desktop node 16 are
various peripheral devices, such as a scanner 17a and an
optical drive 17b, as shown. In the example shown, the PL
network 12 includes one or more PL network nodes, includ-
ing the bridge device 16 and a PL network node 18 (also
shown as a desktop node), connected to a PL transmission
medium 20. The Ethernet network 14 includes an Ethernet
network node 22 (shown as a desktop computer) as well as the
bridge device 16 connected to an Ethernet transmission
medium 24. The network 14 can include other nodes as well.
In addition, the network 14 can include devices such as a laser
printer 26, as shown. The bridge device 16, which serves as an
Ethernet-to-PL bridge, 1s implemented as a desktop computer
node and therefore supports both host and bridging applica-
tions, as well as appropriate functionality for mterfacing to
the Ethernet and PL networks (networks 14 and 12, respec-
tively), as will be described. It will be appreciated, however,
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that the bridge device 16 may be a standalone bridge device or
a bridge device that 1s coupled to a host computer.

In the environment 10, the first network 12 transmits traffic
through the bridge device 16 to the second network 14. When
the first network 12 transmits 1nto the second network 14, the
bridge device 16 stores the traffic from the first network 12 in
butlers until the bridge device 16 has an opportunity to trans-
mit the buffered tratfic mto the second network 14. The sec-
ond network 14 may be operating at a lower speed than the
first network 12 or become heavily congested. Under such
conditions, the bridge device 16 may be unable to empty 1ts
butlers fast enough to accommodates incoming traific from
the first network 12. If the brldge device 16 1s unable to empty
its builers and the builers 1n the bridge device 16 reach a
certain threshold of fullness, the bridge device itself becomes
congested and exerts back pressure on the first network 12.

Referring to FIG. 2, details of the bridge device 16 are
shown. The bridge device 16 includes a host unit 30 that 1s
coupled to the power line 20 through a PL. modem 32 and 1s
turther coupled to the Ethernet 24 through an 802.3 PHY
device 34. The host unit 30 supports one or more host appli-
cations 36. Also residing on the host unit 30 i1s a bridge
application 38 and transmit (TX)/recerve (RX) butilers 40 for
storing packets being transferred between the networks 12, 14
by the bridge application 38. The PL modem 32 includes a
media access control (MAC) unit 42 connected to the host
unit 30 by a first data intertace 43, a physical layer (PHY ) unait
44 connected to the MAC unit 42 by a MAC-to-PHY I/O bus
46 and an analog front-end (AFE) unit 48. The AFE unit 48
connects to the PHY unit 44 by separate AFE input lines 50q
and output lines 505b,as well as connects to the transmission
medium 20 by an AFE-to-PL interface or coupler 52.

The host unit 30 1s intended to represent any device that
uses one of the units 32, 34 to communicate with any node on
the PL network 12 or the Ethernet network 14. Preferrably,
the host unit 30 1s coupled to both of units 32, 34 by a Media
Independent Interface (MII) compatible bus. That is, the host
unit 30 1s connected to the PL. modem 32 by a first MII bus 54
and 1s connected to the PHY unit 34 by a second MII bus 56.
The first MII bus 54 includes separate TX and RX lines 54a
and 54b, respectively. Likewise, the second MII bus 56
includes TX and RX lines 56a and 565, respectively.
the units 32, 34 includes a MII bus interface, respective inter-
faces 43 and 60.

In the embodiment shown, the host unit 30 further includes
an 802.3 MAC device with an MII interface 62. It will be
appreciated that the 802.3 MAC portion of the unit 62 could
be integrated with the PHY unit 34. Because the 802.3 MAC
and PHY functionality can be partitioned in different ways,
the actual implementation of units 62 and 34 may be a matter
of design choice or driven by the choice of particular com-
mercially available Ethernet chips, e.g., a MAC controller
chip with a built-in MII interface, or separate MAC and PHY
chips with integrated MII interfaces.

With reference to the P modem 32, preferably the MAC
unit 42 and PHY unit 44 may conform to the Open System
Interconnect (OSI) Model. More particularly, the MAC unait
42 may conform to the OSI Model’s data link MAC sublayer
and the PHY layer unit 44 to the OSI Model’s physical layer.
The MAC umt 42 performs data encapsulation/decapsula-
tion, as well as media access management for transmit (1X)
and receive (RX) functions. Preferably, the MAC unit 42
employs a collision avoidance medium access control scheme
like carrier sense multiple access with collision avoidance
(CSMA/CA) as described by the IEEE 802.11 standard,
although other suitable MAC protocols of the collision avoid-
ance type or other MAC protocol types may be used. The
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MAC unit 42 also provides Automatic Repeat request (ARQ)
protocol support. The PHY unit 44 performs transmit encod-
ing and receive decoding, modulation/demodulation, among
other functions.

The unit of commumnication exchanged between nodes 1s 1n
the form of a protocol data unit (“PDU™), also referred to as a
packet or frame. The PDU may include data, 1.e., payload (or
MAC frame), in conjunction with a delimiter, or a delimiter
by 1tself. The delimiter 1s a combination of preamble and
frame control information. A MAC Service Data Unait
(MSDU) refers to any information that the MAC unit 42 has
been tasked to transport by upper protocol layers (e.g., OSI
layers to which the OSI MAC layer provides services), along
with any management information supplied by the MAC unit
42. The payload has a maximum length in time (for latency
considerations) and a varying byte capacity determined by
length and channel conditions. Therefore, the payload may
have the capacity to contain an entire MSDU or only a seg-
ment of the MSDU.

Preferably, packets are transmitted and received by the
PHY layer unit 44, as well as processed by the MAC unit 42,
in accordance with techniques and formats described 1n U.S.
Pat. No. 6,397,368, entitled “Forward Error Correction With
Channel Estimation,” in the name of Lawrence W. Yonge I11 et
al., U.S. Pat. No. 6,442,129 entitled “Enhanced Channel Esti-
mation,” in the name of Lawrence W. Yonge Ill etal., U.S. Pat.

No. 6,289,000, entitled “Frame Control E

Encoder/Decoder for
Robust OFDM Frame Transmissions,” in the name of
Lawrence W. Yonge III, co-pending U.S. patent application
Ser. No. 09/632,303, entitled “Media Access Control Proto-
col With Priority and Contention-Free Intervals,” in the name

of Lawrence W. Yonge III, co-pending U.S. patent application
Ser. No. 10/180,175, entitled “A Communication Buffer

Scheme Optimized for VOIP, QOS and Data Networking
Over a Power Line,” 1n the name of James Philip Patella
etal., U.S. Pat. No. 6,278,685, entitled “Robust Transmission
Mode”, 1n the name of Lawrence W. Yonge 111 et al., and the
HomePlug 1.0 Specification, all of which are incorporated
herein by reference; however, other techniques may be used.

Preferably, the MAC unit 42 supports standard MAC func-
tions, such as framing, as well as ensures Quality of Service
and provides for reliable frame delivery through a number of
different mechanisms such as those described 1n the above-
referenced application Ser. No. 09/632,303. For example, 1t
can support rate adaptive PHY characteristics and channel
estimation control between each transmitter/receiver to
establish PHY modulation parameters that are optimized for
channel conditions 1n each direction.

Also, as mentioned above, ARQ) 1s used to ensure delivery
for unicast transmissions. The receipt of certain frame types
requires acknowledgment by the receiver and ARQ uses dii-
terent types of acknowledgments. The acknowledgment can
be positive or negative depending on the status of the recerved
frame. A correctly addressed frame with a valid PHY frame
Check Sequence causes the MAC unit 42 to transmit a posi-
tive acknowledgment (or “ACK”) response to the originator.
Transmitting nodes attempt error recovery by retransmitting
frames that are known or are inferred to have failed. Failures
occur due to collisions or bad channel conditions, or lack of
sufficient resources at the receiver. Transmissions are known
to have failed 11 a “NACK” (in the case of bad channel con-
ditions) or “FAIL” (in the case of insuificient resources)
response 1s received. Transmissions are inferred to have failed
for some other reason (for example, due to collisions) 1f no
response, that 1s, no ACK, NACK, FAIL or other defined
response types not discussed herein, 1s received when one 1s
expected.
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As mentioned above, the MAC unit 42 supports segmen-
tation/reassembly. The process of partitioming MSDUSs from
the host into smaller MAC frames or segments 1s referred to as
segmentation. The reverse process 1s called reassembly. Seg-
mentation 1mproves chances of frame delivery over harsh
channels and contributes to better latency characteristics for
stations of higher priority. All forms of addressed delivery
(unicast, multicast, broadcast) may be subject to segmenta-
tion. An MSDU arriving at the MAC unit 42 1s placed in one
or more segments depending on the size of the MSDU and the
data rate the link will sustain. Every effort 1s made to transmut
all of the segments of a single MSDU 1n a single, continuous
burst of MAC frames. Acknowledgments and retransmis-
s1ons occur independently for each segment.

Referring to FIG. 3, an architectural representation of the
MAC unit 42 1s shown. The MAC unit 42 includes a MAC
processing unit 70, an encryption/decryption unit 72 and a
link sequencer 74. Coupled to these three functional blocks
are butlfer memory and control logic blocks 76 and 78. Block
76 1includes TX buffers and control logic and the block 78
includes RX butiers and control logic. These builer memories
may be optimized for the multi-level channel access prioriti-
zation, as described in the above-referenced application
entitled “A Communication Buffer Scheme Optimized for
VOIP, QOS and Data Networking Over a Power Line.”

The MAC unit 42 further includes a PHY interface 80 for
coupling to the PHY unit 44 and a Host Interface, imple-
mented as the MII interface 43 (irom FIG. 2) for coupling to
the host 30. Although not shown, the host interface 43
includes separate host RX and TX interfaces. The MAC unit
42 includes two DMA engines, one for the PHY side, that 1s,
a PHY DMA engine 84, and one for the host side, a Host
DMA engine 86. The PHY DMA engine 84 moves frame data
from the PHY interface 80 to the RX builer block 78. The host
DMA engine 86 provides for the transier of data from the RX
butiler block 78 to the host interface 43. The host interface 43
provides the data as an output to the host 30 (FIG 2) on the
MII buses 54a, 34b. The host interface 43 recerves TX data
from the host 30 over the MII bus TX line 54a and stores the
TX data 1n a TX host interface butler (not shown), coupled to
the host interface 43 and the host DMA engine 86. The host
DMA engine 86 transfers the TX frame data from the TX host
interface butfer to the TX butler block 76. Data 1s moved from
the TX buifer memory 76 to the PHY interface 80 by the PHY
DMA engine 84.

During receives, the link sequencer 74 receives RX seg-
ments which can be RX encrypted segments (RES). It parses
frame control information of any incoming segments, as well
as recerves the body of any incoming segments, saves inifor-
mation about the channel characteristics and reassembles the
RES. The link sequencer 74 accumulates segments until an
entire frame 1s assembled. All segments are reassembled prior
to decryption to extract the MSDU. The MSDU or RX
encrypted frame (REF) or RX cleartext frame (RCF) 1s then
passed to the decryption unit 72.

The decryption unit 72 receives the reassembled frame
from the link sequencer 74 and, if the frame 1s encrypted,
retrieves an appropriate network encryption key and decrypts
the frame to generate the RCF. The decryption unmit 72 deter-
mines 1f there are any errors 1n the RCFE. If there are no errors
detected by the decryption unit 72 for the RCF, the decryption
unit 72 provides the RCF to the MAC processing unit 70.

The MAC processing umt 70 parses and processes the
cleartext frame body. It determines the type of frame body

from the type value specified 1n the first occurring type field.
I1 the frame data to follow 1s MSDU data, the type field and
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provided to the host unit 30 (FIG. 2) for further processing.
Otherwise, the frame data comprises MAC management
information, and the MAC processing unit 70 performs MAC
management processing related tasks according to the MAC
management information.

During transmits, the MAC processing unit 70 operates on
requests made by the host unit 30. The encryption unit 72
performs an encryption process on any MSDUs (processed
by the MAC processing unit 70) that require encryption. Once
encrypted, the link sequencer 74 segments MSDUSs by parti-
tioning the frame body 1nto segments based on a maximum
segment (or frame) size (or other parameters) until the last
segment. The link sequencer 74 also 1nitiates a transmission
or transmission attempt, as well as subsequent transmission
refries, as necessary.

Still referring to FIG. 3, and as indicated above, the link
sequencer 74 includes a receive process 90, as well as a
transmit process (not shown). The receive process 90 1s opti-
mized to perform congestion control, as will be described. To
support this optimization, the MAC unit 42 further includes a
control block 92 1 which the MAC umt 42 maintains link

sequencer status registers 94, one of which 1s defined to use at
least a portion thereof as a FAIL response override indicator

96. In the embodiment shown, the indicator 96 1s a single bat,
referred to as an Override Bit (“OB”) 96. When set, the OB 96

causes the RX process 90 of the link sequencer 74 to 1ssue
FAIL responses to all received unicast frames for which a
response 1s expected. Typically, information that indicates
whether or not a response 15 expected 1s specified 1n a Start-

of-Frame (SOF) type of frame delimiter, e.g., as described 1n
the above-reterenced U.S. application Ser. No. 09/632,303.

The control block 92 turther includes a FAIL response over-
ride timer 98 (heremaftter, simply “override timer”), which 1s
set by the MAC processing unit 70 when the OB 1s set, as will
be discussed in further detail below.

The MII 1s an industry standard, interoperable interface
between MAC and PHY sublayers. It consists of separate
4-bit data paths for transmit and receive data along with
carrier sense and collision detection. Data 1s transierred over
cach 4-bit data path synchronous with a clock signal supplied

to the unit 62 by the MAC unit 42. Further details of the MII
can be found in the IEEE 802.3u Standard. The MII behaves
much like an Fthernet interface without the physical layer.

Commercially available Ethernet MAC controller devices
can be programmed to invoke Ethernet flow control whenever
buflers are not available to recerve anew host RX frame. Such
devices send a jam frame 1n half-duplex mode over the MII
(more specifically, the TX bus lines) whenever a new RX
frame 1s detected and no host buflers are available.

Referring back to FIG. 2, the MII bus interface 62 operates
in this manner. When a frame 1s detected on any of the RX
buses 54b, 565 and the bridge application 38 determines that
the RX butler threshold of the RX buflers 1n the butler 40 1s
exceeded, the bridge application 38 uses the MII bus interface
62 to send a jam packet or frame over the appropriate TX bus
54a, 56a to the attached unait. If the attached unit 1s an Ethernet
device, such as the 802.3 PHY device 34, the jam frame has
the conventional impact of triggering a back-off algorithm 1n
the sending device, that 1s, the device that sent the frame that
caused the transmission of the jam packet.

Because the mere transmission of a jam packet over the PL
20 may not result 1n such a desired flow control activity, the
MAC processing unit 70 and link sequencer 74 are adapted to
use control information 1n the control block 92, more specifi-
cally, the OB 96 and override timer 98, to effect a slow down
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in transmissions from the PL network 12 when a node on that
network results 1n the transmission of a jam frame by the host
unit 30.

In particular, the MAC processing unit 70 includes “jam
detect” logic 100 to sense a “qam packet” (defined as a short 5
packet, approximately 68 bits of alternating ones and zeroes)
from the host unit 30. FIGS. 4A and 4B 1illustrates the opera-
tion of the jam detect logic 100 as two processes or logic 100a
and 10056. Reterring first to FI1G. 4A, the process 100a moni-
tors packets received from the host unit 30 by the MAC 10
processing unit 70 for jam packets (step 102). If the process
100q detects a jam packet (step 104), the process 100a asserts
a FAIL response override signal by setting the OB (step 106)
if the OB 1s not already set. It also starts the override timer 98
(or re-starts the override timer 98 1f the overrnide timer 98 1s 15
already running) (step 108). Referring to FIG. 4B, the process
1006 begins (step 110). When 1t detects that the override timer
98 has expired (step 112), the process 1005 de-asserts the
FAIL response override signal by clearing the OB 96 (step
114) and terminates (step 116). 20

Thus, upon sensing a jam packet, the logic 100 asserts the
FAIL response override indicator 96 and starts the override
timer 98 running for some predefined duration. The jam
packet transmission 1s based on a buffer threshold. It keeps
extending the timer value (duration) with each detected jam 25
until the override timer 98 expires. The duration corresponds
to a predefined timer value (e.g., ~20 ms default value). When
the override timer 98 expires, the logic 100 resets the FAIL
response override indicator 96. When the OB 96 1s set, and the
RX process 90 1s processing a unicast frame for which a 30
response 1s expected, the RX process automatically sends a
FAIL response to the transmitting node on the PL network 12;
otherwise, the RX process 90 provide FAIL responses under
normal conditions, as will be described.

Referring to FI1G. 5, the RX process 90 begins (step 120) by 35
searching for a synchronization signal and monitoring the
carrier sense logic (step 122). If the process 90 determines
that a synchromization signal has been detected (at step 124),
the process 90 recerves the incoming frame (or segment) (step
126). As 1t recetves the segment, the process 90 parses the 40
frame control field 1n the delimiter of the incoming segment.
The process 90 determines 11 the frame 1s a unicast frame for
which a response 1s expected and the OB 1s set (step 128). IT
these conditions are not met, the process 90 proceeds to
handle the frame, 1n particular, the ARQ mechanism 1n a 45
normal manner.

The process 90 determines if the destination address (DA)
1s valid (step 130). If the DA 1s valid, the process determines
i an RX bufler i1s available (step 132). If buller space is
available, the process determines 11 the segment 1s recetved 1n 50
error by checking the FEC error tlag and determining 1f a
calculated CRC 1s not equal to the FCS (step 134) and, 11 valid
and a response 1s requested, the process prepares and directs
the transmission of an ACK response (step 136). The process
determines 11 additional segments are to be received as partof 55
a segmented frame (step 138). If no more segments are to be
received, the process indicates successiul frame reception (to
the other RX processes) (step 140) and proceeds to carrier
sense monitoring and synchronization signal searching of
step 122. 60

Still referring to FIG. 5, and referring back to step 134, 1f
the segment 1s invalid, and a response 1s expected, the process
prepares and causes the transmission of a NACK response
(step 142). The process discards the frame or segment (step
144) and returns to step 122. I, at step 132, builer space1s not 65
available, and a response 1s expected, the process prepares
and causes the transmission of a FAIL response (step 146) and

8

returns to the step of discarding the frame or segment at step
144. If, at step 130, the DA 1s 1mnvalid, the process 90 deter-
mines 1f the segment 1s multicast addressed (step 148). If the
segment 1s multicast-addressed, the process determines 1
builer space 1s available (step 150). If bufler space 1s avail-
able, the process determines 11 the segment 1s valid (step 152).
If the segment 1s valid, the process proceeds to step 138 to
check for additional incoming segments. If, at step 148, the
segment was determined to be unicast addressed, or, the pro-
cess determines that the segment 1s multicast but that insui-
ficient bulfer space 1s available at step 150, the process pro-
ceeds to step 144 (discarding the frame).

Otherwise, and returning to step 128, 11 1t 1s determined at
step 128 that the conditions (unicast with response expected
and OB set) are met, the process 90 determines 11 the DA 1s
valid (step 154). It the DA 1s determined not to be valid (at
step 154), the process 90 discards the frame or segment (at
step 144). If the DA 1s determined to be valid (at step 154), the
process 90 transmits a FAIL response (step 156). By doing so,
the process 90 makes 1t appear to the transmitting node as
though resources are not available, thus causing the transmit-
ting node to take approprate action. In response to the FAIL
response, the transmitting node may attempt to re-transmit
the frame (to which the FAIL response responded) at a later
time, or, under certain conditions (for example, 1f a frame
lifetime timer times out), simply discard the frame. Exem-
plary activities of a transmitting node that receives a FAIL
response are described in the above-referenced U.S. applica-
tion Ser. No. 09/632,303. After transmitting the FAIL
response, the process 90 proceeds to step 144.

A requirement of this override mechanism 1s that the bridge
application 38 have sullicient builer capacity in the butlers 40
alter sending the jam packet to process some additional num-
ber of frames from the first network 12 to account for latency.

This override response mechanism gives the bridge appli-
cation 38 time to unload its buifers by sending pending
frames intended for the second network 14 to the second
network 14. Frames (multi-cast or unicast) received from the
first network 12 that do not expect a response will be accepted
and processed by the link sequencer 74, but may be dropped
by the host unit 30 1f the host unit 30 does not have available
butiler capacity.

Other control information that does not directly pertain to
the congestion control, for example, control information
related to channel access contention, has been omitted herein.
Preferably, channel access contention, and other aspects of
operation not described herein, may be implemented accord-
ing to techniques described in the above-referenced U.S.
patent application Ser. No. 09/632,303 or the HomePlug 1.0
Specification. Other techniques may be used as well.

It 1s to be understood that while the mvention has been
described 1n conjunction with the detailed description
thereol, the foregoing description 1s intended to 1llustrate and
not limit the scope of the invention, which 1s defined by the
scope of the appended claims. Other embodiments are within
the scope of the following claims.

What 1s claimed 1s:

1. A method of performing flow control in a network,
comprising: a node 1n a network of nodes detecting receipt of
a jam-indicating packet from a bridge device in response to an
attempt by the node to transmit a frame to the bridge device,
wherein the jam-indicating packet has a generally unique
content that 1s recognizable by nodes as an indication that a
device on the network 1s congested and requests that 1t not be
sent further packets; 1n response to detection of the jam-
indicating packet by the node, causing a fail response to be
transmitted by the node to the network for the frame; and for
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a predetermined time interval after the detection, causing
another fail response to be transmitted by the node to the
network for any subsequent frames transmitted by any of the
other nodes when such frames are of the type for which a
response 1s expected, wherein the fail response transmitted in
response to receipt of the jam-indicating packet 1s the same
tail response ordinarily transmitted, at times other than when
a device on the network 1s congested, to indicate that a frame
has not been received because of insufficient resources,
wherein the network i1s a powerline network, and the fail
response 1s transmitted to the powerline network.

2. The method of claim 1, wherein causing comprises:

asserting a fail response override signal when the receipt of

the jam-1ndicating packet 1s detected;

setting a fail response override timer to time the predeter-

mined time interval; and

de-asserting the fail response override signal upon expira-

tion of the fail response override timer.

3. The method of claim 2, wherein causing further com-
Prises:

determining i1f a frame transmitted by one of the nodes 1s a

unicast frame for which a response 1s expected; and
determining 1f the fail response override signal 1s asserted.

4. The method of claim 3, wherein causing further com-
Prises:

if 1t 1s determined that the frame 1s a unicast frame for

which a response 1s expected and that the fail response
override signal 1s asserted, transmitting a fail response.

5. The method of claim 3, wherein causing further com-
Prises:

otherwise, sending a response 1n accordance with ARQ

protocol.

6. The method of claim 1, wherein the network of nodes 1s
a powerline network.

7. The method of claim 6, wherein the nodes 1n the network
ol nodes operate according to HomePlug 1.0 Specification
protocols.

8. The method of claim 1, wherein the jam-indicating
packet 1s received over a Media Independent Interface bus.

9. The method of claim 1, wherein the bridge device com-
prises a host computer that executes a bridge application.

10. A computer program residing on a non-transitory coms-
puter-readable medium for performing flow control in a net-
work, the computer program comprising istructions causing,
a node 1n a network of nodes to: detect receipt of a jam-
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indicating packet from a bridge device 1n response to an
attempt by the node to transmit a frame to the bridge device;
wherein the jam-indicating packet has a generally unique
content that 1s recognizable by nodes as an indication that a
device on the network 1s congested and requests that 1t not be
sent further packets; 1n response to detection of the jam-
indicating packet by the node, cause a fail response to be
transmitted by the node to the network for the frame; and for
a predetermined time interval after the detection, cause
another fail response to be transmitted by the node to the
network for any subsequent frames transmitted by any of the
nodes when such frames are of the type for which a response
1s expected, wherein the fail response transmitted 1n response
to receipt of the jam-indicating packet 1s the same fail
response ordinarily transmitted, at times other than when a
device on the network 1s congested, to indicate that a frame
has not been received because of insufficient resources,
wherein the network i1s a powerline network, and the fail
response 1s transmitted to the powerline network.
11. A system comprising: a jam-indicating packet detector
at a node 1n a network of nodes for detecting receipt of a
jam-indicating packet from a bridge device 1n response to an
attempt by the node to transmit a frame to the bridge device;
wherein the jam-indicating packet has a generally unique
content that 1s recognizable by nodes as an indication
that a device on the network 1s congested and requests
that 1t not be sent further packets;
means, responsive to detection of a jam-indicating packet
by the jam-indicating packet detector, for causing a fail
response to be transmitted by the node to the network for
the frame;
for a predetermined time interval after the detection, means
for causing another fail response to be transmitted by the
node to the network for any subsequent frames transmit-
ted by any of the nodes for a predetermined time interval
when such frames are of the type for which a response 1s
expected,
wherein the fail response transmitted 1n response to receipt
of the jam-indicating packet i1s the same fail response
ordinarily transmitted, at times other than when a device
on the network 1s congested, to indicate that a frame has
not been received because of insufficient resources,
wherein the network 1s a powerline network, and the fail
response 1s transmitted to the powerline network.
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