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HYBRID ARITHMETIC-COMBINATORIAL
ENCODER

FIELD OF THE INVENTION

The present invention relates generally to digital data such
as audio data.

BACKGROUND

In the last twenty years microprocessor speed increased by
several orders of magnitude and Digital Signal Processors
(DSPs) became ubiquitous. It became feasible and attractive
to transition from analog communication to digital commu-
nication. Digital communication offers the major advantage
ol being able to more efficiently utilize bandwidth and allows
for error correcting techniques to be used. Thus by using
digital technology one can send more information through a
given allocated spectrum space and send the information
more reliably. Digital communication can use radio links
(wireless) or physical network media (e.g., fiber optics, cop-
per networks).

Digital communication can be used for different types of
communication such as audio, video or telemetry {for
example. A digital communication system includes a sending
device and areceiving device. In a system capable of two-way
communication each device has both sending and receiving
circuits. In a digital sending or recerving device there are
multiple staged processes through which data 1s passed
between the stage at which 1t 1s input through an input (e.g.,
microphone, camera, sensor) and the stage at which 1t 1s used
to modulate a carrier wave and transmitted. After (1) being
input and then digitized, (2) some initial noise filtering may
be applied, followed by (3) source encoding and (4) finally
channel encoding. The present invention as will be described
in the succeeding pages can be considered to fall in the source
encoding stage.

One important type of data that 1s transmitted through
digital communication systems 1s audio data. Audio data 1s a
specific type of data within the broader category of time series
data. In order for a communication system (such as a cellular
telephone system) to be able to handle a large amount of
communications within a limited allocated bandwidth mul-
tiple stages of compression an encoding are applied to digi-
tized audio before 1t 1s transmitted through the communica-
tion system. For voice data, initial encoding can be based on
a sophisticated yet somewhat simplified model of the human
vocal apparatus, as i the case of Algebraic Code Excited
Linear Predictive (ACELP) voice encoding. More generally,
tor different types of audio including but not limited to voice,
other techniques such as the Modified Discrete Cosine Trans-
tform (MDCT) can be used. The techniques that are applied to
audio 1n the mni1tial encoding stages produce output 1n the form
of vectors with integer valued (quantized) elements. For
example one vector can be output for each successive short
time period of 20 milliseconds which 1s called an audio frame.
One way to limit the amount of information that 1s used to
represent an audio frame, 1n order to work within bandwidth
constraints, 1s to limit the total number of quanta (sum of the
integer valued elements) in an audio frame. Once such a limait
1s imposed, 1t1s possible efficiently represent (losslessly com-
press) the vectors using a technique called Factorial Pulse
Coding (FPC). FPC 1s a form of combinatorial coding. An
carly version of FPC 1s described 1n the paper J. P. Ashley et
al, “Wideband Coding of Speech Using a Scalable Pulse
Codebook™, 2000 IEEE Workshop on Speech Coding, Sep.
17, 2000. In FPC an ordering 1s defined for all the possible
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vectors that meet the imposed limit, and one or more indexes
that specity a particular position 1n that ordering are used as a
code to represent a particular vector corresponding to the
particular position. An advantage of FPC 1s that encoding 1s
highly efficient in terms of the number of bits needed to
encode (represent) the vectors. A drawback 1s that computing
the indexes for a given vector involves evaluation of combi-
natorial functions and 1s computationally intensive. U.S. Pat.
No. 7,461,106 entitled “Apparatus and Method for Low Com-
plexity Combinatorial Coding of Signals™ provides advance-
ments of FPC which use approximations of the combinatorial
functions 1n order to reduce the computational cost of encod-
ing and decoding.

An alternative to FPC 1s Anthmetic Coding (AC). AC 1s
described 1n co-pending patent application Ser. No.
12/24°7,440 entitled “Arithmetic Encoding For CELP

Encoders™. AC 1s a form of range coding. In AC a binary
sequence 1s mapped to a sub-region (probability region)
of a code space (e.g., a subinterval of the interval from
zero to one), and a number within the sub-region 1s used
as a code to represent the binary sequence. For the mnitial
bit the code space 1s divided into two sub-regions. One
sub-region has a size proportional to the probability of a
zero bit 1n the first bit position and the remaining sub-
region has a size proportional to the probability of a one
bit (one minus the probability of zero bit). One of the
sub-regions 1s selected based on the actual value of the
first bit. Successive bits, successively divide previously
selected sub-regions 1n like manner until the complete
binary sequence has been processed and a final sub-
region has been identified. As taught i U.S. patent
application Ser. No. 12/24°7,440 AC can also be used to
encode 1mteger valued (as opposed to binary) vectors. In
order to do so, various information defining the integer
valued vector 1s first transformed nto a set of binary
vectors and these are encoded using AC.

AC and FPC are two completely different types of encoders
and there are certain advantages to each. For example, the
inventors have made empirical observations that AC 1s more
cificient when number of zero’s and one’s 1n binary vector to
be encoded 1s more nearly equal, and otherwise FPC 1s more
elficient. It would be desirable to be able to combine AC and
FPC 1n order to obtain the advantages of both 1n one encoder
and decoder system.

BRIEF DESCRIPTION OF THE FIGURES

The accompanying figures, where like reference numerals
refer to identical or functionally similar elements throughout
the separate views and which together with the detailed
description below are incorporated in and form part of the
specification, serve to further 1llustrate various embodiments
and to explain various principles and advantages all 1n accor-
dance with the present invention.

FIG. 1 1s a block diagram of a communication system
according to an embodiment of the invention;

FIG. 2 1s a flowchart of the operation of an encoder that
uses either combinatorial coding or AC according to an
embodiment of the invention;

FIG. 3 1s a flowchart of the operation of an encoder that
dynamically switches between AC and combinatorial coding
according to an embodiment of the mnvention;

FIG. 4 1s a flowchart of the operation of a decoder for
decoding codes produced by the encoder described in FIG. 3;
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FIG. 5 1s a flowchart of an encoder that selectively uses AC
and combinatorial coding to generate individual code words

and combines the individual code words using an FPC com-
bined code formula;

FIG. 6 1s a tlowchart of decoder for decoding the codes
generated by the encoder shown 1n FIG. 5;

FI1G. 7 1s a flowchart of an AC encoder that uses and 1nitial
probability 1n order to make the AC codes generated thereby
suitable for combination with FPC codes; and

FI1G. 8 1s a flowchart of an AC decoder for use with the AC
encoder shown in FIG. 7.

Skilled artisans will appreciate that elements 1n the figures
are 1llustrated for simplicity and clarity and have not neces-
sarily been drawn to scale. For example, the dimensions of
some of the elements 1n the figures may be exaggerated rela-
tive to other elements to help to improve understanding of
embodiments of the present invention.

DETAILED DESCRIPTION

Before describing 1n detail embodiments that are 1n accor-
dance with the present invention, 1t should be observed that
the embodiments reside primarily in combinations of method
steps and apparatus components related to digital encoding
and decoding. Accordingly, the apparatus components and
method steps have been represented where appropriate by
conventional symbols 1n the drawings, showing only those
specific details that are pertinent to understanding the
embodiments of the present invention so as not to obscure the
disclosure with details that will be readily apparent to those of
ordinary skill 1n the art having the benefit of the description
herein.

In this document, relational terms such as first and second,
top and bottom, and the like may be used solely to distinguish
one entity or action from another entity or action without
necessarily requiring or implying any actual such relationship
or order between such entities or actions. The terms “com-
prises,” “comprising,” or any other varniation thereof, are
intended to cover a non-exclusive inclusion, such that a pro-
cess, method, article, or apparatus that comprises a list of
clements does not include only those elements but may
include other elements not expressly listed or inherent to such
process, method, article, or apparatus. An element proceeded
by “comprises . . . a” does not, without more constraints,
preclude the existence of additional identical elements in the
process, method, article, or apparatus that comprises the ele-
ment.

It will be appreciated that embodiments of the mvention
described herein may be comprised of one or more conven-
tional processors and unique stored program instructions that
control the one or more processors to implement, 1n conjunc-
tion with certain non-processor circuits, some, most, or all of
the functions of encoding and decoding described herein. The
non-processor circuits may include, but are not limited to, a
radio receiver, a radio transmitter, signal drivers, clock cir-
cuits, power source circuits, and user imnput devices. As such,
these functions may be mterpreted as steps of a method to
perform encoding and decoding. Alternatively, some or all
functions could be implemented by a state machine that has
no stored program instructions, or in one or more application
specific integrated circuits (ASICs), in which each function or
some combinations of certain of the functions are 1mple-
mented as custom logic. Of course, a combination of the two
approaches could be used. Thus, methods and means for these
functions have been described herein. Further, 1t 1s expected
that one of ordinary skill, notwithstanding possibly signifi-
cant effort and many design choices motivated by, for
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4

example, available time, current technology, and economic
considerations, when guided by the concepts and principles
disclosed herein will be readily capable of generating such
soltware 1nstructions and programs and ICs with minimal
experimentation.

FIG. 1 1s a block diagram of a communication system 100
according to an embodiment of the mnvention. The communi-
cation system 100 includes a first communication device 102
and an N’ communication device 104 communicatively
coupled through a communication network or peer-to-peer
channel 106. At least one of the communication devices 102,
104 1ncludes a transmitter and at least one of the communi-
cation devices 102, 104 comprises a receiver. Certain
embodiments provide for two-way communication 1n which
case both communication devices 102,104 include both a
transmitter and a receiver.

FI1G. 2 1s a flowchart 200 of the operation of an encoder that
uses either combinatorial coding or AC according to an
embodiment of the invention. In block 202 a binary sequence
1s input. Block 204 test 1f a ratio of the number of ones 1n the
binary sequence to the number of bits 1n the sequence 1s
between Y4 and 4. Alternatively the lower bound 1s another
number between 0 and %2 and alternatively the upper bound 1s
another number between 2and 1. If the outcome of block 204
1s positive then 1n block 206 the sequence 1s encoded using
arithmetic encoding. Alternatively, another type of range cod-
ing may be used 1n lieu of arithmetic coding. If, on the other
hand, the outcome of decision block 204 1s negative, then the
flowchart 200 branches to decision block 208 which tests 1f
the ratio of the number of ones in the binary sequence to the
number of bits 1n the binary sequence 1s less than or equal to
I/4 (or an alternative bound). I the outcome of decision block
208 1s positive then 1 block 210 the positions of the ones 1n
the sequence are encoded using combinatorial coding. If, on
the other hand the outcome of decision block 208 1s negative,
then in block 212 the positions of the zeros are encoded using
combinatorial coding. Encoding either the ones or zeros by
combinatorial coding based on which is less numerous reduce
the computational complexity involved 1n encoding. Addi-
tionally, 1t has been found empirically that when the number
of ones and zeros 1s more nearly equal (e.g., when block 204
1s satisfied) then AC 1s more efficient than coding either the
ones or zeros using combinatorial coding. A flag may be set
indicate what type of encoding has been used.

FIG. 3 1s a flowchart 300 of the operation of an encoder that
dynamically switches between AC and combinatorial coding
according to an embodiment of the imnvention. In block 302 a
binary sequence 1s mput. Initially, in block 304, the entire
sequence 1s selected as the active sub-sequence. Subse-
quently, as the sequence 1s encoded, lesser parts of the
sequence will be selected as the active sub-sequence. In block
306 an upper bound and a lower bound are initialized. The
upper and lower bound are used 1n decision blocks to decide
whether positions of zeros or ones are to be encoded using
combinatorial coding or whether sub-sequences are to be
encoded using AC instead. The upper and lower bound may
for example be 1mtialized 34 and %4 respectively or to alter-
native values 1n the ranges discussed above with reference to
FIG. 2. Decision block 308 tests if the ratio of ones 1n the
active sub-sequence to bits in the active sub-sequence 1s less
than or equal to a current value (e.g., imitially 4) of the lower
bound. Note as discussed further below the bounds are altered
in the course of encoding 1n order to effect hysteresis in order
to limit the incurred computational cost of switching back and
forth between AC and combinatornal. If the outcome of block
308 1s positive then 1n block 310 the position of the last one 1n
the active sub-sequence 1s encoded using combinatorial cod-
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ing. To encode the position of the last bit acombinatorial
function 1s evaluated to produce an additive term of the code.
In a basic form the code term 1s given by:

n EQU. 1

Fm”ﬂzdun;@!

Where, n 1s the position index of the one (note that the
indexing starts from zero at the first bit position); and
d 1s an integer that indicates which one, 1.e., the first,
second or third, etc 1s 1 question.
By way of example for an input bit sequence 0101100000,
the position indices for the ones that are present are 1, 3, 4 so
n would take on these values 1n the preceding formula 11 these

bits are to be coded by combinatorial coding. Also since there
are three ones so the variable ‘d’ would take on values of 1, 2
and 3. The one 1n position 4—the last one, has a value of d=3.
The code term for the one 1n position 4 would then be found
by evaluating F(4,3).

Equation 1 can be, 1n some cases, computationally inten-
stve to evaluate. In lieu of EQU. 1 an approximation of F(n,d)
such as taught 1in the atorementioned U.S. Pat. No. 7,461,106
can be used.

After block 310, 1n block 312 the lower bound 1s set to a
higher value in order to reduce the probability of switching to
AC. Forexample 1f the lower bound was imitialized to V4 1t can
be set to 0.33 1n block 312. Alternative, values 1n the range O
to Y2 are also possible.

Next decision block 314 tests 1 there are more bits to be
encoded. If there are further bits to be encoded, then 1n block
316 a remaining sub-sequence (not including bits already
encoded) 1s selected as the active sub-sequence. After block
316 the tlowchart 300 loops back to decision block 308.

When the outcome of decision block 308 1s negative mean-
ing that the ratio of the number of one bits to the number of
bits 1s not less than the current value of the lower bound, then
the tlowchart branches to decision block 318. Decision block
318 tests 1f the ratio of the number of one bits to the number
of bits 1s greater than or equal to the upper bound. I the
outcome of decision block 318 i1s positive then 1 block 320
the last zero of the active sub-sequence 1s encoded using
combinatorial coding. Next in block 322 the upper bound 1s
set to a lower value in order to reduce the probability of
switching to AC. For example 11 the upper bound was initial-
1zed to 341t can be set to 0.66 1 block 322. After block 322 the
flowchart 300 loops back to block 314 to test 1f there are more
bits to be encoded, and proceeds as previously described.
When the outcome of block 318 1s negative meaning that the
ratio of the remaining number of one bits to the remaining,
number of bits 1s between the lower bound and the upper
bound, the flowchart branches to block 324. In block 324 an
initial probability for use 1n AC coding one or more next bits
in the remaining sub-sequence 1s computed by evaluating
F(n,d) or an approximation thereof. For this purpose n 1s the
remaining number of bits in the sub-sequence and m 1s the
remaining number of ones in the sub-sequence. A zero 1s
appended to the remaining sub-sequence and the initial prob-
ability 1s used as the probability for this initial zero. After
adjusting the position in the AC code space based on the mnitial
probability of the appended zero, 1n block 326 the next bit in
the remaining sub-sequence 1s encoded by AC. Applying the
initial probability 1n this manner makes the code bits gener-
ated using AC commensurate and compatible with the code
bits generated using combinatorial coding. Alternatively,
another type of range coding may be used 1n lieu of AC.
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Next 1 block 328 the lower bound 1s set to a lower value
and 1n block 330 the upper bound 1s set to a higher value, both
changes serving to reduce the probability of switching back to
combinatorial coding. By way of example if the lower bound
was 1nitialized to V4 then 1n block 328 1t can be set to 0.2 (or
alternatively another value in the range 0 to 0.5). Additionally
if the upper bound was 1nitialized to %4, then 1n block 330 1t
canbe setto 0.8 (or alternatively another value in the range 0.5
to 1).

After block 330 the flowchart 300 loops back to block 314
to again test 1f there any bits remaining to be encoded. When
the outcome of block 314 1s negative, the flowchart branches
to block 322 1n which the code parts generated using combi-
natorial coding and AC are summed.

FIG. 4 1s a flowchart 400 of the operation of a decoder for
decoding codes produced by the encoder described in FIG. 3.
In block 402 a hybrid AC-FPC code 1s received. In block 404
an undecoded portion 1s set equal to the recerved code. In
block 406 using a known number of remaining ones, the
position index for the last position index that yields the large
FPC function value that 1s less than the undecoded portion 1s
determined. Note that the total number of ones can be a
pre-programmed system parameter or can be communicated
to the receiver separately. At any point 1n the process of
decoding the decoder can decide whether to interpret the next
code portion as encoding zeros by combinatorial coding ones
by combinatorial coding or a bit sequence by AC. This 1s done
by applying the same rules based on the ratio of remaining
ones to the ratio of remaining bits that are used by the encoder.
The FPC function used in block 406 can be that given by
EQU. 1 or an approximation of F(n,d) such as taught in the
aforementioned U.S. Pat. No. 7,461,106. In this context d 1s
fixed based on the remaining number of ones and n 1s varied
to find the largest FPC function value that 1s less than the
undecoded portion of the code. Once this value 1s found the
corresponding value of n gives the position of the next one or
zero depending on whether ones or zeros have been encoded
by combinatorial coding at this point 1n the sequence.

Next decision block 408 tests 1f there are any bits remain-
ing to be decoded. If so then i block 410 the largest FPC
function value that was found 1n block 406 1s subtracted from
the unencoded portion thereby generating a new “undecoded
portion”.

Next decision block 412 tests 1f the ratio of the number of
ones remaining to be decoded to the number of bits remaining
to be decoded 1s between an upper bound and a lower bound.
The bounds used 1n the decoder are the same as used 1 the
encoder and are altered 1in the decoder in the same fashion that
they are altered in the encoder. If the outcome of decision
block 412 1s negative, meaning that decoding using combi-
natorial decoding 1s to continue, the flowchart loops back to
block 406 and proceeds as previously described.

When, on the other hand the outcome of decision block 412
1s positive, meaning that a transition to decoding by AC
should be made, then the flowchart branches to block 414. In
block 414 the upper bound 1s set to a higher value and the
lower bound 1s set to a lower value. In block 416 the FPC
function such as given by EQU. 1 or an approximation thereof
such as taught 1in the aforementioned U.S. Pat. No. 7,461,106
1s evaluated with n equal to the remaining number of bits and
d equal to the remaining number of ones 1n order to obtain an
initial probability for AC decoding. Next in block 418 AC 1s
used to decode the next bit in the remaining undecoded por-
tion. Next decision block 420 tests 1f there are any bits
remaining to be decoded. It so then decision block 422 tests 1
the ratio of the remaining number of ones to the remaining
number of bits 1s between the upper bound and the lower
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bound. It the outcome of block 422 1s positive, the flowchart
400 loops back to block 418 to decode a next bit using AC.

When the outcome of block 422 1s negative the flowchart 400
branches to block 424 1n which the upper bound 1s set to a
lower value and the lower bound 1s set to a higher value. Next
in block 426 the undecoded portion 1s set equal to the remain-
ing bit sequence (remaining aiter decoding a portion by AC).
After block 426 the flowchart loops back to block 406 and
proceeds as described above. When the outcome of either
block 408 or block 420 1s negative, meaning that all of the bits
have been decoded, the flowchart terminates.

According to another embodiment of the invention an
arithmetic code word encoding positions of non-zero ele-
ments of an integer valued vector or an arithmetic code word
representing the magnitudes of such non-zero elements or
both such arithmetic codes are combined together using an
FPC combined code formula along with codes representing
other information e.g., a code representing the signs of the
non-zero elements and a code representing the number of
non-zero elements. An FPC combined code formula that may
be used 1s:

C=C +(P(n,v)C,+ C,)2"+C,, EQU. 2

In this FPC combined code formula:

v 1s the number of non-zero elements;

Cmt 1s the anthmetic code word representing the locations of
the non-zero elements;

Cu1s the arithmetic code word representing the magnitudes of
the non-zero elements:

Co 1s an FPC code word representing the signs of the non-
zero elements:

Cv 1s a code word representing a number of non-zero pulses
and 1s given by:

min(mn) EQU. 3

Z P(n, )M (m — 1, k — 1)2¢

k=v+1

Cy

where,

P(n,k) 1s an mitial probability used to generate an arith-
metic code word representing a binary sequence of n bits and
k one-valued bits;

M(m-1,k-1) 1s an 1nitial probabaility used to generate an
arithmetic code word representing a binary sequence that
encodes the magnitudes of k pulses having a summed mag-
nitude quanta equal to m. Such a binary sequence may be
obtained from the onginal integer valued vector to be
encoded by replacing each magnitude 1integer by a sequence
ol zeros numbering one less than the magnitude integer fol-
lowed by a one. The following are examples of magnitude
vectors at the left and corresponding binary vectors at the
right that result from the foregoing conversion process:

411) (0001 1)

141 (1000 1)
114 (1100 0)

321) (00O101)

Note that the formula for Cv 1s adapted from FPC but uses
arithmetic code initial probability factors in the summand.
Note also that 1n obtaiming Crt and Cu an 1nitial probability
obtained by applying equation 1 or a lower computational
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cost approximation thereof 1s used. Using the initial probabil-
ity makes the AC codes compatible with the FPC formula
given by EQU. 2. The iitial probability reduces an initial
position in the AC code space.

According to an alternative embodiment Crt and/or Cu are
selectively determined by AC or combinatorial coding
depending on how the ratio of the number one-valued bits to
the total number of bits compares to certain bounds, 1n a
manner such as described above with reference to FIGS. 2-4.
In the case of Cm such a ratio 1s the ratio of non-zero pulse to
total possible pulse positions. In the case of Cy this 1s the ratio
ol one-bits to total bits 1n the binary sequence representing the
magnitudes which are described above.

The mitial probability P(n,v) should satisty the following
relation:

Fn, v) 1

Now the smaller the value of P(n,v) the more 1s the advantage
of using the coding technique described by EQU. 2 and EQUI.
3. However, assigning lower value of P(n,v) will result in the
code sequence having significantly higher information con-
tent than a sequence that does not use the 1nitial probability
and hence may require an extra bit. Basically the optimum
valued of P(n,v) will be smallest value such that the number of
bits required to code the modified sequence using arithmetic
coding 1s the same as that of the length of codeword used for
coding without using the 1nitial probability. If this 1s so the
coding technique described by EQU. 2 and EQU. 3 has the
advantages that an extra bit 1s not needed, memory require-
ments are reduced compared to prior art FPC methods
because AC 1s used for coding positions and magnitudes.
Only a small amount of memory may be needed for storing
values of P(n,v). In applicants co-pending patent application
Ser. No. 12/24°7,440 an upper bound on the extra or overhead
bits used for coding using AC with finite fixed precision
length w was obtained. The upper bound 1s given by:
Q(n,v,w)=log,(1/1-(3/")2 " Nilog,(1/1-(n-1/v-1)

270y Hog,(1/1=-(r=v+1/1)270v D)4
log,(1/1=(n/m=v)2" " Ntlog,(1/1-(n-1/n-v-1)

270 INL L Hog,(v+1/1)270 ) EQU. 4
The 1nitial probability 1s now obtained as:
Qﬂﬂgz{F(n,vHﬂ(n,v,w)} 1 EQU 5
P, v, w) = STz Fo ool ~ 3

A stronger bound than that described by EQU. 4 may be
obtained using a trellis method which 1s described as follows.
In arithmetic coding a probability region [0, 1] 1s divided into
smaller probability regions. The current probability region of
length vy 1s further divided in probability regions of length less
than y. The number of bits needed to code the region 1s equal
to the logarithm of inverse of the length of the final probability
region. Consider coding of positions of v ones 1n a n length
binary sequence, and define the minimum length of the prob-
ability region after coding of n, binary positions of which v,,
are ones as 'y, . (n, v, n,, v,). Also define such a sequence as
C(n,, v,). Further define y(C(n,, v,)) as the length of the
probability region of C(n,, v,). Note that if we have infinite
precision then the length of probability region for each of
these sequences will be same. However, the finite fixed pre-
cision makes the length of the probability region dependent
on the order of ones and zeros in the sequence. A binary
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sequence C(n,, v,)is obtained from C(n, -1, v,-1) by concat-
enation of a one or from C(n,-1, v,) by concatenation of a 1.
So the probability regions y(C(n,, v,)) 1s either

v—v1+1]
n—n + 1

Y&y, vy)) = mund(y@(nl 1wy —1)-

Or

n—n1+l—v+v1)

V& (ny, 1)) = mund(y(g“(nl “ L))

n—np +1
Detine
_ v—vy + 1Y]
Ymin ({11, v1), 1) =m111[f‘311ﬂd(}f(§(f11 -1, vi—1))- ]
n—ny+1)/
d( 1 1 v—v; + 1)
= 1OuUn ymtﬂ(navanl_ . V] — ).H—Hl-l—ljj

n—n1+1—v+v1]'
n—mn +1

ymin(g(nl c Vl), U) — mjn[mund(y(g(nl - 15 1I",l)) ]

n—ng+1—v+v)

— I‘Dl]_ﬂd(ymm(ﬂ, V., il — 1, ‘Le‘l) .
n—n +1 )

Ymin(F, V, B, V1) = MINYimin( (71, V1), O), Ymin(d(R1, v1), 1))

Thusy_. (n,v,n,;,v,)i1safunctionoly_. (n,v,n,—1,v,-1)
andy . (n, v, n,-1, v,). Hence, 1t can be calculated using a
trellis structure. Note that the length of the final probability
region 1s given by y_. (n, v, n, v). The bound can now be
calculated from the length of the final probability region. The
bound calculated using the trellis method 1s significantly

lower than the bound calculated using EQU. 4. For the mitial
probability assignment in EQU. 3, the bound derived using
the trellis method will result in lower values of the initial
probability assignment. Table below compares the bound cal-
culated using the trellis method and using equation EQU. 4.

Length of Length of
Binary Number of fixed Bound From Bound Using
Sequence (n)  Ones(v)  Precision (w) (9) Trellis
280 22 14 0.109368 0.021418
280 50 10 1.931138 0.377091
107 39 14 0.038382 0.006988

Whereas EQU. 1 1s used 1n a basic form of FPC, alterna-
tively FPC 1s based on an approximation of the combinatorial
tformula given by EQU. 1 that are less computationally inten-
stve to evaluate. One approximation that 1s used according to
alternative embodiments of the invention 1s:

n ‘~ EQU. 11
Fnk)=R > P{H-Q®
i=n—k+1 /
where:
r 0, k=1 EQU. 12
Q' (k) = -

k
> 270 2%log,(H - 1] k> 1,

|2

and R'(t) is an approximation of the function R'(t)=2’, given
as:

R'(0)=27"R[2°*T]], EQU. 13
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where t=t,+1,1s broken down into integer and fractional com-
ponents of t, and T ~21s a low resolution Taylor series expan-
sion of the fractional component of t. Based on the above

EQU. 6

EQU. 7

EQU. 8

EQU. 9

EQU. 10

pre-defined functions Q'(k) and R'(t), P'(1) are obtained so that
the unique decodability mnequality:

Fn,k=F(n-1,k)+F(n-1k-1) holds. EQU. 14

In the case of dynamic switching between AC and FP, the
approximate combinatorial function 1s generated using the
same approach. However, 1n this case the P'(1) are obtained so
that besides unique decodability 1inequality following
inequalities are also satisfied.

—KF (n, k EQU. 15
rc:und((n W (n )]EF"(H—L;{) 0
n

k-F'(n, k EQU. 16

rc:und( ( )] >F'(n—1,k-1) 0
n
F'(n, k) EQU. 17
Sloza ey = Pl ks w)

FIG. 5 15 a flowchart of an encoder that selectively uses AC
and combinatorial functions from FPC to generate individual
code words and combines the individual code words using an
FPC combined code formula. In block 502 an integer valued
vector representing a sequence of pulses i1s recerved. The
length of the vector 1s equal to n and the sum of magnitudes of
the mteger valued elements 1s m. m can be said to be the sum
of magnitude quanta of the pulses represented by the vector.

In block 504 the information included 1n the integer valued
vector 1s divided into four parts, namely the number of non-
zero positions denoted v, the actual locations of the non-zero
positions denoted 7, the magnitude of the non-zero elements
denoted u, and the signs of the non-zero elements denoted o.
This 1s a division of the information that 1s used 1n FPC.

In block 506 an FPC enumeration formula (EQU. 3) 1s used
to generate a code word for the number of non-zero positions.
This code word 1s denoted C,.. In parallel, in block 508 an FPC
code word for the signs of the non-zero elements 1s generated.
This code word 1s denoted C_ and 1s given by the following
formula:

C_=2._,"2" g, EQU. 18
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Where 0, is a binary code for the sign of the i*** non-zero
element. 0, 1s equal to one 1f the sign 1s positive and 0, 1s equal
to zero 11 the s1gn 1s negative.

Decision block 510 test if aratio (v—1)/(im—-1)1s between Y4
and ¥4. As discussed above alternative bounds may be used 1n
lieu of ¥4 and %4. For the magnitude information this ratio 1s
analogous to the ratio of one-valued bits to the total number of
bits. If the outcome of decision block 510 1s positive then in
block 512 AC 1s selected to code the magnitudes. If on the
other hand the outcome of block 510 1s negative then 1n block
514 combinatorial coding 1s selected to code the magnitudes.
After a selection of AC or combinatorial 1s made in blocks 512
or 514, i block 516 the code word for the magnitudes,
denoted Cu, 1s generated. In the case of AC the magnitude
information 1s first transformed 1nto a binary vector as dis-
cussed above. If AC 1s the selected method than an 1nitial
probability 1s computed using an FPC combinatorial formula
¢.g., EQU. 1 or a low cost approximation thereof, e.g., EQU.
11. If combinatorial coding 1s the selected method than an
combinatorial code for the magmtudes can be computed
using the following formula.

C =24 F(Z,_ " m, k) EQU. 19

where, m; 1s the magnitude of the 7" non-zero element and
the function F 1s an FPC combinatorial formula, e.g., EQU. 1
or a low cost approximation thereof, e.g., EQU. 11.

Separately, decision block 518 tests if the ratio of the
number of non-zero elements v to the number of elements n in
the mput vector 1s between %4 and 4. Alternatively other
bounds may be used. It the outcome of decision block 518 1s
positive then 1 block 520 AC 1s selected to encode the 1infor-
mation as to the positions of the non-zero elements and an
initial probability based on FPC (e.g., EQU. 1 or EQU. 11) 1s
generated. Alternatively, another type of range coding may be
used 1n lieu of arnithmetic coding to code magnitudes and
positions. I, on the other hand, the outcome of decision block
518 1s negative then block 522 combinatorial coding 1is
selected to encode the information as to the positions of the
non-zero elements. After either block 520 or 522, 1n block 524
the code for representing the position information, denoted
Cmt 1s generated.

In block 526 the code components C, C, ., and C, are
combined e.g., by EQU. 2.

FIG. 6 1s a lowchart 600 of decoder for decoding the codes
generated by the encoder shown 1 FIG. 5. In block 602 a
codeword C that represents an integer valued vector (se-
quence) of length n with a magnitude sum m 1s recerved. In
block 604 the number of non-zero positions v 1s found by
finding the largest codeword C  that 1s less than C. Note that
C, 1s a function of v and n given by an FPC combinatorial
function or enumeration method (e.g., EQU. 3).

In block 606 the value of C_ found in the preceding step 1s
subtracted from the received codeword C obtaining a remain-
ing codeword C'. In block 608 ' 1s decombined to obtain C_
C,and C,. One way to decombine 1s to extract the last v bits
C' and set these equal to C_,. The remaining sequence of bits
1s denoted C". C  1s then set equal to C" divided by P(n.k,w),
and C_ 1s set equal to C" mod P(n,k,w). This assumes that C"
was equal to P(n.k,w) C +C_.

After block 606, blocks 610, 612 and 620 proceed 1n par-
allel. In block the signs of the non-zero elements of the vector
denoted o are decoded from C_, according to equation 18.

Block 612 1s a decision block that test 11 the ratio (v—1)/
(m-1) 1s between 4 and 4. If so then 1n block 614 AC 1s
selected for decoding C , and an initial probability for decod-
ing C  to be used 1s generated by applying an FPC combina-
torial function (e.g., EQU. 1 or EQU. 11). If the outcome of
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decision block 612 1s negative then 1n block 616 combinato-
rial coding 1s selected for decoding C . After either block 614
or block 616 1 block 618 C | 1s decoded using the selected
method.

Block 620 1s a decision block that tests if the ratio of the
number of non-zero elements v to the number of elements n in
the input vector 1s between /4 and %. If the outcome of
decision block 622 1s positive then 1n block 622 AC 1s selected
tor decoding C_, and an 1nitial probability tor decoding C_ 1s
generated using an FPC combinatorial function (e.g., EQU. 1
or EQU. 11). If the outcome of decision block 620 1s negative
then 1 block 624 combinatorial coding 1s selected for decod-
ing C_. After either block 622 or 624 in block 626 C_ is
decoded using the selected method. Thereatter, 1n block 628
the information as to the positions of the non-zero elements
from C_, the information as to the magnitudes of the non-zero
elements from C, and information as to the signs of the
non-zero elements from C_ 1s combined to re-construct the
encoded integer valued vector.

FIG. 7 1s a tlowchart 700 of an arithmetic encoder accord-
ing to an embodiment of the invention, and FIG. 8 15 a tlow-
chart 800 of an arithmetic decoder according to an embodi-
ment ol the invention. The flowcharts in FIG. 7 and FIG. 8 can
be used respectively to encode and decode the positions and
magnitudes of the pulses. The number of pulses and the signs
of the pulses can also be encoded and decoded using appro-
priately configured arithmetic encoders and arithmetic
decoders respectively. A single code word can be computed to
represent collectively the number of pulses, the positions, the
magnitudes, and the signs of the pulses. Alternately, indi-
vidual code words can be computed to represent separately
the number of pulses, the positions, the magnitudes, and the
signs of the pulses, and optionally these individual code
words can be concatenated to form a single code word.
Between the two extremes above any other combination 1s
also possible, for example, a single code word can be com-
puted to represent the positions and magnitudes together, and
two individual code words can be computed to represent the

number of pulses and the signs separately. The variables used
in FIG. 7 and FIG. 8 are defined 1n Table I below:

TABLE ]
Upper
Symbol Meaning bound
1, i”* information bit 1
1 index for the information word a: uy, Uy, . .., 1, I
v, i code bit 1
] index for the codeword p: vy, v, . .., Vv, I
W precision parameter design
value
X (w + 2) least significant bits of the start of the 22 _ ]
interval corresponding to a and its prefixes
y (w + 1) least significant bits of the width of the PAGER|
interval corresponding to a and its prefixes
n number of information bits design
value
| number of code bits design
value
k number of 1°s 1n ., 1.e., the weight of a design
value
n number of bits yet to be scanned in a I
N number of 0’s yet to be scanned 1in « n-k
z value of | (2y1i, +1)/21 | y
e ejected value from x, a code bit plus a possible carry 3
nb next bit to be stored away (or transmitted) 1
rb Run bit, O if there 1s a carry and 1 if there 1s none 1
rl Run length I

Referring to FIG. 7 the encoding algorithm will be
described. In block 702 the variables 1, 1, X, y, rl, fi, and i, are
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initialized. The value P(n,k,w) to which y 1s initialized 1s the
above mentioned initial probability (initial code space posi-
tion) and 1 one form 1s given by equation 5 above.

After block 702, decision block 704 tests 1t there are any
remaining ones in the sequence o being encoded. If so the
flowchart branches to block 706 1n which the quantity z is
computed, the number of information bits yet to be coded i 1s
decremented, and the index 1 1s incremented. Initially the
outcome of decision block 704 1s positive. The quantity z 1s
related to the size of the portion of the code space that 1s
associated with a zero value for a current bit position in the
sequence being encoded and 1s a fraction of the portion of the
code space associated with a previous bit. In particular the
fraction associated with a zero bit 1s set to the number of zero
bits remaining divided by the total number of bits remaining.
This 1s accomplished 1n the computation of z 1n block 706.
(iven the region corresponding to a previous bit represented
by the integer vy, the region corresponding to a zero bit at the
current position 1s obtained by multiplying y with the prob-
ability of a zero bit and rounding the result to the nearest
integer. As shown, a bias of /2 and the floor function are used
for rounding to the nearest integer. Alternatively, fixed prob-
abilities can be used. For example if the pulse sign informa-
tion 1s to be encoded separately, and there 1s an equal prob-
ability ol pulses being positive and negative, the computation
of z can be based on fixed probabilities of zero and one bits
equal to 4.

Next the tlowchart 700 reaches decision block 708 which
tests 11 the current bit in the sequence being encoded, 1denti-
fied by index 1, 1s a zero or one. If the current bit 1s a zero then
in block 710 the value y 1s set equal to z and i, (the number of
zeros yet to be encountered) 1s decremented. The value of x 1s
unchanged. On the other hand 11 the current bit 1s a one then
in block 712 y 1s set equal to a previous value of y minus z and
X 1s set equal to a previous value of X plus z. The new value of
y 1s a proportion of the previous value of y with the proportion
given by the probability of the current bit value (zero or one).
x and vy are related respectively to the starting point and the
width of the area within the code space that corresponds to the
bit sequence encoded so far.

After either block 710 or 712 decision block 714 1s
reached. Decision block 714 tests 1f the value of y 1s less than

2". (Note that blocks 706, 710 and 712 will reduce the value

of v.) I so then 1n block 716 the value of y 1s scaled up by a
factor ol 2 (e.g., by a lett bat shiit), the value of e 1s computed,
and the value of x 1s reset to 2(x mod 2"). Using the mod
function essentially 1solates a portion of x that 1s relevant to
remaining, less significant code bits. Because both y and x are
scaled up 1n block 716 in a process referred to as renormal-
1zation, even as the encoding continues and more and more
information bits are being encoded, the full value o1 2™ 15 still
used as the basis of comparison of x 1n the floor function to
determine the value of the code bits. Similarly, the tull value
of 2" 1s still used as the basis of comparison of v in the
decision block 714.

After block 716, decision block 718 tests 1f the variable e 1s
equal to 1. If the outcome of decision block 718 1s negative,
then the flowchart 700 branches to decision block 720 which
tests 1f the variable ¢ 1s greater than 1 (e.g., if there 1s an
overflow condition). If not, meaning that the value of e 1s zero,
the tlowchart 700 branches to block 722 wherein the value of
the run bit variable rb 1s set equal to 1.

Next the flowchart 700 reaches block 724 1n which the code
bit index j 1s incremented, the code bit v, 1s set equal to value
of nb, and then nb 1s set equal to e. Note that for the first two
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executions of block 724, 1 1s set to values less than one, so the
values ot v, thatare set will not be utilized as part of the output
code.

When the outcome of decision block 718 1s positive the
flowchart 700 will branch through block 726 1n which the run
length variable rl 1s incremented and then return to decision
block 714. Decision block 728 tests 11 the run length variable
rl 1s greater than zero—the 1nitial value. I so then 1n block
730 the index j 1s incremented, code bit v; 1s set to the run bit
variable rb, and the run length rl 1s decremented, before
returning to decision block 728. When 1t 1s determined in
decision block 728 that the run length variable rl 1s zero the
tlowchart 700 returns to block 714.

If the outcome of decision block 720 1s positive, 1.e., an
overflow condition has been detected, then the flowchart 700
branches to block 732 1n which the nb variable 1s incre-
mented, the rb variable 1s zeroed, and the e 1s decremented by
2, after which the tlowchart 700 proceeds with block 724.

If 1t 1s determined 1n decision block 704 that only zeros
remain in the sequence being encoded, then the flowchart 700
branches to block 734 in which the value of the variable e 1s
computed as the floor function of x divided by 2". Next
decision block 736 tests if e 1s greater than 1. If so then 1n
block 738 the next bit variable nb 1s incremented, the run bit
variable rb 1s set equal to 0, and the vaniable e 1s decremented
by 2. If the outcome of decision block 736 1s negative, then in
block 740 the run bit vaniable rb 1s set equal to 1. After either
block 738 or 740, 1n block 742, the index 7 1s incremented, the
code bit v, 1s set equal to the next bit variable nb, and the next
bit variable nb 1s set equal to e.

Next decision block 744 tests 11 the run length variable rl 1s
greater than zero. If so then in block 746 the index j 1s
incremented, the code bit v, 1s set equal to the run bit variable

rb, and the run length variable rl 1s decremented, after which
the flowchart 700 returns to block 744.

After block 744 in block 748 the index j 1s incremented, and
the code bit v, 1s set equal to the next bit variable nb. Next
decision block 750 tests 11 the index j 1s less than the code
length 1. If so then block 752 sets remaining code bits to 1.
When j reaches | the encoding terminates.

Reterring to FIG. 8 a flowchart 800 of an arithmetic decod-
ing method corresponding to the encoding method shown 1n
FIG. 7 will be described. In block 802 the variables 1, 1, X, v,
i, and i, are initialized. Y 1s in1tialized to an 1nitial code space
position P(n,k,w). Block 804 tests 1f y 1s less than 2. When,
as 1s the case 1itially, this 1s true, the flowchart 800 branches
to decision block 806 which tests 11 the index 7 1s less than 1.
When, as 1s the case initially, this 1s true, the tflowchart 800
branches to block 808 in which 7 1s incremented, and the
variable x 1s reset to 2x+v,. Basically, successive executions
ol block 808 build up the value of x based on the values of the
code bits, taking 1nto account the position (significance) of
the bits. After block 808 in block 810 the value of y 1s simi-
larly increased by multiplyving by two. After block 810 the
flowchart 800 returns to decision block 804. When the end of
the codeword 1s reached, 1.e., after j reaches 1, the outcome of
decision block 806 will be negative, and 1n this case, 1n block
812 x 1s set to 2x+1. This 1s equivalent to reading 1n a code bit
with a value of 1.

After block 812 block 810 1s executed. When 1t 1s deter-
mined 1n decision block 804 that v 1s not less than 2%, the
flowchart 800 branches to block 814 which computes the
value of z as shown, decrements the number of information
bits yet to be decoded fi, and increments the index 1 which
points to bits of the decoded sequence. Next decision block
816 tests if x is less than z. If not then in block 818 an i”*
decoded bit u, 1s set equal to one, x and y are decremented by
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7 to account for the parts of x and y represented by the i” bit
just decoded. If decision block 816 determines that x 1s less
than z then in block 820 the i” decoded bit u, is set equal to
zero, v 1s set equal to z, and the number of zeros yet to be
encountered i, 1s decremented to account for the zero bit u,
Just decoded.

After erther block 818 or 820 decision block 822 tests 11 the
number of zeros remaining 1s less than the total number of bits
remaining. If the outcome of block 822 is affirmative, the
flowchart 800 loops back to decision block 804. If the out-
come of block 822 1s negative, the tlowchart branches to
decision block 824 which tests 111 1s less than n. If so block
826 zero fills the remaining bits. When the outcome of deci-
sion block 824 1s negative the decoding process terminates.

In the foregoing specification, specific embodiments of the
present invention have been described. However, one of ordi-
nary skill 1in the art appreciates that various modifications and
changes can be made without departing from the scope of the
present mvention as set forth 1n the claims below. Accord-
ingly, the specification and figures are to be regarded 1n an
illustrative rather than a restrictive sense, and all such modi-
fications are intended to be included within the scope of
present invention. The benefits, advantages, solutions to
problems, and any element(s) that may cause any benefit,
advantage, or solution to occur or become more pronounced
are not to be construed as a critical, required, or essential
teatures or elements of any or all the claims. The invention 1s
defined solely by the appended claims including any amend-
ments made during the pendency of this application and all
equivalents of those claims as 1ssued.

We claim:

1. A method of encoding a binary sequence comprising:

selecting at least a first portion of said binary sequence to

be coded using combinatorial coding, wherein said first
portion 1s selected such that a ratio of one-valued bits to
a number of bits in said first portion satisfies at least one
bound;

selecting at least a second portion of said binary sequence

to be coded using range coding;

coding said first portion using combinatorial coding to

obtain an combinatorial code; and

coding said second portion using range coding to obtain an

arithmetic code,

wherein said at least one bound 1s altered after mitially

identifying a beginning of said first portion.

2. The method of encoding according to claim 1 further
comprising;

adding said range code to said combinatorial code.

3. The method according to claim 1 wherein said range
coding comprises arithmetic coding and said combinatorial
coding comprises factorial pulse coding.

4. A method of encoding a binary sequence comprising:

selecting at least a first portion of said binary sequence to

be coded using combinatorial coding;

selecting at least a second portion of said binary sequence

to be coded using range coding:

coding said first portion using combinatorial coding to

obtain a combinatorial code; and

coding said second portion using range coding to obtain an

arithmetic code,

wherein coding said second portion using range coding

comprises scaling down a range code generated by said
range coding by applying an 1nitial probabaility.

5. The method according to claim 4 wherein said initial
probability 1s given by an approximation of a combinatorial
function of a number of one bits and a total number of bits 1n
a remaining bit sequence portion that includes said first por-
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tion, wherein said approximation of said combinatorial func-
tion 1s also used 1n said combinatorial coding.

6. A method of decoding a combined arithmetic/factorial
pulse code, the method comprising:

(a) using a known number of ones represented 1n said
combined arithmetic/factorial pulse code, iteratively
evaluating an approximation of a combinatorial function
using different postulated positions of a last one 1n order
to determine a postulated position that yields a largest
value that 1s less than said combined arithmetic/factorial
pulse code;

(b) subtracting said largest value from said combined arith-
metic/factorial pulse code to obtain a first remaining
code value:

(¢) testing 11 a ratio of a remaining number of one bits to a

remaining total number of bits satisfies a bound for
regulating transitioning from factorial pulse coding to
arithmetic coding;;

(d) when said bound for regulating transitioning between
factorial pulse coding and arithmetic coding 1s satisfied
decoding at least a portion of said remaining code value
using arithmetic decoding;

(¢) after each bit 1s decoded using arithmetic decoding
testing 11 a bound for regulating transitioning from arith-
metic coding to factorial pulse coding 1s satisfied;

(1) when said bound for regulating transitioning from arith-
metic coding to factorial pulse coding 1s satisfied select-
ing a second remaining code value and returning to step
(a); and

(g) ceasing when said combined arithmetic/factonal pulse
code 1s Tully decoded.

7. A method of encoding a pulse vector comprising:

using arithmetic encoding, generating at least one arith-
metic code component to represent at least one 1tem of
information selected from the group consisting of: a set
of locations of a set ol non-zero pulses and a set of pulse
magnitudes of said set of non-zero pulses; and

combining said at least one arithmetic code component
using a factorial pulse coding code combining formula.

8. The method of encoding according to claim 7 wherein
said factonal pulse coding code combining formula 1s:

C=C +(P(nv)C, +C)2"+C,

where,
v 1s a number of non-zero pulses;
P(n,v) 1s an 1nitial probabaility;
Cu 1s a code component representing pulse magnitudes of
said non-zero pulses;

Cr 1s a code component representing locations of said
non-zero pulses;

Co 1s a code component representing signs of said non-
zero pulses;

Cv 1s a code component representing a number of non-zero
pulses, n 1s the length of a binary sequence.

9. The method of encoding according to claim 8 wherein
Cm 1s an arithmetic codeword.

10. The method of encoding according to claim 9 wherein
using arithmetic encoding comprises reducing an 1nitial posi-
tion 1n an AC code space by applying a leading factor.

11. The method of claim 10 wherein the 1nitial position in

the AC code space 1s based on an upper bound on a number of
extra bits to be used for AC waith finite fixed precision length.
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12. The method of claim 10 wherein the 1nitial position 1n
the AC code space 1s a function of an approximate combina-
torial function.

13. The method of claim 8 wherein Crt 1s determined by
combinatorial coding when a ratio of a number of non-zero
pulse to a total number of pulse positions satisiies a predeter-
mined bound.

14. The method of encoding according to claim 8 wherein
Cu 1s an arithmetic codeword.

15. The method of claim 8 wherein Cu 1s selectively deter-
mined by combinatorial coding or arithmetic coding depend-

ing on how a ratio of one-bits to total bits 1n a binary vector

representing said pulse magnitudes compares to at least one
bound.

10
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16. A method of decoding comprising:

recerving a codeword representing an integer pulse
sequence;

decoding a number of non-zero positions in said integer
pulse sequence based on said codeword

comparing a ratio of said number of non-zero positions to
a total number ol positions 1n said integer pulse sequence
to a bound;

selectively decoding said codeword using arithmetic cod-
ing or combinatorial coding based on an outcome of said
comparing wherein, when decoding said codeword
using arithmetic coding, using a combinatorial function
to generate an 1nitial code space position.

G ex e = x
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