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DIGITAL GENERATION OF AN
ACCELERATED OR DECELERATED
CHAOTIC NUMERICAL SEQUENCE

BACKGROUND OF THE INVENTION

1. Statement of the Technical Field

The mvention concerns communications systems employ-
ing numerical sequence generation. More particularly, the
invention relates to methods for the digital generation of an
accelerated and/or decelerated chaotic numerical sequence.

2. Description of the Related Art

Chaotic systems can be thought of as systems which can
vary unpredictably due to the defining characteristics: sensi-
tivity to 1mitial conditions; being dense; and being topologi-
cally transitive. The characteristics of denseness and topo-
logical transitivity mean that the resultant numerical values
generated by a chaotic circuit take all possible values without
clumping together. When measured or observed, chaotic sys-
tems do not reveal any discernible regularity or order. How-
ever, despite 1ts “random” appearance, chaos 1s a determinis-
tic evolution.

There are many types of chaotic communications systems
known 1n the art. Such chaotic communications systems offer
promise for being the basis of a next generation of low prob-
ability of intercept (LPI) waveftorms, low probability of
detection (LPD) waveforms, and secure wavelforms. While
many chaotic communications systems have been developed
for generating chaotically modulated wavetorms, such cha-
otic communications systems suffer from low throughput.
The term “throughput” as used herein refers to the amount of
payload data transmitted over a data link during a specific
amount of time.

There are many communications system applications
where 1t 1s desirable to accelerate and/or decelerate the chaos
generation process 1n an arbitrary manner. Traditionally, the
process of generating and satisfactorily synchronizing two or
more chaotic numerical sequences simultancously 1s
extremely cumbersome. The required updating of chaotic
state information limits the practical amount of user data
throughput. Further, since a chaotic signal has near infinite
repetition period, the ability to rapidly synchronize or update
the current state to any arbitrary past or future state 1s desir-
able. For example, 1f a first communications device 1s turned
on during a {irst year, then the first communications device
transmits chaotic signals relative to an 1nitial state starting at
time zero (t=0). The chaotic signals can be generated by
combining a payload data signal with a chaotic spreading
signal. In such a scenario, 1f a second communications device
1s turned on during a fifth year and 1s provided for receiving
chaotic signals from the first communications device, then 1t
1s desirable to immediately synchronize a process for gener-
ating the 1dentical chaotic signal for use in deciphering the
received signal.

SUMMARY OF THE INVENTION

This Summary 1s provided to comply with 37 C.F.R. §1.73,
requiring a summary of the invention brietly indicating the
nature and substance of the invention. It 1s submitted with the
understanding that 1t will not be used to interpret or limit the
scope or meamng of the claims.

The present invention concerns methods (and implement-
ing systems) for generating an accelerated and/or decelerated
chaotic sequence. The method 1nvolves selecting a plurality
of polynomial equations that exhibit chaotic properties. Each
of the polynomial equations 1s constructed from an acc-dec
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variable v. The polynomial equations can be 1rreducible and/
or 1dentical exclusive of a constant value.

The method also involves selecting a value for the acc-dec
variable v for advancing or stepping back a chaotic sequence
generation by at least one cycle at a given time t. The acc-dec
variable v can be defined by a mathematical expression ¢
modulo mi. In the mathematical expression, ¢ 1s a number of
cycles for acceleration or deceleration. m, 1s a value indicat-
ing a cycle in which a chaotic sequence starts to repeat.

The method further involves using residue number system
(RNS) arithmetic operations to respectively determine solu-
tions for the polynomial equations. The solutions are 1tera-
tively computed and expressed as RNS residue values. The
solutions can be determined using at least one memory based
table. The method also includes the step of determining a
series ol digits in a weighted number system based on the
RNS residue values. The series of digits can be determined
using at least one memory based table. The method also
includes an optional step of a mixed-radix conversion, arith-
metic operations, or other combination with a masking
sequence (not discussed) to hide the underlying process from
unintended deciphering.

BRIEF DESCRIPTION OF THE DRAWINGS

Embodiments will be described with reference to the fol-
lowing drawing figures, in which like numerals represent like
items throughout the figures, and 1n which:

FIG. 1 1s a conceptual diagram of an accelerated and/or
decelerated chaotic sequence generation that 1s useful for
understanding the present invention.

FIG. 2 1s a flow diagram of a method for generating an
accelerated or decelerated chaotic sequence.

FIG. 3 1s a block diagram of a chaotic sequence generator
configured to generate an accelerated and/or decelerated
numerical sequence.

FIGS. 4A-4B collectively provide a block diagram of a
chaotic sequence generator implanting memory based tables
for generating a numerical sequence that 1s accelerated and/or
decelerated by at least one cycle.

FIGS. 5A-5B collectively provide a block diagram of a
chaotic sequence generator configured to instantaneously
synchronize its cycle with a cycle of another chaotic sequence
generation process.

DETAILED DESCRIPTION OF THE
EMBODIMENTS

PR.

L1
=]

ERRED

The present invention concerns a method for generating an
accelerated or decelerated chaotic sequence which can be
used 1n various types of chaos-based communications sys-
tems. Such chaos-based communications systems include a
chaotic spreading signal based communications system, a
coherent chaos shift keying based communications system, a
non-coherent chaos shiit keying based communications sys-
tem, and a differential code shift keying (DCSK) based com-
munications system. Such chaotic communications systems
also 1include a chaotic on-oil keying based communications
system, a frequency-modulated DCSK based communica-
tions system, a correlation delay shift keying based commu-
nications system, a symmetric code shiit keying (CSK) based
communications system, and a quadrature CSK based com-
munications system.

It will be appreciated that each of the forgoing chaos based
communications systems requires a chaos generator which 1s
capable of producing a chaotic sequence. A chaotic sequence,
as that term 1s used herein, i1s a signal having a time varying
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value expressed 1n analog or digital form that has no discern-
ible regularity of order, yet adheres to the three primary
defining characteristics of a chaotic system. Those having
ordinary skill 1in the art will readily appreciate that the chaotic
sequence can be used 1n a variety of ways, depending on the
particular type of chaotic communications system which 1s
desired for implementation.

The invention will now be described more fully hereinafter
with reference to accompanying drawings, 1n which illustra-
tive embodiments of the invention are shown. This invention,
may however, be embodied in many different forms and
should not be construed as limited to the embodiments set
forth herein. For example, the present invention can be
embodied as a method, a data processing system or a com-
puter program product. Accordingly, the present invention
can take the form as an entirely hardware embodiment, an
entirely software embodiment or a hardware/software
embodiment.

Referring now to FIG. 1, there 1s provided a conceptual
diagram of a chaotic sequence generator that 1s useful for
understanding the present invention. As shown in FIG. 1,
generation of the chaotic sequence begins with M polynomaial
equations. The M polynomial equations can be selected as
polynomial equations 1,[x((n+v+t)T)], . . ., 1, ;[X((n+v+t)
1)]. n1s an mdex of time used to define the initial state of the
polynomial. v 1s a variable having a value selected to accel-
erate or decelerate a chaotic sequence generation by at least
one cycle. t1s a variable representing time. T 1s a discrete time
interval.

According to an embodiment of the invention, v 1s defined
by the mathematical expression ¢ modulo m,, where 1 belongs
to {0, 1, 2, ..., M}. cis a number of cycles for acceleration
or deceleration. m, 1s a value indicating a cycle in which each
of the individual RNS digital chaotic sequence components
starts to repeat. It should be noted that such a modular reduc-
tion provides a chaotic sequence generation configured to
instantaneously synchronize 1ts cycle with a cycle of another
chaotic sequence generation when all RNS components are
simultaneously synchronized. This feature of the modular
reduction will become more apparent as the discussion
progresses. It should also be noted that the invention 1s not
limited 1n this regard.

Referring again to FIG. 1, the M polynomial equations are
selected for digitally generating an accelerated or decelerated
chaotic sequence. In this regard, it should be appreciated that
a chaotic sequence generation process using M polynomaial
equations I,[x((n+v+0)T)], . . ., I, ,[X((n+v+t)T)] can be
accelerated or decelerated by one cycle. For example, i1 the
variable v 1s selected to have a value equal to zero (0) and the
initial time t 1s set to zero (0), then a sequence of values
fo[x(()D], 1, [x((n+1)D)], L[x((n+2)T)], 13[x((n+3)T)], 1,]x
((n+4)1)] are generated as a function of time during a chaotic
sequence generation. Alternatively, 1 the variable v 1s
selected to have a value equal to positive one (+1) and the
chaotic sequence generation 1s to be accelerated at time two
(t=2) for a single cycle, then the sequence of values t,[x((n)
D], §[x((+1)D)], L[x((+3)1)], 15[x((+4)D)], 14]x((0+5)
T)] are generated as a function of time during a chaotic
sequence generation. Similarly, 11 the variable v 1s selected to
have a value equal to negative one (-1) and the chaotic
sequence generation 1s to be decelerated at time two (t=2) for
a single cycle, then the sequence of values 1,[x((n)1)], 1;[x
(+D)D)], L+, Lx(+2)D)], L[x((0+3)T)] are
generated as a function of time during a chaotic sequence
generation.

It should also be appreciated that a chaotic sequence gen-
eration process using M polynomial equations 1,[x((n+v+t)
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), ..., 1, [x((n+v+t)T)] can be accelerated or decelerated
by an arbitrary number of cycles. For example, 11 one RNS
component of a chaotic sequence generation process 1s 1o be
accelerated by one million (1,000,000) cycles at time two
(t=2) for a single cycle and m, equals five-hundred eleven
(511), then the sequence of values 1,[x(nT)], 1, [x((n+1)T)],
L [x((n+1,000,002)T)], 1L[x((n+1,000,003)T)], 1 [x((n+1,
000,004)T)] are generated as a function of time during a

chaotic sequence generation. Using the {fact that
1,000,000=1956-511+484 or 1,000,000 mod 511=484, the
sequence of values can be re-written as 1,[x(n'T)], 1, [x((n+1)
)], L[x((n+484+2)1)], L5[x((n+484+3)T)], 1,[x((n+484+4)
T)] or equivalently as 1,[x(nT)], 1, [x((n+1)T)], 1,[x((n-27+
2)D)], f[x((n-27+3)1)], {,[x((n-27+4)T]. The invention 1s
not limited 1n this regard.

Referring again to FIG. 1, the M polynomial equations
f,[x((n+v+t)T)], ..., 1, [ xX((n+v+t)T)] can be selected as the
same polynomial equation or distinct polynomial equations.
According to an aspect of the invention, the M polynomial
equations are selected as irreducible polynomial equations
having chaotic properties 1n Galois field arithmetic. Such
irreducible polynomial equations include, but are not limited
to, 1irreducible cubic polynomial equations and irreducible
quadratic polynomial equations. The phrase “irreducible
polynomial equation” as used herein refers to a polynomial
equation that cannot be expressed as a product of at least two
nontrivial polynomial equations over the same Galois field
(1). For example, the polynomial equation {[x((n+v+t)T)] 1s
irreducible 11 there does not exist two (2) non-constant poly-
nomial equations g[x((n+v+t)T)] and h[x((n+v+t)T)] mn x((n+
v+t) 1) with integer coetficients such that {{x((n+v+t)T)]=g[x
(n+v+t)D)]-h[x((n+v+t)T)] modulo the Galois field
characteristic.

As will be understood by a person skilled 1n the art, each of
the M polynomuial equations {,[x((n+v+t)T)], ..., 1,, ,[x((n+
v+t)1)] can be solved independently to obtain a respective
solution. Each solution can be expressed as a residue number
system (RNS) residue value using RNS arithmetic opera-
tions, 1.e. modulo operations. Modulo operations are well
known to persons having ordinary skill 1n the art. Thus, such
operations will not be described 1n great detail herein. How-
ever, 1t should be appreciated that an RNS residue represen-
tation for some weighted value “a” can be defined by math-
ematical Equation (1).

(1)

where R 1s an RNS residue M-tuple value representing a
weilghted value “a”. Further, R((n+v+t)T) can be a represen-
tation of the RNS solution of a polynomial equation 1]x((n+
v+t)T)] defined as R((n+v+t)D)={f,[x((n+v+1)T)] modulo
m,, I;[x((n+v+t)T)] modulo m,, . . ., 1, ;[x((n+v+t)T)]
modulom,, ,}.m,,m,,...,m,, , respectively are the moduli
for RNS arithmetic operations applicable to each polynomaial
equation I,[x((n+v+t)T)], . . ., I, [X((n+v+t)T)].

From the foregoing, 1t will be appreciated that the RNS
employed for solving each of the polynomaial equations 1,[x
(n+v+)T)], . . ., 1 [xX((n+v+1)T)] respectively has a
selected modulus value m,, m,, ..., m,, ,. The value chosen
for each RNS moduli 1s preferably selected to be relatively
prime numbers p,, Py . - - s Pas - L e phrase “relatively prime
numbers” as used herein refers to a collection of natural
numbers having no common divisors except one (1). Conse-
quently, each RNS arithmetic operation employed for
expressing a solution as an RNS residue value uses a different
relatively prime number p,, Dy, - . . , Pas; as a moduli m,,
m,...,Mm,, ;.

R={a modulo mg, a modulom,, . .., a modulo m,, }
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Those having ordinary skill 1n the art will appreciate that
the RNS residue value calculated as a solution to each one of
the polynomial equations I,[x((n+v+t)1)], ..., I, [X((n+v+
t)1)] will vary depending on the choice of prime numbers p,,
P . - -, Pasy selected as a moduli m,, m,, . . ., m,, ;.
Moreover, the range of values will depend on the choice of
relatively prime numbers p,, py, - - - » Pas S€lected as amoduli
m,, m,, ..., m,, . For example, if the prime number five
hundred three (503) 1s selected as modulus m,, then an RNS
solution for a first polynomial equation 1,[x((n+v+t)1)] will
have an integer value between zero (0) and five hundred two
(502). Also, the RNS solutions for the first polynomial equa-
tion 1,[x((n+v+t)T)] will begin to repeat after 502 cycles.
Similarly, 11 the prime number four hundred ninety-one (491)
1s selected as modulus m,, then the RNS solution for a second
polynomial equation f,[X((n+v+t)T)] has an integer value
between zero (0) and four hundred minety (490). The RNS
solutions for the second polynomial equation 1, [ x((n+v+t)1)]
will begin to repeat after 490 cycles. The mvention 1s not
limited 1n this regard.

According to an embodiment of the invention, each of the
M polynomial equations 1,[x((n+v+t)1)], ..., I, ;[(n+v+L)
T)] 1s selected as an 1rreducible cubic polynomial equation
having chaotic properties 1n Galois field arithmetic. An 1rre-
ducible cubic polynomial equation can be defined by math-
ematical Equation (2).

v+ D=0 F) x> (n+v+0) D+RF)x2(n+v+0) T +S

(F)x((n+v+0) 1+ C(k, L) (2)

where n 1s a sample time index value used to define the nitial
state of the polynomuial. v 1s a variable having a value selected
to accelerate or decelerate a chaotic sequence generation by at
least one cycle. t 1s a vaniable representing time. T 15 a fixed
constant having a value representing a time interval or incre-
ment. k 1s a polynomial time index value. The value of k may
be obtained from an outside time reference or controlled
independent of linear time flow for permitting dynamic con-
trol of the 1rreducible polynomial employed. L 1s a constant
component time index value. Q, R, and S are coetficients that
define the polynomial equation 1]x((n+v+t)T)]. C 1s a coedli-
cient of x((n+v+t)1) raised to a zero power and 1s therefore a
constant for each polynomial characteristic. In a preferred
embodiment, a value of C 1s selected which empirically 1s
determined to produce an irreducible form of the stated poly-
nomial equation 1] x((n+v+t)1)] for a particular prime modu-
lus. For a given polynomial with fixed values for Q, R, and S
more than one value of C can exist, each providing a unique
iterative sequence. Still, the mvention 1s not limited 1n this
regard.

According to another embodiment of the invention, the M
polynomial equations {,[x((n+v+t)1)], ..., I, [((n+v+t)T)]
are 1dentical exclusive of a constant value C. For example, a
first polynomial equation 1,[x((n+v+t)1)] 1s selected as 1,[x
(n+v+)T)]F3x (n4+v+) D+3x*(n+v+) D 4+x((n+v+1) 1)+
C,. A second polynomial equation I, [ x((n+v+t)T)] 1s selected
as f, [x((n+v+)T)]=3x° (n+v+) D43 (n+v+) T)+x((n+v+
t)yI)+C,. A third polynomial equation 1,[xX{({(n+v+t)T)] 1s
selected as L,[x((n+v+0)T)]=3x ((n+v+) D+3x7(n+v+t) T+
x((n+v+1)T)+C,, and so on. Each of the constant values C,,
C,,...,C,,1sselected to produce an 1rreducible form 1n a
residue ring of the stated polynomial equation {[x((n+v+t)
D=3x (n+v+) D3 (n+v+) D +x((n+v+)T)+C. In this
regard, 1t should be appreciated that each of the constant
values C,, C,, . . ., C,, , 15 associated with a particular
modulus m,, m,, . . . , m,, ; value to be used for RNS
arithmetic operations when solving the polynomial equation
{[x((n+v+t)T)]. An example of such constant values C,,
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C,,...,C,,; and associated modulus m,, m,, ..., m,,
values which produce an irreducible form of the stated poly-
nomial equation f[x((n+v+0)T)]=3x" (n+v+) T)+3x°((n+v+t)
T)+x((n+v+t)1)+C are listed 1n the following Table (1).

TABL.

(L]

1

Modulus values: Sets of constant values:

3 {1, 2}
5 {1, 3}

11 {4, 9}

29 {16, 19}

47 (26,31}

59 {18, 34}

71 {10, 19, 20, 29}

]3 {22,26,75,79)
101 {27, 38, 85, 96)
131 {26, 39, 77, 90}
137 {50,117}

149 {17,115, 136, 145)
167 {16,32, 116, 132}
173 {72,139}

197 {13,96, 127,179}
233 {52,77}

251 {39, 100, 147, 243)
257 {110, 118}

269 {69, 80}

281 {95, 248}

293 {37,223}

311 {107, 169}

317 {15,55}

347 {89,219}

443 {135, 247, 294, 406
461 {240, 323}

467 {15, 244, 301, 425)
479 {233, 352}

491 {202, 234}

503 {8,271}

Still, the invention 1s not limited 1n this regard.

The number of discrete magnitude states (dynamic range)
that can be generated with the system shown 1 FIG. 1 will
depend on the quantity of polynomial equations M and the
modulus values m,, m,, . . ., m,, , selected for the RNS
number systems. In particular, this value can be calculated as
the product m,,,,=m,m, m,ms: ... m,, .

Referring again to FIG. 1, 1t should be appreciated that each
of the RNS solutions Nos. 1 through M 1s expressed 1n a
weighted number system representation. In a preferred
embodiment of the invention, each of the RNS solutions Nos.
1 through M 1s expressed 1n a binary number system repre-
sentation. As such, each of the RNS solutions Nos. 1 through
M 1s a binary sequence of bits. Each bit of the sequence has a
zero (0) value or a one (1) value. Each binary sequence has a
bit length selected 1n accordance with particular moduli.

According to an embodiment of the invention, each binary
sequence representing a residue value has a bit length (BL)
defined by a mathematical Equation (3).

bL=Ceiling[Log 2(m)] (3)

where m 1s selected as one of moduli m,, m,, ..., m,, ,.
Ceiling[u] refers to a next highest whole integer with respect
to an argument u or to u 1f us 1s an 1nteger.

In order to better understand the foregoing concepts, an
example 1s useful. In this example, six (6) relatively prime
moduli are used to solve six (6) irreducible polynomial equa-
tions I, [x((n+v+0)T)], ..., L [x ((n+v+t)1)]. A prime number
P, associated with a first modulus m, 1s selected as five hun-
dred three (503). A prime number p, associated with a second
modulus ml 1s selected as four hundred minety one (491). A
prime number p, associated with a third modulus m, 1s
selected as four hundred seventy-nine (479). A prime number
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p; associated with a fourth modulus m, 1s selected as four
hundred sixty-seven (467). A prime number p, associated
with a fifth modulus m,, 1s selected as two hundred fifty-seven
(25°7). A prime number p- associated with a sixth modulus m.
1s selected as two hundred fifty-one (251). Possible solutions
for 1,[x((n+v+t)1)] are 1n the range of zero (0) and five hun-
dred two (502) which can be represented 1n nine (9) binary
digits. Possible solutions for 1, [x((n+v+1)T)] are 1n the range
of zero (0) and four hundred ninety (490) which can be
represented 1n nine (9) binary digits. Possible solutions for
t,[x((n+v+1)T)] are 1n the range of zero (0) and four hundred
seventy eight (478) which can be represented in nine (9)
binary digits. Possible solutions for I3[ x((n+v+t)T)] are in the
range of zero (0) and four hundred sixty six (466) which can
be represented 1n nine (9) binary digits. Possible solutions for
t,[x((n+v+t)T)] are 1n the range of zero (0) and two hundred
fifty six (256) which can be represented in nine (9) binary
digits. Possible solutions for 1. [x((n+v+1)T)] are 1n the range
of zero (0) and two hundred fifty (250) which can be repre-
sented 1n eight (8) binary digits.

Arithmetic for calculating the recursive solutions for poly-
nomial equations 1,[x((n+v+0)T)], . . . , L[x((n+v+t)T)]
requires nine (9) bit modulo arithmetic operations. The arith-
metic for calculating the recursive solutions for polynomial
equation I [x((n+v+t)1)] requires eight (8) bit modulo arith-
metic operations. In aggregate, the recursive results 1,[x((n+
v+t) )], . . ., L[x((n+v+1)T)] represent values in the range
from zero (0) to mp,,,,—1. The value of m,,,,, 1s calculated
as follows: po P, D> P PaPs=503-491-479-467-257-251=3,
563,762,191,059,523. The binary number system represen-
tation of each RNS solution can be computed using Ceiling
[Log 2(3,563,762,191,059,523)]=Ceiling[51.66]=52 bits.
Because each polynomuial is mrreducible, all 3,563,762,191,
059,523 possible values are computed before the sequence
repeats resulting 1n a sequence repetition time of m ., times
T seconds, 1.e., a sequence repetition times an interval of time
between the computation of each values 1n the sequence of
generated values. Still, the mvention 1s not limited in this
regard.

Referring again to FIG. 1, the RNS solutions Nos. 1
through M are mapped to a weighted number system repre-
sentation thereby forming a chaotic sequence output. The
phrase “weighted number system” as used herein refers to a
number system other than a residue number system. Such
welghted number systems include, but are not limited to, an
integer number system, a binary number system, an octal
number system, and a hexadecimal number system.

According to an aspect of the invention, the RNS solutions
Nos. 1 through M are mapped to a weighted number system
representation by determining a series of digits i1n the
welghted number system based on the RNS solutions Nos. 1
through M. The term *“digit” as used herein refers to a symbol
of a combination of symbols to represent a number. For
example, a digit can be a particular bit of a binary sequence.
According to another aspect of the invention, the RNS solu-
tions Nos. 1 through M are mapped to a weighted number
system representation by i1dentifying a number in the
weighted number system that 1s defined by the RINS solutions
Nos. 1 through M. According to yet another aspect of the
invention, the RNS solutions Nos. 1 through M are mapped to
a weighted number system representation by i1dentifying a
truncated portion of a number 1n the weighted number system
that 1s defined by the RNS solutions Nos. 1 through M. The
truncated portion can include any serially arranged set of
digits of the number 1n the weighted number system. The
truncated portion can also be exclusive of a most significant
digit of the number 1n the weighted number system. The
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phrase “truncated portion™ as used herein refers to a chaotic
sequence with one or more digits removed from its beginning,
and/or ending. The phrase “truncated portion” also refers to a
segment imncluding a defined number of digits extracted from
a chaotic sequence. The phrase “truncated portion™ also refers
to a result of a partial mapping of the RNS solutions Nos. 1
through M to a weighted number system representation.

According to an embodiment of the invention, a mixed-
radix conversion method 1s used for mapping RNS solutions
Nos. 1 through M to a weighted number system representa-
tion. Mixed-radix conversion 1s well known to those having
ordinary skill in the art, and therefore will not be described
herein. The conversion can be modified to yield a truncated
result. Still, the mvention 1s not limited 1n this regard.

According to another embodiment of the mnvention, a Chi-
nese remainder theorem (CRT) arithmetic operation 1s used to
map the RNS solutions Nos. 1 through M to a weighted
number system representation. The CRT arithmetic operation
1s well known to those having ordinary skill in the art, and
therefore will not be described here 1n detail. Still, the inven-
tion 1s not limited 1n this regard.

As should be appreciated, the accelerated or decelerated
chaotic sequence output Y can be expressed in a binary num-
ber system representation. As such, the chaotic sequence
output Y can be represented as a binary sequence. Each bit of
the binary sequence has a zero (0) value or a one (1) value.

The chaotic sequence output Y can have a maximum bit
length (MBL) defined by a mathematical Equation (4).

MBL=Ceiling[Log 2(mpprp)] (4)

where m»., 5 15 the product of the relatively prime numbers
Pos Pis - - -» Pasy S€lected as modulim,, m,,...,m,, ,.Inthis
regard, 1t should be appreciated the m,,,,, represents a
dynamic range of a CRT anthmetic operation. The phrase
“dynamic range” as used herein refers to a maximum possible
range ol outcome values of a CRT arithmetic operation. It
should also be appreciated that the CRT arithmetic operation
generates a chaotic numerical sequence with a periodicity
equal to the inverse of the dynamic range m, .. The
dynamic range requires a Ceiling[Log 2(m,,,)] bit preci-
S1011.

According to an embodiment of the invention, m,,,
equals three quadrillion five hundred sixty-three trillion seven
hundred sixty-two billion one hundred minety-one million
fifty-nine  thousand  five  hundred  twenty-three
(3,563,762,191,059,523). By substituting the value ofTm 1
into Equation (6), the bit length (BL) for a chaotic sequence
output Y expressed 1n a binary system representation can be
calculated as follows: BL=Ceiling| Log
2(3,563,762,191,059,523)=52 bits. As such, the chaotic
sequence output Y 1s a {ifty-two (52) bit binary sequence
having an integer value between zero (0) and three quadrillion
five hundred sixty-three trillion seven hundred sixty-two bil-
lion one hundred ninety-one million fifty-nine thousand five
hundred twenty-two (3,563,762,191,059,522), inclusive.
Still, the invention 1s not limited 1n this regard. For example,
the chaotic sequence output Y can be a binary sequence
representing a truncated portion of a value between zero (0)
and m»,,—1.In such a scenario, the chaotic sequence output
Y can have a bit length less than Ceiling[Log 2(msp5)]. It
should be noted that while truncation affects the dynamic
range of the system 1t has no effect on the periodicity of a
generated sequence.

As should be appreciated, the above-described chaotic
sequence generation can be iteratively performed. In such a
scenario, a feedback mechanism (e.g., a feedback loop) can
be provided so that a variable “x” of a polynomial equation
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can be selectively defined as a solution computed 1n a previ-
ous 1teration. Mathematical equation (2) can be rewritten 1n a
general iterative form: f[x((n+v+t)D]=QK)x’[((n+v+1)-1)
TI+R&)x[(n+v+)-DT]+SEK)x[(n+v+1)-DT]+C(k,L).

For example, a fixed coelficient polynomial equation 1is
selected as f[x((n+v+t):1 ms)|=3x°[((n+v+1)-1)-1 ms]+3x”
[(n+v+1)-1)-1 ms]+x[((n+v+t)—1)-1 ms]+8 modulo 503. n 1s
a variable having a value defined by an 1teration being per-
formed. x 1s a variable having a value allowable 1n a residue
ring. v 1s a variable having a value selected to accelerate or
decelerate a chaotic sequence generation by at least one cycle.
t 1s a variable representing time. In a first iteration, n equals
one (1). v equals zero so that the chaotic sequence generation
1s not accelerated or decelerated by a predefined number of
cycles. t equals zero. X 1s selected as two (2) which 1s allow-
able 1n a residue ring. By substituting the value of n, v, t, and
x 1to the stated polynomial equation {[x((n+v+t)T)], a first
solution having a value forty-six (46) 1s obtained. In a second
iteration, n 1s incremented by one. X equals the value of the
first solution, 1.e., forty-six (46) resulting 1n the solution 298,
410 mod 503 or one hundred thirty-one (131). In a third
iteration, n 1s again incremented by one. x equals the value of
the second solution.

Referring now to FIG. 2, there 1s provided a flow diagram
of a method 200 for generating an accelerated or decelerated
chaotic sequence that i1s useful for understanding the mven-
tion. As shown in FI1G. 2, the method 200 begins with step 202
and continues with step 204. In step 204, a plurality of RNS
modulim,, m,,...,m,, ; are selected for use in the arithmetic
operations of polynomial equations f,[x((n+v+t)T)], . . .,
. [x((n+v+t)T)]. After step 204 step 206 1s performed
where polynomial equations {,[x((n+v+t)1)], ..., 1, [X((n+
v+t)1)] are selected. In this regard, 1t should be appreciated
that the polynomial equations 1,[x((n+v+t)T)], ..., 1, [X
((n+v+t)T)] can be selected as the same polynomial equation
except for a different constant term or different polynomial
equations. After step 206, step 208 i1s performed where a
determination for each polynomial equation 1,[x((n+v+
)], ..., 1, [x((n+v+t)T)] 1s made as to which combina-
tions of respective constant values C,, C,, ..., C,  , generate
irreducible forms of each polynomial equation 1,[x((n+v+t)
D), ..., 1 [X(n+v+t)T)].

After step 208, the method 200 continues with step 210. In
step 210, a value for time 1increment “I” 1s selected. There-
alter, an 1nitial value for “x” 1s selected in step 212. The mitial
value for “x” 1s defined by an offset time mdex “t”. In this
regard, 1t should be appreciated that the 1imitial value for “x”
can be any value allowable 1n a residue ring. Subsequently,
step 214 1s performed where a value for the variable “v” 1s
selected by 1dentifying a target state. There are a variety of
ways to 1dentily a target state. For example, a particular target
state may be selected by determining a state of a first chaotic
sequence generation for synchronizing a second chaotic
sequence generation with the first chaotic sequence genera-
tion. The term “state” as used herein refers to a particular
cycle of a chaotic sequence generation. The 1invention 1s not
limited 1n this regard.

Step 214 can also involve selecting the variable “v” to have
a value suitable for advancing a chaotic sequence generation
by at least one cycle or stepping back a chaotic sequence
generation by at least one cycle during the evolution of the
sequence. As noted above, the variable “v” can be defined by
the mathematical expression ¢ modulo P for advancing a
chaotic sequence generation by an arbitrary number of states
(or cycles) or stepping back a chaotic sequence generation by
an arbitrary number of states (or cycles). ¢ 1s a variable rep-
resenting the target state (or target cycle) of a chaotic
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sequence generation. For example, 1t a target state (or cycle)
¢ 1s determined to be one million (1,000,000) and P equals
511 time indices, then the variable “v” can be computed as
follows: v=c modulo P=1,000,000 modulo 511=484. In such
a scenario, the full rotations of a ring of size P=511 are
climinated. The remainder having a value of 484 represents a
partial (or residue) rotation of the ring or time difference. The
invention 1s not limited 1n this regard.

Step 214 can further involve selecting the variable “v” as a
function of the incremented index “n” (v[n]), such that the
advancing of the chaotic sequence may only occur on one or
more cycles during the evolution of the sequence. In this
manner, the sequence may begin at index n=0, yet be pro-
grammed to “yump” v[n=2]=32 cycles at a specified incre-
ment imdex 1n the future and zero at other times, 1.e., v[n=0]
0, v[n=1]=0, v[n=2]=32, v[n=3]=0, v[n=4]=0, and v[n>4]=0.

After selecting a value for the variable *“v”, the method 200
continues with step 216. In step 216, RNS arithmetic opera-
tions are used to iteratively determine RNS solutions for each
of the stated polynomial equations 1,[x((n+v+t)T)], . . ..
t,, [ X((n+v+t)T)]. In step 218, a series of digits in a weighted
number system are determined based on the RNS solutions.
This step can 1nvolve performing a mixed radix arithmetic
operation or a CRT arithmetic operation using the RNS solu-
tions to obtain a chaotic sequence output.

After step 218, the method 200 continues with a decision
step 220. IT a chaos generator 1s not terminated (220:NO),
then step 224 1s performed where a value of “X” 1n each
polynomial equation I, [x((n+v+t)T)], ..., I, ,[X((n+v+1)T)]
1s set equal to the RNS solution computed for the respective
polynomial equation I,[x((n+v+t)T)], ..., 1, ; [x((n+v+t)T)]
in step 216. Subsequently, the method 200 returns to step 216.
If the chaos generator 1s terminated (2202:YES), then step
222 1s performed where the method 200 ends.

Referring now to FIG. 3, there 1s illustrated one embodi-
ment of a chaotic sequence generator (CS(G) 300 which could
be used to implement the inventive arrangements. The CSG
300 1s configured to generate a digital accelerated and/or
decelerated chaotic sequence. In this regard, 1t should be
appreciated that the CSG 300 1s comprised of computing
processors (CPs) 302,-302,, ,. The CSG 300 1s also com-
prised of a mapping processor (MP) 304. Each of the CPs
302,-302,, , 1s coupled to the MP 304 by a respective data
bus 306,-306,, ,. As such, each of the CPs 302,-302,, , 1s
configured to communicate data to the MP 304 via a respec-
tive data bus 306,-306,, ,. The MP 304 can be coupled to an
external device (not shown) via a data bus 308. In this regard,
it should be appreciated that the external device (not shown)
includes, but 1s not limited to, a cryptographic device config-
ured to combine or modily a signal 1n accordance with a
chaotic sequence output.

Referring again to FIG. 3, the CPs 302,-302,, , are com-
prised of hardware and/or software configured to solve M
polynomial equations f,[x((n+v+t)1)], . . ., 1, ,[X((n+V+t)
T)] to obtain a plurality of solutions. The M polynomial
equations 1, [x((n+v+t)T)], . . ., I, ,[x((n+v+t)T)] can be
irreducible polynomial equations having chaotic properties in
finite field arithmetic. Such irreducible polynomaial equations
include, but are not limited to, irreducible cubic polynomial
equations and irreducible quadratic polynomial equations.
The M polynomial equations 1,[x((n+v+t)T)], . .., 1, ,[X
((n+v+1)T)] can also be identical exclusive of a constant
value. The constant value can be selected so that a polynomaal
equation 1,[x((n+v+0)T)], . .., I, ,[X((n+v+t)1)] 15 1rreduc-
ible for a predefined modulus. The variable “v” can be
selected so that a chaotic sequence generation 1s advanced or
stepped back by at least one state (or cycle).
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As noted above, the variable “v”’ can also be selected so that
a chaotic sequence generation 1s advanced or stepped back by
an arbitrary number of states (or cycles) at any specific time
index in the sequence evaluation. In such a scenario, the
variable “v” can be defined by the mathematical expression ¢
modulo P, where c¢ 1s a variable representing the target state
(or target cycle) of a chaotic sequence generation. The CPs
302,-302,, , can be comprised of hardware and/or software
configured to determine the target state (or target cycle) of a
chaotic sequence generation performed by a chaotic sequence
generator of an external device (such as a transmitter of a
communications device and a cryptographic device).

According to an embodiment of the mvention, the target
state (or cycle) determination 1s provided using state (or
cycle) information obtained from the external device (such as
a transmitter of a communications device and a cryptographic
device). Such state (or cycle) information can include, but 1s
not limited to, information identifying a current state (or
cycle) of a chaotic sequence generation that 1s the same or
substantially similar to the chaotic sequence generation per-
tormed by the CSG 300. The mvention 1s not limited 1n this
regard. For example, the target state (or cycle) determination
can alternatively be performed using clock drift information.

Each of the solutions can be expressed as a unique residue
number system (RNS) M-tuple representation. In this regard,
it should be appreciated that the CPs 302,-302,, , employ
modulo operations to calculate a respective solution for each
polynomial equation f,[x((n+v+t)T)], ..., 1, [X((n+v+t)T)]
using modulo based arithmetic operations. Each of the CPs
302,-302,, , 1s comprised of hardware and/or software con-
figured to utilize a different relatively prime number p,,
Dis--.,Parq asamodulim,, m,,...,m,, , formodulo based
arithmetic operations. The CPs 302,-302,  , are also com-
prised of hardware and/or software configured to utilize
modulus m,, m,, . . ., m,, , selected for each polynomial
equation I, [x((n+v+t)T)], ..., I, [x((n+v+t)T)] so that each
polynomial equation I,[x((n+v+t)1)], ..., 1, [x((n+v+t)T)]
1s 1rreducible.

The CPs 302,-302,, , are further comprised of hardware
and/or software configured to utilize moduli m,, m,, . . .,
m,, ; selected for each polynomial equation 1I,[x((n+v+
)], . . ., . [X((n+v+t)T)] so that solutions 1iteratively
computed via a feedback mechanism 310,-310,, , are cha-
otic. In this regard, i1t should be appreciated that the feedback
mechanisms (FMs) 310,-310,, , are provided so that the
solutions for each polynomial equation 1, [x((n+v+t)T)], . . .,
t,, [x((n+v+t)T)] can be 1teratively computed. Accordingly,
the FMs 310,-310,, , are comprised of hardware and/or soft-
ware configured to selectively define a variable “x” of a
polynomial equation as a solution computed 1n a previous
iteration.

Referring again to FIG. 3, the CPs 302,-302,, , are con-
figured to express each of the RNS residue values in a
weighted number system representation. Such methods of
representing the results both intermediate and final of modu-
lar arithmetic are generally known to persons having ordinary
skill 1n the art, and therefore will not be described in great
detail herein. However, 1t should be appreciated that any such
method can be used without limitation. It should also be
appreciated that the residue values expressed in weighted
number system representations are hereinafter referred to as
moduli solutions Nos. 1 through M comprising the elements
of an RNS M-tuple.

Referring again to FIG. 3, the MP 304 1s configured to map
the moduli (RNS M-tuple) solutions Nos. 1 through M to a
welghted number system representation. The result is a series
of digits 1n the weighted number system based on the moduli
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solutions Nos. 1 through M. For example, the MP 304 can be
configured to determine the series of digits in the weighted
number system based on the RNS residue values using a
Chinese Remainder Theorem process. In this regard, it will be
appreciated by those skilled 1n the art that the MP 304 1s
configured to 1dentity a number 1n the weighted number sys-
tem that 1s defined by the moduli solutions Nos. 1 through M.

According to an aspect of the invention, the MP 304 can be
configured to identily a truncated portion of a number 1n the
welghted number system that 1s defined by the moduli solu-
tions Nos. 1 through M. For example, the MP 304 can also be
configured to select the truncated portion to include any seri-
ally arranged set of digits of the number in the weighted
number system. Further, the MP 304 can be configured to
select the truncated portion to be exclusive of a most signifi-
cant digit when all possible weighted numbers represented by
X bits are not mapped, i.e., when m,.,,<2". X is a fewest
number of bits required to achieve a binary representation of
the weighted numbers. Still, the invention 1s not limited in this
regard.

Referring again to FIG. 3, the MP 304 1s configured to
express a chaotic sequence 1n a binary number system repre-
sentation. In this regard, 1t should be appreciated that the MP
304 can employ a non-binary-weighted-to-binary-weighted
conversion method. Such methods are generally known to
persons skilled in the art and therefore will not be described in
great detail herein. However, it should be appreciated that any
such method can be used without limitation.

Referring now to FIG. 4A, there 1s provided a block dia-
gram of a computing processor (CP) implementing memory
based tables for generating a numerical sequence that 1s
accelerated and/or decelerated by one (1) cycle. As shown 1n
FIG. 4A, the CP 400 1s comprised of an 1nitial state register
(ISR) 402, an 1mitial condition enable (ICE) 404, multiplexers
406, 414, 418, look-up table (LUT) devices 408, 410, a unit
delay 420, an accelerate/decelerate multiplexer controller
(MC) 412, and a multiplexer controller (MC)416. Each ofthe
listed components 1s well known to those having ordinary
skill 1n the art, and therefore will not be described herein.
However, a briet discussion of the CP 400 1s provided to assist
a reader 1n understanding the present invention.

Referring again to FIG. 4A, the ISR 402 1s comprised of
hardware and software configured to store a set of 1nitial
conditions. The ISR 402 1s also comprised of hardware and
soltware configured to communicate a set of imitial conditions
to the multiplexer 406. Initial conditions are well known to
those having ordinary skill in the art, and therefore will not be
described herein. However, 1t should be appreciated that an
initial condition can be any integer value within the dynamic
range of the CPs. The invention 1s not limited in this regard.

The ICE 404 1s comprised of hardware and software con-
figured to control the multiplexer 406. In this regard, 1t should
be appreciated that the ICE 404 can generate a high voltage
control signal and a low voltage control signal. The ICE 404
can also communicate control signals to the multiplexer 406.
The multiplexer 406 can select an mput 1n response to a
control signal received from the ICE 404. For example, if the
ICE 404 communicates a high control signal to the multi-
plexer 406, then the multiplexer 406 can create a path
between the ISR 402 and the LUT device 408. However, 1 the
ICE 404 communicates a low control signal to the multiplexer
406, then the multiplexer 406 can create a path between the
unit delay 420 and the LUT device 408. The invention 1s not
limited 1n this regard.

The LUT device 408 1s configured to receive mputs from
the ISR 402 or the unit delay 420 via the multiplexer 406. The

LUT device 408 1s also configured to perform look-up table
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operations using the received mmputs. Look-up table opera-
tions are well known to those having ordinary skill in the art,
and theretore will not be described herein. However, 1t should
be understood that the LUT device 408 1s comprised of a
memory based table (not shown) containing pre-computed
residue values 1n a binary number system representation. The
address space of the memory table (not shown) 1s at least from
zero (0) to m, . for all modulus m, m, throughm,, ,. On each
iteration, a table address 1s determined using the input
received from the ISR 402 or the unit delay 420. The table
address 1s used to select a pre-computed residue value stored
at the table address of the memory based table (not shown).
Once a pre-computed residue value 1s selected, the LUT
device 408 communicates the same to the LUT device 410
and the multiplexer 418.

The LUT device 410 1s configured to recetve mputs from
the LUT device 408. The LUT device 410 1s also configured

to perform look-up table operations using the received inputs.
In this regard, 1t should be understood that the LUT device
410 1s comprised of a memory based table (not shown) con-
taining pre-computed residue values 1n a binary number sys-
tem representation. The address space of the memory table
(not shown) 1s at least from zero (0) to m, , for all modulus m,
m, through m,, ,. On each 1teration, a table address 1s deter-
mined using the imnput received from the LUT device 408. The
table address 1s used to select a pre-computed residue value
stored at the table address of the memory based table (not
shown). Once a pre-computed residue value 1s selected, the
LUT device 410 communicates the same to the multiplexer
414.

The accelerate/decelerate MC 412 1s configured to control
the multiplexer 414. In this regard, 1t should be appreciated
that the accelerate/decelerate MC 412 can generate a high
voltage control signal and a low voltage control signal. The
accelerate/decelerate MC 412 can also communicate control
signals to the multiplexer 414. The multiplexer 414 can select
an mmput in response to a control signal recerved from the
accelerate/decelerate MC 412. For example, 11 the accelerate/
decelerate MC 412 communicates a high control signal to the
multiplexer 414, then the multiplexer 414 can create a path
430 between the multiplexer 406 and the multiplexer 418.
However, 11 the accelerate/decelerate MC 412 communicates
a low control signal to the multiplexer 414, then the multi-
plexer 414 can create a path 434 between the LUT 410 and the
multiplexer 418. The invention 1s not limited in this regard.
However, it should be noted that the communications path
430 1s provided for decelerating a chaotic sequence by one (1)
cycle at a particular time t (e.g., t=2). Similarly, the commu-
nications path 434 1s provided for accelerating a chaotic
sequence by one (1) cycle at a particular time t (e.g., t=2).

The MC 416 1s configured to control the multiplexer 418.
In this regard, 1t should be appreciated that the MC 416 can
generate a high voltage control signal and a low voltage
control signal. The MC 416 can also communicate control
signals to the multiplexer 418. The multiplexer 418 can select
an mput 1n response to a control signal recerved from the MC
416. For example, 11 the MC 416 communicates a high control
signal to the multiplexer 418, then the multiplexer 418 can
create a path 436 between the multiplexer 414 and unit delay
420. However, if the MC 416 communicates a low control
signal to the multiplexer 418, then the multiplexer 418 can
create a path 432 between the LUT 408 and unit delay 420.
The mvention 1s not limited 1n this regard. However, it should
be noted that the communications path 436 1s provided for
decelerating or accelerating a chaotic sequence by one (1)
cycle. Stmilarly, the communications path 432 1s provided for
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selecting a pre-computed residue value from the LUT 408,
1.€., the chaotic sequence 1s not accelerated or decelerated at
a particular time t (e.g., t=1).

The unit delay 420 and LUT devices 408, 410 provide
teedback mechamisms for iterated computations of irreduc-
ible polynomial equations {,[x((n+v+0)T)], ..., I, ,[x((n+
v+t)T)] modulom,, m,...,m,, ,.In this regard, it should be
understood that the LUT devices 408, 410 are comprised of
hardware and software configured to perform lookup table
operations for computing irreducible polynomial equations
f,[x((n+v+O) )], . . . , 1, [x((n+v+0)T)] modulo m,,
m,...,M,, ;.

The following discussion 1s provided for purposes of
explaining what happens after an initial condition has been
communicated to the CP 400 and how the CP 400 generates a
continuous output. If the ISR 402 stores an initial value of
forty-two (42) selected by the ICE 404 during the first cycle,
then the mitial mput to the LUT 408 creates an LUT 408
output that 1s the polynomial evaluation of the nitial condi-
tion value. The 1nitial mput to the LUT 408 represents the
previous RNS result. The LUT 408 output 1s provided as an
input to the LUT 410 in order to compute the polynomial
function evaluation (PFE) of the LUT 408 output. The PFE of
the LUT 408 output 1s equivalent to one (1) time value into the
tuture. The two (2) select controls 412, 416 select between the
computed LUT 408 output, an output of the multiplexer 406,
and an output of the LUT 410. The outputs of the components
406, 410 represent the decelerated or accelerated sequence
values within the RNS. For example, 11 the select control 416
continuously selects the output of the LUT 408, then the ICE
404 (during a successive cycle) continuously selects the out-
put of the unit delay 420 to be input to the LUT 408. Over
time, the select controls 412, 216 may be mampulated to
accelerate or decelerate the sequence of evolution by one (1)
per cycle.

Referring now to FIG. 4B, one or more CPs 400 can be
implemented in a chaotic sequence generator (CSG) 450. As
shown 1n FIG. 4B, the CSG 450 1s comprised of computing,
processors CPs 400, . . ., 400,, , and a mapping processor
422. The mapping processor 422 1s comprised of look-up
tables 440, . . ., 440,, ., an adder 452, and a truncator 454.
Each of the listed components 440, . ..,440, ., 452,454 are
well known to persons having ordinary skill in the art, and
therefore will not be described 1n great detail herein. How-
ever, a brief description of the listed components 440, . . .,
440, .,452, 454 1s provided to assist a reader 1n understand-
ing the present mvention.

Referring again to FIG. 4B, each of the CPs 400, . . .,
400,, , 1s coupled to arespective LUT 440, ...,440,, . The
CPs400,,...,400, . areconfigured to communicate outputs
to the mapping processor 422. More particularly, the CPs
400,, . ..,400,, , communicate the outputs to arespect LUT
440, ...,440,, .. The LUTs 440, . . ., 440,, , are config-
ured to perform lookup table operations for mapping the
outputs into a desired weighted number system. The LUTs
440, ...,440, . arealso configured to communicate outputs
expressed 1n a weighted number system representation to the
adder 452.

The adder 452 1s configured to recerve outputs expressed in
a weighted number system representation from each of the
LUTs440,,...,440,, .. The adder 452 1s also comprised of
hardware and software configured to perform an addition
operation. The addition operation can generally involve com-
bining the results expressed 1n a weighted number system
representation to form a single output. The adder 452 1s also
configured to communicate the single output to the truncator
454. The truncator 454 1s configured to 1dentily a truncated
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portion of a number 1n the weighted number system that 1s
defined by the single output of the adder 452. The truncator
454 1s also configured to communicate a truncated result to an
external device (not shown).

Referring now to FIG. SA, there 1s provided a block dia-
gram of a computing processor (CP) for generating a numeri-
cal sequence that 1s accelerated and/or decelerated by an
arbitrary number of cycles at a particular time t(e.g., t=2). As
shown 1n FIG. 5A, the CP 500 1s comprised of an 1nitial state
register (ISR) 526, an initial condition enable (ICE) 528,
multiplexers 504, 508, 514, 520, multiplexer controllers
(MCs) 502, 506, an adder 512, an advance device 510, a unit
delay 522, a comparator 516, and a subtracter 518. Each of the
listed components 502, . .., 522 1s well known to those having
ordinary skill 1n the art, and therefore will not be described
herein. However, a brief discussion of the CP 500 1s provided
to assist a reader 1 understanding the present invention.

Referring again to FIG. SA, the ISR 526, ICE 528, and
multiplexer 514 collectively provide a key/initial condition
insertion device. In this regard, 1t should be understood that
the ISR 526 1s configured to store a set of mitial conditions.
The ISR 526 15 also configured to communicate a set of 1nitial
conditions to the multiplexer 514. Initial conditions are well
known to those having ordinary skill 1n the art, and therefore
will not be described herein. However, it should be appreci-
ated that an 1nitial condition 1s an integer value. For example,
i an 1nitial value of a chaotic sequence 1s stored 1n a look up
table address of zero (0), then the 1nitial condition 1s an integer
value equal to zero (0). The invention 1s not limited 1n this
regard.

The ICE 528 1s comprised of hardware and software con-
figured to control the multiplexer 514. In this regard, i1t should
be appreciated that the ICE 528 can generate a high voltage
control signal and a low voltage control signal. The ICE 528
can also communicate control signals to the multiplexer 514.
The multiplexer 514 can select an mput in response to a
control signal received from the ICE 528. For example, if the
ICE 528 communicates a high control signal to the multi-
plexer 514, then the multiplexer 408 can create a path
between the ISR 526 and the adder 512. However, if the ICE
528 communicates a low control signal to the multiplexer
514, then the multiplexer 514 can create a path between the
unit delay 522 and the adder 512. In such a scenario, a previ-
ous look up table address 1s fed back to the adder 512. The
invention 1s not limited 1n this regard.

The advance device 510 1s coupled to the adder 512. The
advance device 510 may be an external device configured to
compute an acc-dec variable v using certain time information.
For example, the advance device 510 can obtain the present
time (12:30 pm Dec. 31, 2008), obtain an 1nitial time (12:30
pm Dec. 31, 2007), and compute the diflerence between the
two (2) times. Once the time difference 1s computed, the
advance device 510 can determine the number of cycles or
clock ticks (e.g., 1,000,000) that occurred during the com-
puted time (1.e., the time from the mitial time to the present
time=1 year). The invention 1s not limited in this regard.

The advance device 510 can also compute an acc-dec vari-
able v using the determined number of cycles or clock ticks
(e.g., 1,000,000). For example, 1f a chaotic sequence genera-
tion process 1s to be accelerated by one million (1,000,000)
cycles at an initial time t and P equals five-hundred eleven
(511), then the acc-dec variable v provided by the advance
device 510 1s 484 (1.e., v=1,000,000 modulo 511). The mnven-
tion 1s not limited in this regard. It should be noted that the
advance device 510 need only provide the acc-dec variable v
at a time 1ndex n when 1t 1s desirable to accelerate or decel-
erate a chaotic sequence by an arbitrary number of cycles. For
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example, 11 1t 1s desirable to accelerate a chaotic sequence by
one million (1,000,000) cycles at time index n=2, then the
advance device 510 provides the acc-dec variable v only at
time index n=2. The advance device 310 does not need to
provide the acc-dec variable v to the adder 512 at all other
times (e.g., n=0, 1, 3, 4, 5). The invention 1s not limited 1n this
regard.

Referring again to FIG. 5A, the MCs 502, 506 and multi-
plexers 504, 508 collectively provide an accelerate/decelerate
control for iteger steps of timing control. According to an
embodiment of the invention, the integer steps can be selected
to be zero (0) steps, one (1) step, or two (2) steps. If the integer
step 1s selected to be zero (0) steps, then a chaotic sequence
will be decelerated by one (1) cycle at time index n. If the
integer step 1s selected to be one (1) step, then the chaotic
sequence will not be accelerated or decelerated by an arbi-
trary number of cycles at time index n. If the iteger step 1s
selected to be two (2) steps, then the chaotic sequence will be
accelerated by one (1) cycle at time 1ndex n. The ivention 1s
not limited 1n this regard.

In this regard, it should be understood that the MC 502 1s
coniigured to control multiplexer 504. As such, the MC 502
can generate a high voltage control signal and a low voltage
control signal. The MC 502 can also communicate control
signals to the multiplexer 504. The multiplexer 504 can select
an iteger step mput (e.g., 0 or 2) 1n response to a control
signal recerved from the MC 502. The selected integer step
input 1s communicated to the multiplexer 508 along a com-
munications path 530.

Similarly, the MC 506 1s configured to control multiplexer
508. Accordingly, the MC 506 can generate a high voltage
control signal and a low voltage control signal. The multi-
plexer 508 can select an mteger step input (e.g., 1 or 0/2) 1n
response to the control signal received from the MC 506. The
selected integer step input (e.g., 0, 1, or 2)1s communicated to
the adder 512 along a communications path 532.

The adder 512 1s configured to perform addition operations
using a previous address received from the unit delay 522, an
integer value (e.g., 0, 1, 2) recerved from multiplexer 508,
and/or an acc-dec variable v recerved from the advance device
510. The adder 512 i1s also configured to communicate the
results of the addition operations to the comparator 516,
subtracter 318, and multiplexer 520 which collectively form a
restricted modulo operation. The substractor 518 performs
subtraction operations using results received from the adder
512 and a relatively prime number p-1, where p 1s p,.
Pis- .., 0rp,,., selected as moduli m,, m,,...,orm,, ,.

The comparator 516 performs comparison operations
using received results from the adder 512. The comparator
516 also controls the multiplexer 520. For example, if the
comparator 516 determines that a recerved result 1s less than
a relatively prime number p (e.2., Py, Py - - - » O Pas s€lected
as moduli m,, m,, . .., or m,, ,), then the comparator can
generate a first control signal for forwarding the result to an
external device (not shown). Alternatively, 1f the comparator
516 determines that a received result 1s greater than a rela-
tively prime number p, then the comparator 516 can generate
a second control signal for communicating an output of the
subtracter 518 to an external device (not shown).

The following discussion 1s provided for purposes of
explaining what happens after the 1nitial condition has been
inputted to the CP 500 and how the CP 3500 generates a
continuous output. During normal operations, the ICE 528
will be used to select the imitial condition from the ISR 526. In
clfect, the ICE 528 bypasses the feedback mechanism. The
initial condition 1s an mteger value representing the index of
the 1nitial condition 1n an external device (not shown). The
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initial index 1s communicated to the adder 512. The adder 512
increments the index value by one (1) per cycle. The incre-
mentation of the index value 1s based on the selection of the
MCs 502, 506. The incremented index 1s compared to a
maximum allowable value 1n the RNS space. When the incre-
mented index exceeds the maximum allowable value, a full
rotation 1s removed. As a result, the accuracy 1n the RNS-
based indices 1s retained. The index 1s communicated to the
multiplexer 514 through the unit delay 522 for repeated incre-
menting and creation of a continuous evolution. The time
index 1s incremented by two or zero (2 or 0) when a command
for accelerating or decelerating the sequence by one (1) cycle
1s rece1ved at adder 512 from a MC 502, 506. If the accelera-
tion or deceleration 1s a number of cycles greater than one (1),
then the MCs 502, 506 communicate a command for incre-
menting the time index i accordance with multiple cycles or
the advance device 510 1s enabled. It should be noted that the
arbitrary state can be obtained 1n a single cycle through wise
and coordinated choice of the advance device 510 outputs.

Referring now to FIG. 3B, one or more CPs 500 can be
implemented 1 a chaotic sequence generator (CSG) 550
configured to generate a pair of quadrature Gaussian outputs.
As shown 1 FIG. 5B, the CSG 550 1s comprised of comput-
ing processors CPs 500, . .., 500,, ,, and a mapping pro-
cessor 332. The mapping processor 532 1s comprised of look-
up tables (LUTs) 530,, .. ., 530,, ,, an adder 452, and a
truncator 454. Each of the listed components 452, 454 1s
described above 1n relation to FIG. 4B. The description pro-
vided above 1s suilicient for understanding each of the com-
ponents 432, 454.

However, 1t should be understood that each of the LUTs
530,, ..., 530,,, 1s configured to perform lookup table
operations using a received input from a respective CP
500,,...,500,, ,.Inthis regard, 1t should be understood that
the each of the LUTs 530, . . ., 530,, , 1s comprised of
memory based table (not shown) containing pre-computed
mapped residue values, 1.e., pre-computed residue values
mapped 1nto a desired weighted number system. The look up
table addresses are consecutively numbered addresses having,
values equal to 0, 1, 2, 3, . . ., and P-1. On each iteration, a
table address 1s determined using the mput recerved at the
LUT 330,,...,530, .. The table address 1s used to select a
pre-computed mapped residue value stored at the table
address of the memory based table (not shown). Once a pre-
computed mapped residue value i1s selected, the LUT
530, ...,530,, , communicates the same to the adder 452.

In light of the forgoing description of the invention, it
should be recognized that the present mnvention can be real-
1zed 1n hardware, software, or a combination of hardware and
software. A method for generating an accelerated or deceler-
ated chaotic sequence according to the present invention can
be realized 1n a centralized fashion 1n one processing system,
or 1n a distributed fashion where different elements are spread
across several interconnected processing systems. Any kind
of computer system, or other apparatus adapted for carrying
out the methods described herein, 1s suited. A typical combi-
nation ol hardware and software could be a general purpose
computer processor, with a computer program that, when
being loaded and executed, controls the computer processor
such that 1t carries out the methods described herein. Of
course, an application specific integrated circuit (ASIC), and/
or a field programmable gate array (FPGA) could also be used
to achieve a similar result.

The present invention can also be embedded 1n a computer
program product, which comprises all the features enabling
the implementation of the methods described herein, and
which, when loaded 1n a computer system, 1s able to carry out
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these methods. Computer program or application i the
present context means any expression, 1n any language, code
or notation, of a set of instructions intended to cause a system
having an information processing capability to perform a
particular function either directly or after either or both of the
following: (a) conversion to another language, code or nota-
tion; (b) reproduction 1n a different material form. Addition-
ally, the description above 1s intended by way of example only
and 1s not imtended to limait the present invention in any way,
except as set forth 1n the following claims.

All of the apparatus, methods and algorithms disclosed and
claimed herein can be made and executed without undue
experimentation 1n light of the present disclosure. While the
invention has been described 1n terms of preferred embodi-
ments, 1t will be apparent to those of skill in the art that
variations may be applied to the apparatus, methods and
sequence of steps of the method without departing from the
concept, spirit and scope of the invention. More specifically,
it will be apparent that certain components may be added to,
combined with, or substituted for the components described
herein while the same or similar results would be achieved.
All such similar substitutes and modifications apparent to
those skilled in the art are deemed to be within the spirit,
scope and concept of the invention as defined.

The Abstract of the Disclosure 1s provided to comply with
37 C.ER. §1.72(b), requiring an abstract that will allow the
reader to quickly ascertain the nature of the technical disclo-
sure. It 1s submitted with the understanding that 1t will not be
used to mterpret or limit the scope or meaning of the follow-
ing claims.

We claim:
1. A method for generating an accelerated and/or deceler-
ated chaotic sequence, comprising the steps of:
selecting, by at least one electronic circuit, a plurality of
polynomial equations constructed from an acc-dec vari-
able v;

selecting, by said electronic circuit, a value for said acc-dec
variable v for advancing a chaotic sequence generation
by at least one cycle at a given time or stepping back said
chaotic sequence generation by at least one cycle at said
given time;
using, by said electronic circuit, residue number system
(RNS) arithmetic operations to respectively determine a
plurality of solutions for said plurality of polynomial
equations using said acc-dec variable v, said plurality of
solutions 1teratively computed and expressed as RNS
residue values;
determining, by said electronic circuit, a series of digits in
a weighted number system based on said plurality of
RNS residue values; and

combining, by said electronic circuit, said series of digits
with a sequence of symbols defining information to be
stored 1n a storage device or transmitted over a commu-
nications link.

2. The method according to claim 1, wherein said variable
v 1s selected to be defined by a mathematical expression ¢
modulo m,, where ¢ 1s a number of cycles for acceleration or
deceleration and m, 1s a value indicating a cycle 1n which a
chaotic sequence starts to repeat.

3. The method according to claim 1, wherein said plurality
of polynomial equations are polynomial equations 1,[x((n+
v+t)1)], ..., I, [x((n+v+1t)T)], where n 1s an index of time,
v 1s a variable having a value selected to accelerate or decel-
erate a chaotic sequence generation by at least one cycle, t1s
a variable representing an 1nitial time offset, and T 1s a dis-
crete time 1nterval.
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4. The method according to claim 1, wherein said deter-
mimng step further comprises identifying a number in said
welghted number system that 1s defined by said plurality of
RNS residue values.
5. The method according to claim 1, wherein a value 1s
selected for each of M moduli 1n an RNS used for solving
cach of said plurality of polynomial equations.
6. The method according to claim 1, wherein each said
plurality of polynomial equations 1s selected to be 1dentical
exclusive of a constant value.
7. The method according to claim 6, wherein said constant
value 1s selected so that a polynomial equation 1s 1rreducible
for a predefined modulus.
8. A device comprising a non-transitory computer-readable
medium, having stored thereon a computer program for gen-
crating an accelerated and/or decelerated chaotic sequence,
the computer program having a plurality of code sections
executable by a computer to cause the computer to perform
the steps of:
selecting a plurality of polynomial equations constructed
from an acc-dec variable v;

selecting a value for said acc-dec varniable v for advancing
a chaotic sequence generation by at least one cycle at a
given time or stepping back said chaotic sequence gen-
eration by at least one cycle at said given time;
using residue number system (RNS) arithmetic operations
to respectively determine a plurality of solutions for said
plurality of polynomial equations using said acc-dec
variable v, said plurality of solutions iteratively com-
puted and expressed as RNS residue values;

determining a series of digits 1n a weighted number system
based on said plurality of RNS residue values; and

combining said series of digits with a sequence of symbols
defining information to be stored 1n a storage device or
transmitted over a commumnications link.

9. The device according to claim 8, wherein said variable v
1s defined by a mathematical expression ¢ modulo m,, where
¢ 1s a number of cycles for acceleration or deceleration and m,
1s a value indicating a cycle in which a chaotic sequence starts
to repeat.

10. The device according to claim 8, wherein said plurality
of polynomial equations are polynomial equations 1,[x{(n+
v+t) )], ..., I, [x((n+v+t)T)], where n 1s an 1ndex of time,
v 1s a variable having a value selected to accelerate or decel-
crate a chaotic sequence generation by at least one cycle, t 1s
a variable representing an 1nitial time offset, and T 1s a dis-
crete time interval.

11. The device according to claim 8, further comprising
code sections for causing said computer to determine a series
of digits in said weighted number system by i1dentifying a

10

15

20

25

30

35

40

45

50

20

number 1n said weighted number system that 1s defined by
said plurality of RNS residue values.

12. The device according to claim 8, wherein each said
polynomial equation 1s 1irreducible.

13. The device according to claim 8, wherein each said
plurality of polynomial equations 1s identical exclusive of a
constant value.

14. The device according to claim 13, wherein said con-
stant value 1s selected so that a polynomial equation 1s 1rre-
ducible for a predefined modulus.

15. A chaotic sequence generator, comprising:

at least one processing device configured to

use residue number system (RINS) arithmetic operations
to respectively determine a plurality of solutions for a
plurality of polynomial equations using an acc-dec
variable v, said plurality of solutions 1teratively com-
puted and expressed as RNS residue values,

determine a series of digits 1n a weighted number system
based on said plurality of RNS residue values, and

combine said series of digits with a sequence of symbols
defining information to be stored 1n a storage device
or transmitted over a communications link;

wherein said plurality of polynomial equations are con-

structed from said acc-dec variable v, and said acc-dec
variable v has a value selected for advancing a chaotic
sequence generation by at least one cycle at a given time
or stepping back said chaotic sequence generation by at
least one cycle at said given time.

16. The chaotic sequence generator according to claim 135,
wherein said variable v 1s defined by a mathematical expres-
sion ¢ modulo m,, where ¢ 1s a number of cycles tor accelera-
tion or deceleration and m, 1s a value indicating a cycle n
which a chaotic sequence starts to repeat.

17. The chaotic sequence generator according to claim 15,
wherein said plurality of polynomial equations are polyno-
mial equations 1{,[x((n+v+t)T)], . . . , 1, [X((n+v+1)T)],
where n 1s an index of time, v 1s a variable having a value
selected to accelerate or decelerate a chaotic sequence gen-
cration by at least one cycle, t 1s a variable representing an
initial time offset, and T 1s a discrete time 1nterval.

18. The chaotic sequence generator according to claim 135,
wherein said at least one processing device 1s further config-
ured to identily a number in said weighted number system
that 1s defined by said plurality of RNS residue values.

19. The chaotic sequence generator according to claim 135,
wherein said plurality of polynomial equations are 1dentical
exclusive of a constant value.

20. The chaotic sequence generator according to claim 19,
wherein said constant value 1s selected so that a polynomial
equation 1s 1rreducible for a predefined modulus.
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