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Compressed

space format and a second color space format are described
herein. The system receives a video cell 1n a first color space
format comprising a plurality of pixels. Each pixel 1n the cell
has a luminance value and a chrominance value. The lumi-
nance values of each pixel are compared to determine the
brightest pixel inthe received cell. The cell 1s downsampled to
generate a second cell 1n a second color space format. The
second cell 1 the second color space format comprises a
downsampled chrominance value that 1s computed based at
least in part on the chrominance value of the brightest pixel.
The method advantageously reduces tinting of a high inten-
sity pixel by the chrominance component of a neighboring
low-1ntensity pixel.

21 Claims, 7 Drawing Sheets
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METHOD FOR CONVERSION BETWEEN
YUV 4:4:4 AND YUYV 4:2:0

FIELD OF THE ART

The subject matter disclosed generally relates to media
processing, and more specifically, to layering multiple graph-
ics planes on top of a compressed video stream.

BACKGROUND

Conventionally, multimedia such as video and audio has
been delivered using analog delivery mediums such as NTSC
(National Television System Committee) signals, and has
been stored using analog storage mediums such as video
cassette recorders. Thus, a significant part of the electronic
components 1 a display device are dedicated to analog
receiving hardware. It the display device has a digital output,
additional electronic components are needed to convert the
analog signal to a digital signal. With the advent of digital
delivery mediums, such as AT SC (Advanced Television Sys-
tems Committee) signals, and of digital storage mediums
such as DV Ds, multimedia can be delivered and stored using
pure digital signals. These digital signals typically contain
compressed frames of video.

Digital media technology enables a greater variety of fea-
tures to be delivered to users to enhance theirr multimedia
experience. One particularly useful feature in conventional
media systems involves layering graphics planes on top of an
uncompressed video signal. A graphics overlay system may,
for example layer still images, text, or animations on top of an
input media stream. Applications of graphic overlay include
various On-Screen Display (OSD) features such as naviga-
tion menus, setup screens, alerts, program imnformation, digi-
tal watermarks, or other graphics layered on top of an uncom-
pressed video signal without interrupting the media stream.

However, conventional graphics overlay systems are not
well adapted for use with compressed digital media. In a
conventional graphics overlay system, a series of blend
operations 1s performed on stored uncompressed video
frames with each successive blend operation layering an addi-
tional graphics plane. Conventionally, the blend operation
uses a scan-line process by traversing and blending the video
and graphics planes one line at a time. A conventional scan-
line graphics overlay system 1s well adapted for use with
conventional analog or uncompressed media 1n which video
1s sent to a display one line at a time. However, the conven-
tional system 1s poorly suited for use with compressed digital
media that do not follow a scan-line process but instead oper-
ate on a macroblock basis.

FIG. 1 illustrates a conventional graphic overlay system.
Video input 104 comprises a compressed video stream. An
input1s coupled to a decoder 108 and recerves the compressed
video mput 104. The decoder 108 1s configured to decode the
input video stream. Fach frame of the video input 104 1s tully
decoded and stored in video memory 112 before the blend
operations occur. Graphics planes 124 comprise a number of
graphics layers (e.g. layers 132a-c) to be layered on video
input 104. Graphics planes 124 may be stored 1n a graphics
memory 128. Graphics memory 128 and video memory 112
are coupled to a series of blenders 116a-116c. Blenders
116a-c¢ blend each layer 132a-c¢ with the video stream 1n
successive blend operations. Thus, conventionally, an addi-
tional blender 116 1s used for each additional graphics plane
to be layered on top of the video mnput 104. After the signal
passes through all the blenders 116, a video output 120 1s
produced.
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Conventional graphics overlay systems are ineificient for
overlaying graphics on compressed digital video. With a con-

ventional graphics overlay system, the full frame of the video
input 104 must first be tully decoded and stored 1n a memory
112 before any blend operations take place. Traditional
decoders must first store the video pixels so that they can be
reordered from the macroblock order used in transmitting and
processing compressed video into the raster scan order used
for display. This means the conventional graphics overlay
process cannot operate on streaming compressed video. Fur-
ther, significant memory 1s needed to store the fully decoded
frames. Additionally, conventional graphics overlay devices
require separate blender hardware 116 for each layer 132 of
graphics to be layered on the video input 104. This results 1n
significant increases in cost and physical size as the number of
graphics planes increases.

Conventional graphics overlay systems further oiten suffer
from loss of video quality during conversion between color
space formats. For example video may be processedinaYUV
4:4:4 color space format and then compressed by converting
to a YUV 4:2:0 color space format. In a YUV color space,
pixels are described 1n terms of one luminance component
(Y) and two chrominance components (U, V). The luminance
component, Y, represents the brightness while the U and V
component represent the color on a U-V color plane. In YUV
4:4:4 format, each pixel 1s represented by one Y value, one U
value, and one V value. YUV 4:2:0 1s a compressed format
where U and V values are downsampled such that there 1s only
one U, V pair for every four pixels. However, 1n conventional
systems, high intensity pixels are often tinted by the chromi-
nance component of neighboring low-1ntensity pixel result-
ing 1n a loss of video quality. This 1s particularly problematic
in graphics overlay systems because high itensity pixels are
commonly layered on top of or adjacent to low intensity
pixels on a separate layer.

Thus, among other things the current state of the art lacks
a method for converting between color space formats 1n a
graphics overlay system format that provides improved video

quality.

SUMMARY

A system and method 1s described herein that includes
converting between a first color space format and a second
color space format. A graphics processing system receives a
video cell 1 a first color space format with each pixel in the
cell having a luminance value and a chrominance value. The
luminance values of each pixel are compared and the bright-
est pixel 1s determined. The cell 1s downsampled to generate
a second cell 1n second color space format. In contrast to
conventional techniques, the chrominance value in the second
cell 1s computed based at least 1n part on the chrominance
value of the brightest pixel. According to one embodiment,
the first color space format1s YUV 4:4:4 and the second color
space format 1s YUV 4:2:0. This advantageously reduces
tinting of a high itensity pixel by the chrominance compo-
nent of a neighboring low-intensity pixel.

Further disclosed herein 1s an improved system and method
for layering multiple graphics planes on top of a compressed
video signal. A processed video stream 1s received from a
video processing path. In one embodiment, the video process-
ing path processes a compressed iput stream 1n a first com-
pressed format according to various operations such as
decoding, scaling and color space conversion. The processed
video stream comprises a stream of video macroblocks.

In a graphics processing path, graphics are processed
according to various processing operations and multiple
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graphics planes are layered to form a composite graphics
plane comprising a set of graphics macroblocks. In a blender,
the composite graphics plane 1s layered on top of the pro-
cessed video stream to produce a video output stream with
graphics overlay. In one embodiment, the video output stream
1s further processed and encoded to produce a compressed
output stream 1n a second compressed format.

In one embodiment, video and graphics are processed one
macroblock at a time as the macroblocks are recerved. In
contrast to conventional system, processing may occur 1n
real-time or {faster than real-time without storing fully
decoded frames of video.

The features and advantages described 1n the specification
are not all inclusive and, 1n particular, many additional fea-
tures and advantages will be apparent to one of ordinary skall
in the art 1n view of the drawings, specifications, and claims.
Moreover, 1t should be noted that the language used 1n the
specification has been principally selected for readability and
instructional purposes and may not have been selected to
delineate or circumscribe the mventive matter.

BRIEF DESCRIPTION OF THE DRAWINGS

The teachings herein can be readily understood by consid-
ering the following detailed description 1n conjunction with
the accompanying drawings.

FI1G. 1 illustrates a conventional graphics overlay architec-
ture.

FIG. 2 illustrates one embodiment of an architecture for
layering multiple graphics planes on top of compressed
video.

FIG. 3 illustrates one embodiment of a YUV 4:4:4 and
YUV 4:2:0 color space encoding.

FI1G. 4 illustrates an example embodiment of an architec-
ture for layering multiple graphics planes.

FIG. § 1llustrates one embodiment of a system for provid-
ing compressed video with graphics overlay to multiple dis-
plays.

FIG. 6 1s a flowchart illustrating one embodiment of a
method for providing compressed video with graphics over-
lay to a display.

FIG. 7 1s a flowchart illustrating one embodiment of a
method for providing compressed video with graphics over-
lay to multiple displays with ditlerent resolutions.

DETAILED DESCRIPTION

Systems and methods for a graphics overlay architecture
are described herein. Preferred embodiments will now be
described with reference to the figures (FIGS.) where like
reference numbers indicate 1dentical or functionally simailar
clements.

Referring back to FIG. 1, ablock diagram of a conventional
graphics overlay architecture 1s illustrated. As described pre-
viously, the conventional graphics overlay architecture of
FIG. 1 requires a separate blender 116 for each graphics layer
132 and requires the video input 104 to be tully decoded and
stored 1n the video memory 112 before blending.
Compressed Video with Graphics Overlay

Now, referring to FIG. 2, a block diagram 1llustrates one
embodiment of a graphics overlay architecture. For the pur-
poses of 1llustration, the graphics overlay architecture i1s
described 1n terms of a system. It 1s noted that in various
embodiments, a graphics overlay architecture can be imple-
mented as hardware, software, an mtegrated circuit, and so
on. Other methods for electronically implementing computa-
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tional steps will be apparent to one of skill 1n the art without
departing from the scope of the disclosed embodiments.

In one embodiment, the system 1s adapted to layer multiple
graphic planes on top of a compressed input stream 204 to
produce a compressed output stream with graphics overlay
228. The compressed input stream 204 and output stream 228
can be encoded under various audio/video protocols such as,
MPEG-2, MPEG-4, MP3, H.263, H.264, AVS, a RealVideo
format, a Windows Media Player format such as VC-1, other
video formats, other audio formats, and the like. The formats
can vary in characteristics such as bit rate and resolution. As
will be apparent to one of skill 1n the art, media formats
discussed herein are intended to be exemplary, and other
forms of compressed media and/or data may be used without
departing from the scope of the disclosed embodiments.

In one embodiment, the compressed mput 204 and output
228 streams are composed of a sequence of video frames
where each video frame comprises an 1mage. As will be
apparent to one of ordinary skill in the art, the systems and
methods described may also be applied to 1mage or video
fields instead of frames. A video field typically comprises
every other line of the full video frame (e.g. a field may
comprise only the odd lines or only the even lines of a video
frame). Video fields are used, for example, in an interlaced
system 1n which the system {first processes the odd field and
then the even field of the video frame, or vice versa. Thus,
although various embodiments are described within 1n terms
of video or 1image frames, the techniques may also be applied
to video or image fields without departing from the scope of
the disclosed embodiments.

In one embodiment, the compressed video mmput stream
204 comprises a stream of macroblocks where each macrob-
lock 1s a subset of pixels from a video frame. For example, 1n
one embodiment, a macroblock comprises a 16x16 grid of
pixels. The compressed input stream 204 1s coupled to a video
path 208 that processes the incoming compressed input
stream 204 according to various operations. In one embodi-
ment, the video path 208 comprises a pipeline processing path
such that processing of a macroblock 1s performed by a series
of processing elements. Thus, different macroblocks in the
compressed mnput stream 204 may be concurrently processed
at the various processing stages in the pipeline. In one
embodiment, macroblocks are processed and outputted by
the video path 208 1n real-time or faster than real-time as they
are recerved.

For the purposes of this description, a real-time system
receives, processes, and outputs the media stream fast enough
that there 1s no noticeable delays or interruptions in the out-
putted media stream. For example, i a video stream 1s
received at 30 frames/second, the real-time system will pro-
cess the video at least as fast as 30 frames/second so there 1s
no delay or iterruption 1n the output. Further, a faster than
real-time system 1s possible 1f the system receives and pro-
cesses the media stream faster than 1ts intended output rate.
For example, 11 a user wishes to process and store a media
stream to be viewed at a later time, the system can receive and
process the media stream 1n a time shorter than the length of
the media stream by processing faster than the mntended out-
put rate. Further, 1n one embodiment the real-time or faster
than real-time system immediately processes and outputs
cach macroblock as it 1s recerved. Thus, the video path 208
does not require storage of fully uncompressed video frames.

A graphics 1nput 224 1s processed by a graphics path 220
according to a variety of processing operations. The graphics
input 224 comprises the graphics planes to be layered on the
compressed mput stream 204. For example, the graphics
input 224 may include, without limitation, text, still images,
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or animations for setup menus, alerts, program information,
watermarks, or other usetul displays. Each plane of the graph-
ics input 224 may be a different type of graphic (e.g., text, still
images, or amumation) and each graphics plane may comprise
different information. In one embodiment, the graphics path
220 comprises a pipeline processing path such that process-
ing 1s executed by a series ol processing elements. Further,
graphics planes may be processed one macroblock at atime as
they enter the graphics path 220. In one embodiment, the
graphics path 220 includes a blender and a feedback loop such
that multiple graphics planes are pre-blended within the
graphics path 220 before being layered on top of the video
signal.

The processed outputs of the video path 208 and the graph-
ics path 220 are coupled to the blender 212. The blender 212

mixes the processed graphics planes and processed video and
outputs a blended video signal having the layered video and
graphics to a display path 232. In one embodiment, the
blender 212 combines the video and graphics together on a
pixel by pixel basis by multiplying the video signal by a value,
a., ranging from 0 to 1, multiplying the graphics signal by the
value of (1-c), and adding the results of the multiplies
together. Here, the value for a controls the ratio between the
video and the graphics in the blended result. Typically, for
accurate blending, the color space and sampling of the graph-
ics and video are the same.

In one embodiment, the blender 212 mixes a block of pixels
from the processed graphics planes with a block of pixels
from the video (e.g., a macroblock as recerved from the
decoder). By blending on a block basis, the blender 212 can
operate on blocks of pixels 1n the same order that they are
received 1n the compressed input stream 204. This allows the
system to process the graphics overlay 1n real-time or faster
than real-time without needing to store fully decoded frames.
This 1s 1n contrast to conventional systems that instead blend
in horizontal line order and must store the pixels mnto a
memory so that they can be reordered from macroblock order
into raster scan order before blending.

The display path 232 performs additional post-blending
processing operations on the video signal with graphics over-
lay. For example, 1n one embodiment, the display path 232
encodes the signal to produce a compressed output stream
with graphics overlay 228. The display path 232 may further
include a downsampler for downsampling the compressed
output stream. The compressed output stream with graphics
overlay 228 can be, for example, stored to a compressed
storage device or outputted to a playback device with a view-
Ing screen.

Color Space Encoding

In one embodiment, each macroblock 1s represented using,
color space encoding. In a YUV color space, pixels are
described 1n terms of one luminance component (Y ) and two
chrominance components (U, V). The luminance component,
Y, represents the brightness while the U and V component
represent the color on a U-V color plane. There are several
common variations of YUV encoding. FIG. 3 illustrates
example embodiments of YUV 4:4:4 and YUV 4:2:0 formats.
In one embodiment, macroblocks are further sub-divided into
cells 300. For example, 1n one embodiment, a cell 300 com-
prises a set of pixels arranged 1 a 2x2 grid. In YUV 4:4:4
format, each cell 1s represented by 4 luminance values,

Y1-Y4, and 4 pairs of chrominance values, Ul-U4 and
V1-V4. In YUV 4:2:0 format, a cell having a 2x2 grid of
pixels 1s represented by 4 luminance values, Y5-Y8 but only

a single U/V pair, U5 and V5. Thus, m YUV 4:2:0 format, the
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U/V values are downsampled relative to YUV 4:4:4 format.
Techniques for downsampling are described in further detail

below.

It 1s noted that other color space encodings are also pos-
sible. For example, 1n one embodiment a Red-Green-Blue
(RGB) color space representation 1s used. In the RGB color
space, pixels are represented by the weights of their red,
green, and blue components. As will be apparent to one of
skill 1n the art, color space encodings discussed herein are
intended to be exemplary, and other color space encodings
may also be used without departing from the scope of the
disclosed embodiments. Further, data may be converted
between color spaces at various stages 1n processing.

An example of conversion between color space formats 1s
described below with respect to converting between YUV
4:4:4 and YUV 4:2:0 formats. It will be apparent to one of
skill 1n the art that the described techniques also can be
applied to conversion between other color space formats. In
one embodiment, a video stream 1s converted from a first
color space format (e.g., YUV 4:4:4) format to a second color
space format (e.g., YUV 4:2:0 format) by averaging the
chrominance values 1n each cell having a 2x2 grid of pixels.
For example, referring to FIG. 3, US 1s computed by averag-
ing Ul-U4 and V5 1s computed by averaging V1-V4. In
another embodiment, the chrominance values, Ul-U4 and
V1-V4 are passed through a different downsampling filter
(e.g., a weighted averaging filter) to produce U5 and V3. In
yet another embodiment, a wider filter can also be used for
chroma downsampling where U and V values from several
2x2 groups of pixels are filtered using an appropriate lowpass
filter and then decimated.

In yet another embodiment, values for U5 and V5 are
determined based at least in part on the luminance values,
Y1-Y4. For example, in one embodiment, the luminance
values Y1-Y4 are compared to each other to determine the
brightest pixel (e.g., highest Y value). The chrominance val-
ues of the brightest pixel in the YUV 4:4:4 encoding are then
used as the chrominance values U5 and V3 in the 4:2:0 encod-
ing. For example, 11 Y2 1s determined to have the highest
luminance value 1n the cell, U5 will be set to the value of U2
and V5 will be set to the value of V2. In yet another embodi-
ment, the values for US and V5 are selected based on the
chrominance values of the brightest pixel only 11 the brightest
pixel has a luminance value that 1s a threshold greater than the
luminance value of the other pixels. The threshold may be a
predetermined value that 1s selected and stored 1n memory. I
the brightest pixel, 1s less than a threshold greater than the
luminance value of the other pixels, U5 and V3 may be
determined by passing U1-U4 and V1-V4 through a down-
sampling filter (such as, for example, an averaging filter).

In yet another embodiment, chrominance values Ul-U4
and V1-V4 are weighted by their corresponding Y values,
Y1-Y4, and then passed through a downsampling filter (e.g.,
an averaging filter) to determine U5 and V5. For example, 1n
one embodiment, U3 and V5 can be calculated from Eq. 1 and
Eq. 2 respectively as follows:

Y1 Y2 Y3 Y4 (1)
/5= Ul + U2+ 3 + 4
Ysun Ysun Ysum Ysum
Y1 Y2 Y3 Y4 (2)
VY= V1+ V2 + V3 + V4
Ysum Ysum Ysum Ysum

where Y ., .15 given by Eq. 3 as follows:

Yerm~=Y1+Y2+Y3+Y¥4 (3)
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One advantage of the disclosed techniques of basing the
YUV 4:2:0 chrominance values U35 and V3 at least 1n part on
the YUV 4:4:4 luminance values Y1-Y4 1s prevention of a
high intensity pixel {from being tinted by the chroma compo-
nent of a neighboring low-intensity pixel. This 1s particularly
beneficial in a graphics overlay system because high intensity
pixels may be overlayed next to neighboring low intensity
pixels on a different layer. Thus, the techniques improve the
quality of the resulting output stream relative to conventional
systems.

Video Processing Path

FIG. 4 illustrates an example embodiment of a graphics
overlay system for processing compressed video and graph-
ics. In one embodiment, the video path 208 comprises a
decoder 440, a scaler 444, and a color space converter 448.
The decoder 440 receives a compressed mput stream 204
from a compressed iput source and outputs decoded frames.
In one embodiment, the decoder 440 processes and outputs
one macroblock at a time as the macroblocks are recerved
from the compressed mput stream 204. In one embodiment,
the decoder 440 decodes the compressed mput stream 204 in
real-time or faster than real-time.

The decoder 440 1s coupled to a scaler 444 to optionally
scale the decoded video signal. In one embodiment, the scaler
444 processes and outputs the decoded video signal one mac-
roblock at a time as each macroblock 1s received from the
decoder 440. Thus, the decoded frames do not need to be
stored to a memory before processing. Scaling may include,
for example, converting between video resolutions by either
upscaling or downscaling the resolution. For example, the
compressed 1nput stream may be 1n a High Defimtion (HD)
format, and need to be downscaled to a Standard Definition
(SD) format 1n order to match the resolution of a display. In
one embodiment, the scaler 444 automatically determines the
scaled resolution based on the resolution of a display coupled
to the system.

The scaler 444 1s coupled to a color space converter 448 for
converting between color spaces and adjusting gamma, hue,
saturation, brightness and contrast, as desired. In one embodi-
ment, color space converter 448 converts between YUV and
RGB formats. In another embodiment, the color space con-
verter 448 converts between various YUV formats such as
YUV 4:4:4 and YUV 4:2:0. For example, the color space
converter 448 may accept a video mput n YUV 4:2:0 format
and output video in YUV 4:4:4 format. In order to convert
from YUV 4:2:0to YUV 4:4:4, the chroma values (U, V) may
be replicated or filtered for each pixel in a cell.

In yet another embodiment, the color space converter 448
converts between color spaces for standard definition (SD)
format video (for example, typically CCIR601 or ITU Rec.
601-1) and high defimtion (HD) format (for example, typi-
cally CCIR709 or ITU Rec. 709). Here, the color space con-
verter 448 performs various conversions due to the different
standards employed by these formats. In yet further alterna-
tive embodiments, the color space converter 448 converts
between other color space formats as needed.

In one embodiment, color space conversion 1s performed
by multiplying the signal values (e.g. YUV values) by a
predetermined coelfficient matrix. A different color space
conversion matrix may be used depending on the desired type
of conversion. For example, a first predetermined matrix may
be selected to convert from RGB to YUV 4:4:4, a second
predetermined matrix may be selected to convert from
CCIR601 to CCIR709, and so on. The predetermined coetli-
cient matrices may be stored 1n a coelficient register or other
memory.
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The color space converter 448 may further provide various
other operations by multiplying the signal values by various
other predetermined matrices. For example, additional coet-
ficient matrices may be used for hue adjustment, saturation
adjustment, contrast adjustment, brightness adjustment or
other adjustments or conversions. In one embodiment, all the
coellicient matrices are pre-multiplied such that only one
matrix multiply operation occurs during real-time process-
ing. For example, a conversion matrix, hue matrix, saturation
matrix, and contrast matrix may be pre-multiplied to form an
overall matrix that 1s stored in a register. During real-time (or
faster than real-time) processing, the video signal 1s only
multiplied by the overall matrix to perform the desired adjust-
ments and conversions.

In one embodiment, the color space converter 448 turther
performs other operations on the video signal. For example,
the color space converter 448 may process Y values to remove
Y pedestal and perform gamma correction. A Y pedestal 1s
optionally used to place the black level of video at a level that
1s 7.5% higher than the top of video sync. Additionally, the
color space converter 448 may adjust brightness by adding a
programmable offset to the Y value. In one embodiment, the
adjustedY, U, and V values are each clamped after color space
conversion and adjustment 1n order to prevent overtlow or
underflow. This 1s useful 1n preventing errors 1n operations
performed by blender 212.

In one embodiment, the color space converter 448 pro-
cesses and outputs the video signal one macroblock at a time
as 1t 1s recerved. This allows color space conversion to occur
in real-time (or faster than real-time) without the need to store
uncompressed video frames. It should be noted that various
scaling and color space conversion operations may be pro-
cessed 1n any order. For example, 1n one embodiment, color
space conversion occurs before scaling.

Graphics Processing Path

The graphics path 220 processes the on screen display (or
OSD) graphics to be layered on top of the video signal by the
blender 212. In one embodiment, the graphics path 220 com-
prises a scaler 456, a flicker filter 460, and a blender/accumu-
lator 464. It should be noted that the graphics path 220 of FIG.
4 1s merely an 1illustrative example embodiment and that
graphics processing operations may occur in any order. The
graphics path 220 recetves a graphics input 224 comprising
graphics planes to be layered on top of the video stream. In
one embodiment, the graphics mput 224 1s rendered and
outputted by a graphics engine 452. In an alternative embodi-
ment, the graphics mput 224 1s received from a memory or
network. The graphics engine 452 also may perform various
color space conversion operations as described above. For
example, the graphics engine 452 may convert the graphics to
an appropriate color space format to match the video signal
and adjust hue, saturation, contrast, brightness, gamma, ped-
estal, or other adjustments or conversions. In one embodi-
ment, graphics are outputted by the graphics engine 452 one
macroblock at a time.

In one embodiment, the graphics output passes through the
scaler 456. The scaler 456 may perform various scaling
operations on graphics to match the graphics resolution to the
resolution of the video signal or a display. The flicker filter
460 filters graphics planes on a macroblock basis. Flicker
filtering allows high resolution graphics to be displayed on an
interlaced display (such as a CRT) without flickering. The
tflicker can be caused by single pixel high horizontal lines that
only get displayed 30 times a second on an interlaced display
and therefore tlash on and off, creating a distraction to the
VIEWEr.
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The blender/accumulator 464 performs pre-blending of
multiple graphics planes. Any number of graphics planes may
be blended together. In contrast to traditional scan-line blend-
ers, each graphics plane 1s blended and accumulated one
macroblock at a time as 1t 1s recerved. Pre-blending multiple
graphics planes before blending with the video signal simpli-
fies the final blend operation so that 1t can occur 1n real-time
or faster than real-time.

Display Path

Blending of the video signal and graphics planes occurs in
blender 212 as previously described. The blender 212 1s
coupled to the display path 232 to perform various post-
blending processing operations. In one embodiment, the dis-
play path 232 comprises a downsampler 468. The downsam-
pler 468 may, for example, downsample the blender output in
YUV 4:4:4 format to YUV 4:2:0 format, as previously
described. In alternate embodiments, the downsampler 468
may compress the video signal using a different color space
format.

In one embodiment, the downsampler 468 1s coupled to an
encoder 472. The encoder 472 optionally encodes the video
signal with graphics overlay to a compressed format.

In one embodiment, the encoder 420 encodes the video
signal one macroblock at a time as the macroblocks are
recetved. In an alternative embodiment, the encoder 420 1s
bypassed and the video signal sent directly to a display. In yet
another embodiment, video signal with graphics overlay 1s
coupled to a memory for storage or to a network.

System for Providing on Screen Display (OSD) to Multiple
Screens

FI1G. 5 illustrates a system for providing On Screen Display
(OSD) to multiple screens using a graphics overlay system.
An OSD system 504 1s coupled to a plurality of set-top boxes
508 which are each coupled to a screen 512. For the purposes
of 1llustration, FIG. 5 shows a system with three set top boxes
508 and three screens 512. The number of set top boxes 508
and screens 512 are for illustration purposes only and it will
be apparent to one of skill 1n the art that any number of set top
boxes 508 and screens 512 are possible. Although illustrated
as separate units, 1t 1s noted that in alternate embodiments, the
functions of the set top boxes 508 may be integrated with the
screens 512. In one embodiment, each set top box 508 and
screen 512 may be 1n different physical locations, €.g. rooms
of a home or units of a hotel, apartment building, or office
suites.

The OSD system 504 comprises a system for layering
multiple graphics planes onto compressed video. In one
embodiment, the OSD system 504 comprises the graphics
overlay architecture previously described. In one embodi-
ment, the OSD system 3504 1s integrated nto a digital video
recorder (DVR), television, PC, or other device capable of
processing video and/or graphics signals. The OSD system
504 recerves commands 520 from the set top boxes 508. In
one embodiment, the set top boxes 508 are remote set top
boxes located at a distance from the OSD system and com-
municate with the OSD system through a network, for
example. The commands 520 1nstruct the OSD system 504 to
perform a video processing function that includes overlaying
graphics on top of a video signal. In one embodiment, upon
receiving the command 520, the OSD system 504 processes
the video to layer graphics including one or more of text, still
images, or animations for setup menus, alerts, program infor-
mation, watermarks, or other useful displays. The command
520 also may include imnformation 1dentifying which set top
box 508 1s the source of the command 520. For example, a
command 520 may instruct the OSD system 504 to layer a
setup menu graphics plane on top of the video signal and send
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the video signal to a first screen 512a. The compressed video
516 1s then outputted 1n compressed format to the screen 512a
with graphics overlay. Thus, the system 1s adapted to overlay
graphics on a video stream and output to a screen 512 1n
compressed format. In one embodiment, performing a video
processing function further comprises scaling the com-
pressed video stream 516 to match the resolution of the target
screen 312.

The set top boxes 508 are coupled to the screen 512 and the
OSD system 304. In one embodiment the set top boxes 508
are coupled by a network to the OSD system 3504 and are
located remotely from the OSD system 504. A set top box 508
can receive an action 524 from a user and relays commands
520 to the OSD system 504. An action may include, for
example, pressing a button on the set top box 508, a screen
512, or a remote control coupled to the set top box 508 or
screen 512. For example, consider a situation 1n which a user
seeks to view mformation on a video stream that the user 1s
currently watching on a first screen 512a. The user initiates a
user action 524 by pressing an information button on a remote
control communicatively coupled to the set top box 508a. The
set top box 508a sends a command 520 to the OSD system
504 requesting an mformation graphics overlay. The OSD
system 504 receives the command 3520 and performs the
processes to overlay program information on the video
stream. The OSD system 504 then sends the compressed
video 516 with program information overlayed to the first
screen 512a.

A screen 512 displays the compressed video signal 516.
Each screen 512 may be of the same resolution or of different
resolutions. The screens 512 may each display the same video
stream or different video streams with graphics overlay. Fur-
ther, the OSD system 504 may receive and process different
commands 520 concurrently from different set top boxes 508.
Thus, each set top box 508 and screen 512 operate concur-
rently and independently of the other set top boxes 508 and
screens 312 but are all coupled to a single OSD system 504.

The system includes a number of advantages because set
top boxes 508 do not each require graphics processing
engines. By performing the graphics processing (including
graphics overlay) in the OSD system 504, the cost of set top
boxes 508 may be greatly reduced. Thus a user can have
multiple set top boxes 508 (for example, 1n different rooms of
a house) operating from a single OSD system 504. Further, by
sending video to set top boxes 1n a compressed format, band-
width requirements are greatly reduced. This increases speed
and performance.

FIG. 6 1s a flowchart 1llustrating a method for providing
compressed video with graphics overlay to a display or mul-
tiple displays. In step 610, a compressed mput stream 1s
decoded. The compressed mput stream may be from any
compressed source. For example, the compressed input
stream may be a video stream previously encoded to a com-
pressed format and stored to a storage medium. The decoded
stream 1s scaled 620 to a display resolution of the target
display. Scaling 620 may include increasing or decreasing the
resolution. Graphics are layered 630 onto the scaled video
signal. In one embodiment, layering graphics includes over-
laying multiple graphics planes onto the scaled video signal.
In step 640, the scaled video signal with graphics overlay 1s
outputted to a display.

FIG. 7 1llustrates an alternative embodiment of a method
for providing compressed video with graphics overlay to a
multiple displays with different resolutions. In step 710, a
compressed 1nput stream 1s decoded. The compressed 1mnput
stream may be from any compressed source. For example, the
compressed mmput stream may be a video stream previously
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encoded to a compressed format and stored to a storage
medium. Graphics are layered 720 onto the decoded video
signal. In one embodiment, layering 720 graphics includes
layering multiple graphics planes onto the decoded video
signal. The decoded video stream 1s stored 730 to a memory
in a compressed format. The decoded stream 1s scaled 740 for
the display resolutions of each target display. Scaling 720
may include increasing or decreasing the resolution. In steps
750A-C the scaled signal 1s outputted to each display. By
layering graphics planes prior to scaling, this embodiment 1s
well adapted to output video with graphics overlay to multiple
displays having different resolutions.

The order in which the steps of the disclosed methods are
performed 1s purely illustrative in nature. The steps can be
performed 1n any order or in parallel, unless otherwise indi-
cated by the present disclosure. The methods may be per-
formed 1n hardware, firmware, software, or any combination
thereol operating on a single computer or multiple computers
of any type. Software embodying the disclosure may com-
prise computer instructions 1n any form (e.g., source code,
object code, interpreted code, etc.) stored 1n any computer-
readable storage medium (e.g., a ROM, a RAM, a flash
memory, a magnetic media, a compact disc, a DVD, etc.).
Such software may also be 1n the form of an electrical data
signal embodied 1n a carrier wave propagating on a conduc-
tive medium or in the form of light pulses that propagate
through an optical fiber.

While particular embodiments have been shown and
described, 1t will be apparent to those skilled 1n the art that
changes and modifications may be made without departing
from the principles herein 1n 1ts broader aspect and, therefore,
the appended claims are to encompass within their scope all
such changes and modifications, as fall within the true spirit
of this disclosure.

Reference 1n the specification to “one embodiment” or “an
embodiment” means that a particular feature, structure, or
characteristic described 1n connection with the embodiment
1s 1ncluded 1n at least one embodiment of the system or
method disclosed herein. The appearances of the phrase “in
one embodiment™ 1n various places in the specification are not
necessarily all referring to the same embodiment.

Some portions of the detailed description are presented 1n
terms of algorithms and symbolic representations of opera-
tions on data bits within a computer memory. These algorith-
mic descriptions and representations are the means used by
those skilled in the data processing arts to most effectively
convey the substance of their work to others skilled 1n the art.
An algorithm 1s here, and generally, conceived to be a seli-
consistent sequence of steps leading to a desired result. The
steps are those requiring physical manipulations of physical
quantities. Usually, though not necessarily, these quantities
take the form of electrical or magnetic signals capable of
being stored, transferred, combined, compared, and other-
wise manipulated. It has proven convenient at times, princi-
pally for reasons of common usage, to refer to these signals as
bits, values, elements, symbols, characters, terms, numbers,
or the like.

It should be borne 1n mind, however, that all of these and
similar terms are to be associated with the appropriate physi-
cal quantities and are merely convenient labels applied to
these quantities. Unless specifically stated otherwise as
apparent from the discussion, 1t 1s appreciated that throughout
the description, discussions utilizing terms such as “process-
ing” or “computing” or “calculating” or “determining” or
“displaying” or the like, refer to the action and processes of a
computer system, or similar electronic computing device,
that manipulates and transforms data represented as physical
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(electronic) quantities within the computer system’s registers
and memories 1nto other data similarly represented as physi-
cal quantities within the computer system memories or reg-
1sters or other such information storage, transmission or dis-
play devices.
The disclosure herein also relates to an apparatus for per-
forming the operations herein. This apparatus can be spe-
cially constructed for the required purposes (e.g., an applica-
tion specific integrated circuit (ASIC)), or 1t can comprise a
general-purpose computer selectively activated or recontig-
ured by a computer program stored in the computer. Such a
computer program (e.g., comprised ol instructions corre-
sponding to the processes described above and executable by
a processor) can be stored 1n a computer readable storage
medium, such as, but 1s not limited to, any type of disk
including tloppy disks, optical disks, CDD-ROMs, and mag-
netic-optical disks, read-only memories (ROMs), random
access memories (RAMs), EPROMs, EEPROMSs, magnetic
or optical cards, or any type of media suitable for storing
clectronic instructions, and each coupled to a computer sys-
tem bus. The algorithms and modules presented herein are not
inherently related to any particular computer or other appa-
ratus. Various general-purpose systems can be used with pro-
grams 1n accordance with the teachings herein, or it may
prove convenient to construct more specialized apparatuses
to perform the method steps. The required structure for a
variety of these systems will appear from the description
below. In addition, the embodiments disclosed are not
described with reference to any particular programming lan-
guage. It will be appreciated that a variety of programming
languages can be used to implement the teachings of the
embodiments as described herein. Furthermore, as will be
apparent to one of ordinary skill 1n the relevant art, the mod-
ules, features, attributes, methodologies, and other aspects
can be implemented as software, hardware, firmware or any
combination of the three. Of course, wherever a component 1s
implemented as software, 1t can be implemented as a standa-
lone program, as part of a larger program, as a plurality of
separate programs, as a statically or dynamically linked
library, as a kernel loadable module, as a device driver, and/or
in every and any other way known now or 1n the future to those
of skill in the art of computer programming.
What 1s claimed 1s:
1. A method performed by at least one of a computer
processor and a solid-state device for conversion between a
first color space format and a second color space format, the
method comprising:
recerving a first cell comprising a plurality of pixels,
wherein the first cell 1s represented by the first color
space format, and wherein each pixel 1n the first cell has
a luminance value and a chrominance value:

comparing the luminance values of the plurality of pixels in
the first cell to determine a brightest pixel in the first cell,
wherein the brightest pixel 1n the first cell has a lumi-
nance value at least as great as each of the other pixels 1n
the first cell;

setting a downsampled chrominance value for the first cell

equal to the chrominance value of the brightest pixel 1n
the first cell;

generating a downsampled first cell, the downsampled first

cell represented by the second color space format and
comprising the downsampled chrominance value for the
first cell.

2. The method of claim 1, further comprising:

receving a second cell;

setting a downsampled chrominance value for the second

cell equal to a chrominance value of the brightest pixel in




US 8,139,081 Bl

13

the second cell in response to the luminance value of the
brightest pixel 1n the second cell being at least a thresh-
old value greater than each of the other pixels 1n the
second cell; and

14

10. The system of claim 9, wherein the threshold value 1s
based on an average luminance value of the pixels 1n the
second cell.

11. The system of claim 8, wherein the processor 1s further

setting the downsampled chrominance value for the second configured to:

cell equal to an average value of all chrominance values
of pixels 1n the second cell 1n response to the luminance
value of the brightest pixel 1n the second cell being less
than the threshold value greater than each of the other
pixels 1n the second cell.

3. The method of claim 2, wherein the threshold value 1s
based on an average luminance value of the pixels in the
second cell.

4. The method of claim 1, further comprising;

receiving a third cell;

welghting the chrominance value of each of a plurality of

pixels 1n the third cell by a corresponding luminance
value of the pixel in the third cell; and

determining a downsampled chrominance value for the

third cell by passing the weighted chrominance values of
the third cell through a downsampling filter.

5. The method of claim 4, wherein the downsampling filter
1s an averaging filter.

6. The method of claim 1, wherein the first color space
format 1s YUV 4:4:4 color space format and the second color
space format 1s YUV 4:2:0 color space format.

7. The method of claim 1, wherein the second color space
format comprises one downsampled chrominance value for
every 2x2 grid of chrominance values 1n the first color space
format.

8. A system for conversion between a first color space
format and a second color space format comprising:

an 1put device, configured to receive a first cell compris-

ing a plurality of pixels, wherein the first cell 1s repre-
sented by the first color space format, and wherein each
pixel 1n the first cell has a luminance value and a chromi-
nance value; and

a processor coupled to the mnput device, the processor con-

figured to compare the luminance values of the plurality
of pixels 1n the first cell to determine a brightest pixel 1n
the first cell having a luminance value at least as great as
cach other pixel in the first cell, setting a downsampled
chrominance value for the first cell equal to the chromi-

nance value of the brightest pixel 1n the first cell, and
generating a downsampled first cell, the downsampled
first cell represented by the second color space format
and comprising the downsampled chrominance value
for the first cell.

9. The system of claim 8, wherein the processor 1s further

configured to:

recerve a second cell;

set a downsampled chrominance value for the second cell
equal to a chrominance value of the brightest pixel in the
second cell 1n response to the luminance value of the
brightest pixel 1n the second cell being at least a thresh-
old value greater than each of the other pixels 1n the
second cell; and

set the downsampled chrominance value for the second cell
equal to an average value of all chrominance values of
pixels 1n the second cell in response to the luminance
value being less than the threshold value greater than
cach of the other pixels 1n the second cell.
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receive a third cell;

weight the chrominance value of each of a plurality of
pixels 1n the third cell by a corresponding luminance
value of the pixel 1n the third cell; and

determine a downsampled chrominance value for the third

cell by passing the weighted chrominance values for the
third cell through a downsampling filter.

12. The system of claim 11, wherein the downsampling
filter 1s an averaging filter.

13. The system of claim 8, wherein the first color space
format 1s YUV 4:4:4 color space format and the second color
space format 1s YUV 4:2:0 color space format.

14. The system of claim 8, wherein the second color space

format comprises one downsampled chrominance value for
every 2x2 grid of chrominance values 1n the first color space
format.

15. A non-transitory computer readable storage medium
structured to store mnstructions executable by a processing
system, the instructions when executed cause the processing
system to:

recetve a first cell comprising a plurality of pixels, wherein

the first cell 1s represented by the first color space format,
and wherein each pixel 1n the first cell has a luminance
value and a chrominance value;

compare the luminance values of the plurality of pixels 1n

the first cell to determine a brightest pixel in the first cell,
wherein the brightest pixel 1n the first cell has a lumi-
nance value at least as great as each of the other pixels 1in
the first cell;

setting a downsampled chrominance value for the first cell

equal to the chrominance value of the brightest pixel 1n
the first cell;

generate a downsampled first cell, the downsampled first

cell represented by the second color space format and
comprising the downsampled chrominance value for the
first cell.

16. The non-transitory computer readable medium of claim
15, the mstructions when executed further causing the pro-
cessing system to:

receving a second cell;

set a downsampled chrominance value for the second cell

equal to a chrominance value of the brightest pixel in the
second cell 1n response to the luminance value of the
brightest pixel 1n the second cell being at least a thresh-
old value greater than each of the other pixels 1n the
second cell; and

set the downsampled chrominance value for the second cell

equal to an average value of all chrominance values of
pixels 1n the second cell in response to the luminance
value of the brightest pixel in the second cell being less
than the threshold value greater than each of the other
pixels 1n the second cell.

17. The non-transitory computer readable medium of claim
16, wherein the threshold value 1s based on an average lumi-
nance value of the pixels in the second cell.

18. The non-transitory computer readable medium of claim
15, the 1nstructions when executed further causing the pro-
cessing system to:
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receive a third cell; 20. The non-transitory computer readable medium of claim
weight the chrominance value of each of a plurality of 15, wherein the first color space format 1s YUV 4:4:4 color
pixels in the third cell by a corresponding luminance space format and the second color space format1s YUV 4:2:0
value of the pixel 1n the third cell; and . color space format.

21. The non-transitory computer-readable storage medium
of claim 15, wherein the second color space format comprises
one downsampled chrominance value for every 2x2 grid of
chrominance values 1n the first color space format.

determine a downsampled chrominance value for the third
cell by passing the weighted chrominance values of the
third cell through a downsampling filter.

19. The non-transitory computer readable medium of claim
18, wherein the downsampling filter 1s an averaging filter. * ok sk %k ok
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