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Extended Base Sequence

(Base Sequence + Zero Padding)
Sext[K], k=0, ..., 164

602

Ssync,n[k]:
n=0,..., 23
k=0, ..., 164

Packet / Frame
Synchronization Sequence
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METHOD AND APPARATUS FOR CARRIER
FREQUENCY OFFSET ESTIMATION AND
FRAME SYNCHRONIZATION IN A
WIRELESS COMMUNICATION SYSTEM

CLAIM OF PRIORITY UNDER 35 U.S.C. §119

The present Application for Patent claims priority to Pro-
visional Application No. 60/854,877, entitled “Signal Acqui-
sition” filed Oct. 26, 2006, and assigned to the assignee hereot
and hereby expressly imncorporated by reference herein.

REFERENCE TO CO-PENDING APPLICATIONS
FOR PATENT

The present Application for Patent 1s related to the follow-
ing co-pending U.S. Patent Applications:

“Method and Apparatus for Packet Detection 1n a Wireless
Communications System” having 11/924,610, filed concur-
rently herewith, assigned to the assignee hereof, and
expressly incorporated by reference herein.

“Method and Apparatus for Timing Estimation in a Wire-
less Communications System™ having 11/924,606, filed con-
currently herewith, assigned to the assignee hereof, and
expressly incorporated by reference herein.

BACKGROUND

1. Field

The present disclosed systems relates generally to a system
for signal acquisition 1n a wireless communication system,
and, more specifically, to a method and apparatus for carrier
frequency oflset estimation and frame synchronization in a
wireless communications system.

2. Background

Wireless networking systems have become a prevalent
means by which a large number of people worldwide com-
municate. Wireless communication devices have become
smaller and more powertul to meet consumer needs, which
include improved portability and convenience. Users have
found many uses for wireless communication devices, such
as cellular telephones, personal digital assistants (PDAs),
notebooks, and the like, and such users demand reliable ser-
vice and expanded coverage areas.

Wireless communications networks are commonly utilized
to communicate mformation regardless ol where a user 1s
located (inside or outside a structure) and whether a user 1s
stationary or moving (e.g., in a vehicle, walking). Generally,
wireless communications networks are established through a
mobile device communicating with a base station or access
point. The access point covers a geographic region or cell and,
as the mobile device 1s operated, 1t may move 1n and out of
these geographic cells. To achieve uninterrupted communi-
cation the mobile device 1s assigned resources of a cell 1t has
entered and de-assigned resources of a cell 1t has exited.

A network can also be constructed utilizing solely peer-to-
peer communication without utilizing access points. In fur-
ther embodiments, the network can include both access points
(infrastructure mode) and peer-to-peer communication.
These types of networks are referred to as ad hoc networks).
Ad hoc networks can be seli-configuring whereby when a
mobile device (or access point) recerves communication from
another mobile device, the other mobile device 1s added to the
network. As the mobile devices leave the area, they are
dynamically removed from the network. Thus, the topogra-
phy of the network can be constantly changing. In a multihop
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2

topology, a transmission 1s transierred though a number of
hops or segments, rather than directly from a sender to a

recipient.

Ultra-wideband technology such as the WiMedia ultra-
wideband (UWB) common radio platform has the inherent
capability to optimize wireless connectivity between multi-
media devices within a wireless personal area network
(WPAN). The goals of the wireless standard 1s to fulfill
requirements such as low cost, low power consumption,
small-form factor, high bandwidth and multimedia quality of
service (QQoS) support.

The WiMedia UWB common radio platform presents a
distributed medium-access technique that provides a solution
to operating different wireless applications in the same net-
work. The WiMedia UWB common radio platform incorpo-
rates media access control (MAC) layer and physical (PHY)
layer specifications based on multi-band orthogonal fre-
quency-division multiplexing (MB-OFDM). The WiMedia
MAC and PHY specifications are mtentionally designed to
adapt to various requirements set by global regulatory bodies.
Manufacturers needing to meet regulations in various coun-
tries can thus do so easily and cost-effectively. Some other
application-friendly features that WiMedia UWB attempts to
implement include the reduced level of complexity per node,
long battery life, support of multiple power management
modes and higher spatial capacity.

WiMedia UWB-compliant receivers have to cope with
interference from existing wireless services while providing
large bandwidth. At the same time, they have to perform with
very low transmit power. One challenge faced by receivers in
an operational environment 1s the acquisition of a signal and,
as a part thereol, estimating carrier frequency oifset and
frame detection of the frames in the transmitted signal.

There 1s therefore a need in the art for meeting the chal-
lenges noted above.

SUMMARY

The presently described approaches are directed to carrier
frequency oflset estimation and frame synchronization. In
one approach, a method 1s described for performing a com-
bined carrier frequency offset estimation and frame synchro-
nization including performing a first level frequency dis-
crimination on at least one estimated channel tap to generate
a Irequency discriminated value; estimating a phase error
from the frequency discriminated value; and, determining a
predetermined frame synchronization pattern from the esti-
mated phase error.

In another approach, an apparatus 1s described for perform-
ing a combined carrier frequency oilfset estimation and frame
synchronization, including means for performing a first level
frequency discrimination on at least one estimated channel
tap to generate a frequency discriminated value; means for
estimating a phase error from the frequency discriminated
value; and, means for determining a predetermined frame
synchronization pattern from the estimated phase error.

In still another approach, a wireless communications appa-
ratus 1s described. The remote station apparatus includes an
antenna; a recerver coupled to the antenna, the receiver having
a circuit configured to perform a method for performing a
combined carrier frequency oilset estimation and frame syn-
chronization, the method including performing a first level
frequency discrimination on at least one estimated channel
tap to generate a frequency discriminated value; estimating a
phase error from the frequency discriminated value; and,
determining a predetermined frame synchronization pattern
from the estimated phase error.
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In still yet another approach, a computer program product
1s described. The computer program product includes com-

puter-readable medium having code for causing a computer
to perform a first level frequency discrimination on at least
one estimated channel tap to generate a frequency discrimi-
nated value; code for causing the computer to estimate a
phase error from the frequency discriminated value; and,
code for causing the computer to determine a predetermined
frame synchronization pattern from the estimated phase error.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a block diagram of an exemplary ad hoc wireless
network:;

FIG. 2 1s a block diagram of an exemplary wireless termi-
nal device;

FIG. 3 1s a packet structure conforming to the WiMedia
Ultra-Wideband (UWB) standard;

FI1G. 4 1s a chart of the worldwide allocation of the UWB
spectrum;

FIG. 5 1s a preamble structure of the packet of FIG. 3;

FIG. 6 1s a block diagram of a packet/frame synchroniza-
tion sequence generator for the preamble structure of FIG. 5;

FI1G. 7 1s a plot of an aperiodic auto-correlation function of
a base sequence used to generate a preamble pattern;

FIG. 8 1s a block diagram of a hierarchical base sequence
generator used to generate a base sequence;

FIG. 9 1s a plot of the aperiodic cross-correlation between
the base sequence of FIG. 7 and the corresponding hierarchi-
cal base sequence of FIG. 8;

FI1G. 10 1s a plot of the aperiodic cross-correlation between
the base sequence of FIG. 7 and a rounded version of the
corresponding base sequence;

FIG. 11 1s a timeline 1llustrating the acquisition/synchro-
nization process for time-frequency code (TFC)-1 and TFC-
2;

FIG. 12 1s a timeline 1llustrating the acquisition/synchro-
nization process for TFC-3 and TFC-4;

FIG. 13 1s a timeline 1llustrating the acquisition/synchro-
nization process for TFC-5, TFC-6 and TFC-7;

FIG. 14 1s a timeline illustrating the acquisition/synchro-
nization process for TFC-8, TFC-9 and TFC-10;

FIG. 15 1s a block diagram of a synchromizer, which
includes a packet detection module, a timing estimation mod-
ule, and a carrier frequency offset (CFO) estimation and
frame synchronization module;

FIG. 16 1s a block diagram of a CFO estimator and frame
synchronizer implementing the CFO estimation and frame
synchronization module of the synchronizer of FIG. 15;

FI1G. 17 1s a block diagram of a CFO estimation and frame
synchronization processor for TFC-1 and TFC-2;

FI1G. 18 illustrates the operation of the frame synchroniza-
tion detection for TFC-1 and TFC-2;

FIG. 19 1s a block diagram of a CFO estimation and frame
synchronization processor for TFC-3 and TFC-4;

FIG. 20 1s a block diagram of a CFO estimation and frame
synchromization processor for TFC-5, TFC-6 and TFC-7;

FI1G. 21 illustrates the operation of the frame synchroniza-
tion detection for TFC-5, TFC-6 and TFC-7.

FI1G. 22 1s a block diagram of a CFO estimation and frame
synchronization processor for TFC-8, TFC-9 and TFC-10;

FI1G. 23 illustrates the operation of the frame synchroniza-
tion detection for TFC-8, TFC-9 and TFC-10.

FI1G. 24 1s a first exemplary implementation of the matched
filter of the synchronizer of FI1G. 15;
FIG. 25 1s a second exemplary implementation of the

matched filter of the synchronizer of FIG. 15; and,
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FIG. 26 1s an exemplary implementation of a L-tap multi-
path energy combiner used to implement a sliding window.

DETAILED DESCRIPTION

Various embodiments are now described with reference to
the drawings. In the following description, for purposes of
explanation, numerous specific details are set forth 1n order to
provide a thorough understanding of one or more aspects. It
may be evident, however, that such embodiment(s) may be
practiced without these specific details. In other instances,
well-known structures and devices are shown 1n block dia-
gram form 1in order to facilitate describing these embodi-
ments.

As used 1n this application, the terms “component,” “mod-
ule,” “system,” and the like are intended to refer to a com-
puter-related entity, either hardware, firmware, a combination
of hardware and software, software, or software 1n execution.
For example, a component may be, but 1s not limited to being,
a process running on a processor, a processor, an object, an
executable, a thread of execution, a program, and/or a com-
puter. By way of illustration, both an application running on
a computing device and the computing device can be a com-
ponent. One or more components can reside within a process
and/or thread of execution and a component may be localized
on one computer and/or distributed between two or more
computers. In addition, these components can execute from
various computer readable media having various data struc-
tures stored thereon. The components may communicate by
way ol local and/or remote processes such as 1n accordance
with a signal having one or more data packets (e.g., data from
one component interacting with another component in a local
system, distributed system, and/or across a network such as
the Internet with other systems by way of the signal). The
word “exemplary” 1s used herein to mean “serving as an
example, 1nstance, or illustration.”” Any embodiment
described herein as “exemplary” 1s not necessarily to be con-
strued as preferred or advantageous over other embodiments.

Furthermore, various embodiments are described herein in
connection with a user device. A user device can also be
called a system, a subscriber unit, subscriber station, mobile
station, mobile device, remote station, access point, remote
terminal, access terminal, terminal device, handset, host, user
terminal, terminal, user agent, wireless terminal, wireless
device, or user equipment. A user device can be a cellular
telephone, a cordless telephone, a Session Initiation Protocol
(SIP) phone, a wireless local loop (WLL) station, a Personal
Digital Assistant (PDA), a handheld device having wireless
connection capability, or other processing device(s) con-
nected to a wireless modem. In certain embodiments, the user
device may be a consumer electronics device with a UWB
modem attached, such as printer, camera/camcorder, music
player, standalone magnetic or flash storage device, or other
AV equipment with content storage, for example.

Moreover, various aspects or features described herein
may be implemented as a method, apparatus, or article of
manufacture using standard programming and/or engineer-
ing techniques. The term “‘article of manufacture™ as used
herein 1s intended to encompass a computer program acces-
sible from any computer-readable device, carrier, or media.
For example, computer readable media can include but are
not limited to magnetic storage devices (e.g., hard disk,
floppy disk, magnetic strips . . . ), optical disks (e.g., compact
disk (CD), digital versatile disk (DVD) . . . ), smart cards, and
flash memory devices (e.g., card, stick, key drive . . . ).

Various embodiments will be presented in terms of systems
that may include a number of devices, components, modules,
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and the like. It 1s to be understood and appreciated that the
various systems may include additional devices, components,
modules, and the like, and/or may not include all of the
devices, components, modules and so forth, discussed 1n con-
nection with the figures. A combination of these approaches
may also be used.

With reference now to the drawings, FIG. 1 illustrates
example ad hoc wireless network 100. Wireless network 100
can 1nclude any number of mobile devices or nodes, of which
four are 1llustrated for ease of illustration, that are in wireless
communication. Mobile devices can be, for example, cellular
phones, smart phones, laptops, handheld communication
devices, handheld computing devices, satellite radios, global
positioning systems, Personal Digital Assistants (PDAs),
and/or other suitable devices for communicating over wire-
less network 100. Wireless network 100 can also include one
or more base stations or access points (not shown).

In wireless network 100, terminal device 112 1s shown
communicating with terminal device 114 via communication
link 120 and with terminal device 116 via communication
link 112. Terminal device 116 1s also shown communicating
with terminal device 118 via communication link 124. Ter-
minal devices 112, 114, 116 and 118 may be structured and
configured in accordance with the exemplary simplified
block diagram of a possible configuration of a terminal device
200 as shown in FIG. 2. As those skilled in the art will
appreciate, the precise configuration of terminal device 200
may vary depending on the specific application and the over-
all design constraints. Processor 202 can implement the sys-
tems and methods disclosed herein.

Terminal device 200 can be implemented with a front-end
transceiver 204 coupled to an antenna 206. A baseband pro-
cessor 208 can be coupled to the transceiver 204. The base-
band processor 208 can be implemented with a software
based architecture, or other type of architectures, such as
hardware or a combination of hardware and soiftware. A
microprocessor can be utilized as a platform to run software
programs that, among other functions, provide control and
overall system management function. A digital signal proces-
sor (DSP) can be implemented with an embedded communi-
cations software layer, which runs application specific algo-
rithms to reduce the processing demands on the
microprocessor. The DSP can be utilized to provide various
signal processing functions such as pilot signal acquisition,
time synchronization, frequency tracking, spread-spectrum
processing, modulation and demodulation functions, and for-
ward error correction.

Terminal device 200 can also include various user inter-
taces 210 coupled to the baseband processor 208. User inter-
faces 210 can include a keypad, mouse, touch screen, display,
ringer, vibrator, audio speaker, microphone, camera, storage
and/or other input/output devices.

The baseband processor 208 comprises a processor 202. In
a software-based implementation of the baseband processor
208, the processor 202 may be a software program running on
a microprocessor. However, as those skilled in the art will
readily appreciate, the processor 202 1s not limited to this
embodiment, and may be implemented by any means known
in the art, including any hardware configuration, software
configuration, or combination thereof, which 1s capable of
performing the various functions described herein. The pro-
cessor 202 can be coupled to memory 212 for the storage of
data. An application processor 214 for executing application
operating system and/or separate applications may also be
provided as shown 1n FIG. 2. Application processor 214 1s
shown coupled to baseband processor 208, memory 212, and
user mterface 210.
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FIG. 3 1illustrates a packet structure 300 of a packet con-
forming with the WiMedia Ultra-Wideband (UWB) physical

layer (PHY ) and media access layer (IMAC) standard for high
rate, short range wireless communication as promulgated by
ECMA International i Standard ECMA-368, “High Rate
Ultra Wideband PHY and MAC Standard” (December 2005).

The ECMA Standard specifies a UWB PHY for a wireless
personal area network (PAN) utilizing the unlicensed 3,100-
10,600 MHz frequency band, supporting data rates of 53.3
Mb/s, 80 Mb/s, 106.7 Mb/s, 160 Mb/s, 200 Mb/s, 320 Mb/s,
400 Mb/s, and 480 Mb/s. The UWB spectrum 1s divided into
14 bands, each with a bandwidth of 528 MHz. The first 12
bands are then grouped into 4 band groups consisting of 3
bands, and the last two bands are grouped into a fifth band
group. FI1G. 4 1llustrates a worldwide allocation of the UWB
spectrum.

This ECMA Standard specifies a multiband orthogonal
frequency division modulation (MB-OFDM) scheme to
transmit information. A total of 110 sub-carriers (100 data
carriers and 10 guard carriers) are used per band to transmit
the mformation. In addition, 12 pilot subcarriers allow for
coherent detection. Frequency-domain spreading, time-do-
main spreading, and forward error correction (FEC) coding,
are used to vary the data rates. The FEC used 1s a convolu-
tional code with coding rates of V3, V2, 34 and 4.

The coded data 1s then spread using a time-frequency code
(TFC). In one approach, as promulgated by the ECMA stan-
dard, there are two types ol time-frequency codes (TFCs):
one where the coded information 1s interleaved over three
bands, referred to as Time-Frequency Interleaving (TFI); and,
one where the coded information 1s transmitted on a single
band, referred to as Fixed Frequency Interleaving (FFI).

Within each of the first four band groups, four time-ire-
quency codes using TFI and three time-frequency codes using
FFI are defined; thereby, providing support for up to seven
channels per band. For the fifth band group, two time-ire-
quency codes using FFI are defined. This ECMA Standard
specifies 30 channels 1n total.

FIG. 5 1illustrates the standard preamble structure of the
WiMedia UWB packet of FIG. 3. The preamble contains a

total o1 30 OFDM symbols. The first 24 preamble symbols are
used for packet detection, timing estimation, CFO estimation
and frame synchronization. Channel estimation uses the last 6
preamble symbols.

FIG. 6 15 a block diagram of a preamble symbol generator
600, including a spreader 602, illustrating one approach of
how preamble symbols may be generated, where:

1. For a given a time-frequency code (TFC) (i.e., 1-10,
referred to as TFC-1 to TFC-10), select the time-domain base
sequence s, [m], m=0, 1, ..., 127 and the binary cover
sequence s__. [n]=x1, n=0, 1, . . ., 23. The binary cover
sequence 1s used as a delimiter for determining the ending of
the packet/frame synchronization sequence.

2. Pad 37 zeros at the end of the base sequence to form the
extended sequence s__J|k], k=0, 1, ..., 164.

3. Spread the cover sequence with the extended based
sequence using the spreader 602. The kth sample of the nth
preamble symbol 1s given by:

S omend KT =S coperl FIXS el KT, k=0, 1, . .., 164, n=

0,1,...,23.

FIG. 7 illustrates the aperiodic auto-correlation of the base
sequence s, _[m] corresponding to TFC-1. Other base
sequences may have similar auto-correlation functions. In
one synchronization approach, the excellent auto-correlation
property 1s exploited. For example, the base sequence 1s gen-
erated from a hierarchical base sequence generator 800 as
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shown 1n FIG. 8. The basic premise behind using a hierarchi-
cal sequences 1s to partition the encoding process at the trans-
mitter into a hierarchy so that the complexity of the decoding
process at the recerver 1s reduced. Referring to the figure, a
first binary sequence {a[k], k=0, 2, . . . 15} is spread by a
second binary sequence {b[k], k=0, 2, . .. 7} with a spreader
802 to generate an intermediate sequence (also referred to as
a binary hierarchical sequence) C {c[k], k=0, 2, ... 127} of
length 128. Then, after taking a fast Fourier transform (FFT)
of the mntermediate sequence C using an FFT module 804 and
shaping the sequence 1n the frequency domain using a ire-
quency domain shaping module 806, the sequence 1s trans-
formed back to the time domain via an mverse FFT (IFFT)
module 808 to obtain the base sequence s, __[m]. There 1s a
unique set of binary sequences {a[k]} and {b[k]} correspond-
ing to each of the ten base sequences.

FI1G. 9 1llustrates the aperiodic cross-correlation between
the base sequence s, . _[m] for TFC-1 and the corresponding
intermediate sequence C {c[k]} generated using the hierar-
chical base sequence generator 800. This cross-correlation
property indicates that when a matched filter 1s employed at
the receiver, the base sequence can be replaced by the binary
sequence C as the filter coeflicients. In one approach, as
illustrated below, the hierarchical structure of the binary
sequence C can be efliciently used to simplity the hardware of
the receiver used for synchromization. Further, it may be
advantageous to use the rounded version of the preamble base
sequence as the matched filter coeflicients as well. FIG. 10
illustrates the aperiodic cross-correlation between the base
sequence s,  __[m] for TFC-1 and the rounded version of the
corresponding base sequence.

As a synchronization overview, FIG. 11-FIG. 14 1llustrate
the synchronization and acquisition timelines for all the

TFCs. Specifically, FI1G. 11 1llustrates an acquisition timeline
1100 for TFC-1 and TFC-2; FIG. 12 illustrates an acquisition

timeline 1200 for TFC-3 and TFC-4; FIG. 13 illustrates an
acquisition timeline 1300 for TFC-5, TFC-6 and TFC-7; and
FIG. 14 1llustrates an acquisition timeline 1400 for TFC-8,
TFC-9 and TFC-10.

Referring mitially to FIG. 11, the major synchronization
tasks can be separated into three separate parts:

1. Packet detection.

2. Timing estimation.

3. Carner frequency offset (CFO) estimation and frame
synchronization.

As discussed above, the ECMA standard provides for mul-
tiple bands and, as seen from the timelines for all TFCs, a
receiver will by default dwell on Band-1 before packet detec-
tion 1s asserted. This 1s because betfore packet detection, the
receiver has no knowledge about the correct timing to switch
to other bands (if 1t 1s 1n the TFI mode). Thus, the first three
preamble symbols 1n Band-1 will be consumed for packet
detection. Once packet detection has been completed, the
next phase, timing estimation, 1s enabled and the receiver will
scan for the next preamble symbol in Band-1 to determine the
optimal FFT window for the OFDM symbol. After timing
estimation has been completed (e.g., the timing 1s recovered)
for Band-1, the receiver will have enough information to
know to switch to other bands according to the TFC, and
automatic gain control (AGC) gain estimation will be per-
formed. After AGC 1s settled, the rest part of the preamble
symbols will be used for CFO estimation and frame sync
detection. Whenever frame sync 1s detected, the final output
of the CFO estimation will be sent to the phase rotator and the
receiver will proceed with channel estimation.

FI1G. 15 illustrates a synchronizer 1500 for performing the
major synchronization tasks. The synchronizer 1500 includes
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a variable gain amplifier (VGA) module 1502, an analog-to-
digital converter (ADC) 1504, a matched filter (MF) 1506, a

squaring unit 1508, a packet detection module 1510, a timing,
estimation module 1540 and a CFO estimation and frame
synchronization module 1570.

The coefficients {q[k], k=0, 2, . .., 127} of the MF 1506
can be chosen either as the binary sequence {c[k], k=0,
2, ..., 127} or the rounded preamble base sequence {round
(S,...1K]), k=0, 2, ..., 127}, as discussed above. Due to the
hierarchical structure of the binary sequence {c[k]}, however,
the implementation of the MF 1506 may be simplified as
shown 1n a binary hierarchical sequence MF 2400 of FI1G. 24;
while for the rounded version, a finite impulse response (FIR)
implementation MF 2500 1s shown 1n FIG. 25, which 1n one
approach 1s an FIR filter with 127 tapped delay lines.

In the rounded approach, the matched filter coellicients
qlk], k=0, 2, . . . 127 1s set to the rounded version of the
preamble base sequence Round(s,, _[Kk]). As observed for all
the preamble base sequences, Round(s, __[Kk]) only takes val-
ues from {£2, =1, 0}, which helps to reduce the hardware
complexity as multiplication by 2 can be conveniently imple-
mented as left shifting 1 bit. Also, as seen 1n FIG. 10, Round
(s,...|K]) maintains good cross-correlation property with the
base sequence s, __[Kk]. The complexity of the two different
methods for the matched filter implementation 1s summarized
in the following table:

TABL.

1

(Ll

Matched filter implementation comparison.

Number of Number of

Real Multi- Real
Matched Filter Type plications  Additions LUT Size (bits)
Binary Hierarchical 0 22 10%(16 + 8) = 240
Rounded Base Sequence 0 127 10%128%3 = 3840

The number of operations 1s for either I or Q branch within
one sample duration T, ,.=1/528 MHz=1.89 ns. For each
approach, the reference sequences can be stored 1n a lookup
table (LUT) of the size as listed 1n Table 1.

The output of the MF 1506 1s processed by the squaring
unit 1508. Denoting the recerved samples as r[n], the magni-
tude square of the matched filter output may be expressed as:

It 1s noted that an equal gain combining (EGC) operation
may be performed to collect the energy from the multipath
channels:

where N 1s the number of consecutive paths that are combined
and D[n] 1s the sliding window output. The EGC may be
implemented as an L-tap multipath energy combiner 2600 as
shown in FI1G. 26. The L-tap multipath energy combiner 2600
allows a different weight to be assigned to each tap. The
results of the EGC operation may be used by the packet
detection module 1510 and the timing estimation module

1540.
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As discussed, the first step 1n the synchronization process s
tor the packet detection module 1510 to detect the presence of
a valid packet. The packet detection module 1510 will assert
a packet detection signal to the timing estimation module
1540 after a valid packet has been detected. Specifically, once
packet detection 1s asserted (1.e., the packet detection module
1510 has indicated that a packet has been detected by setting
the det_flag to a logical true), the timing estimation module
1540 1s enabled. Then, the timing estimation module 1540
acquires the timing, and asserts a symbol_sync signal to the
CFO estimation and frame synchronization module 1570.

FIG. 16 illustrates an exemplary CFO estimator and frame
synchronizer 1600 that may be implemented for the CFO
estimation and frame synchromization module 1570. The
CFO estimator and frame synchronizer 1600 includes a sam-
pler 1602, a demultiplexer 1604 and a multiplexer 1606, and
a plurality of CFO estimator and frame synchronizer sub-
modules 1610, 1620, 1630, 1640. The demultiplexer 1604
and the multiplexer 1606 route selective signals from the MF
1506 to each one of the plurality of CFO estimation and frame
synchronization processors 1610, 1620, 1630, 1640 based on
the TEFC. In one approach, the output of the MF 1506, instead
of the received signal directly, 1s used to perform CFO esti-
mation and take the advantage of a processing gain of

10-log,,128=21 dB.

FI1G. 17 illustrates the CFO estimation and frame synchro-
nization processor 1610 for TFC-1 and TFC-2. The operation
ol the processor 1s 1dentical for TFC-1 and TFC-2. Initially,
the frequency 1s determined, where the mitial CFO 1s denoted
as AF =1, —t,, where 1., and 1, are the transmitter and
receiver’s local frequency for band-1, 1=1, 2, 3. Frequency

error itroduces negligible loss for coherently accumulating
128 OFDM samples. Thus, for the nth preamble symbol 1n
band-1, the mth output from the MF 1506 1s approximately:

ﬁ[n,m]Z
v 128D0E5.Scav€r[3n+i_ 1 ] .ki[m].Exp(jzﬂ&Fi.r3n+i,m)+wMFi
n=0,1,.

., 70i=1, 2, 3.

where t,,, . 1s the sampling time corresponding to f;[n, m],
and w, .~ 1s the noise term, and h,[m] 1s the mth channel tap
coellicient for band-1.

According to the symbol_sync information obtained from
the timing estimation module 1540, for every 165 outputs
from the MF 1506, 33 consecutive samples are selected as the
input to the frequency discriminator (FD). In one approach,
the symbol_sync information 1dentifies the first sample 1n the
33 consecutive samples. In another approach, the samples do
not have to be consecutive and may also comprise of a differ-
ent number of samples.

The FD calculates the cross-correlation between the output
of the MF 1506 of two consecutive preamble symbols in the
same band.

Qi [Ha m] — ﬁ[(ﬂ + 1)5 m]ﬁ [Ha m]
— IQSDGES(S(?GFEF[BH + 11— 1] 'Sﬂﬂv.ﬁ'r[?’(ﬂ + 1) + 11— 1]) ]

|k [m]|Pexp(j2r - AF; - PT,) + wep,

where T =1/(528 MHz) 1s the sampling period, w.,, 1s the
noise term from the FD, and P=3x165=495 is the delay. By
accumulating 33 consecutive FD outputs, the system 1s able to
obtain:
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32
Vilnl = > Qiln, mg +m]
m=0

— IQSDGES(SﬂDFEF ' [3H + 11— 1]5mvfr [B(H + 1) +i— 1]) ]

32 3
Z i [mo + m]|” exp(j2r - AF; - PT,) + wac
k=0 /

where w , ~1s the noise term from the accumulation, and m,, 1s
the starting index obtained by timing estimation. Note that m,,

1s 1nitially found to maximize the total collected channel
energy

for band-1, but applied to band-2 and band-3 with negligible
loss. The following table lists cover sequence for standard
preambles:

TABLE 2

Cover Sequence for Standard Preamble

SC{J?E‘?’[m]
for TEFCs 8, 9,

10

m| S

oo ey [

for TFCs 3, 4

Cﬂﬁf’E‘?"[m]
for TECs 5, 6,7

SEE"L?E?" [m] S

m forTFCs 1, 2

OO0 ~1 vt I = OND S0 =] Oy ) b O
|

N N
- - -
—
o N N o
- - -
—
= 9 = 9 -
- - -
— —
N N o e
- - - -
— —
- N - N o N
- - - -
— — —
N N o e

For frame synchronization detection, as seen in Table 2, the
cover sequence for TFC-1 and TFC-2 maintains +1 except for
the last symbol 1n each of the three bands. The sign flipping of
the cover sequence 1n the three bands helps to detect the end
of the first 24 preamble symbols and generate the frame_sync
signal.

However, also as can be seen from the above equation of

V.[n], the phase rotation due to the CFO 1s 2nAF . PT _, and the
phase rotation takes 1ts largest possible value for Band-12 (in

Band Group (BG)-4) with a total 40 ppm ofiset:

0, . =2nx(9240 MHzx4 ppm )x(3x165)x(1/528
MHz)= 124.74°

This value of 0, indicates the following:

First, since 10 __|<w, 1t guarantees that for all BGs, there 1s
no “+2nm” ambiguity for CFO estimation, 1.¢., the esti-

mated CFO 1s the total CFO, NOT the fractional.
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Second, since 10| may take values greater than /2, 1t 1s
not sufficient to test the two hypotheses:
HO: CFO (0 only)
H1: CFO and cover sequence sign flipping (0+7)
by examining the variable V [n] only, even 1n a noise-free
scenario.
To successtully detect the sign flipping, a
frequency discriminator 1s used:

second-level

Z,m]=Vim+l]-(Vim])*, n=0,1,...,5,

which 1s illustrated 1n a frame synchronization detection pro-
cess 1800 1n FIG. 18. The first row represents the cover
sequence for any one of the three bands (note that the cover
sequences for all the three bands are 1dentical). The second
row shows the phase associated with the first-level FD outputs
(note the ambiguity between 0 and 0+t for high BGs), and the
third row shows the phase associated with the second-level

FD outputs.
The end of the cover sequence 1n each band 1s detected by
the second-level FD:

cfo__est__ctrl_i=sign[R(Z,/n])]=—

The frame_sync signal 1s generated based on a majority
vote from the three bands, 1.e., whenever there are at least two
out of the three bands indicating the end of the cover
sequence, Irame sync=+1 1s asserted and the receiver 1s
switched to the channel estimation mode. The majority vote
can be conveniently implemented as:

2,

frame_sync = —sign
i=1,2,3

cfc:_est_ctrl_i}

= —sign[ 2 sign|R(Z; [HD]}-
i=12,3

For CFO estimation, for each of the three bands, the first-
level FD output V [n] 1s accumulated:

V, = Z Viln] -sien[R(Z[n - 1])], i=1,2,3.

n=r;

where n, 1s the starting symbol index for the accumulation in
band-1 with the 1nitial value sign[$R(Z [n-1])]=1. The accu-
mulation continues until the end of the cover sequence in that
band 1s detected (cio_est_ctrl_1=—1). Then V, will be pro-
cessed by an arctan(-) operation to calculate the angle:

0,~arctan [S(V)/R(V)]e[-mm), i=1, 2, 3,

and the estimate of the frequency ofiset can be calculated as:

.1 1 6, 8 b
0= =- + — + — |,
3 QH'PTSFD 4] 049} 843

where F,=4224 MHz 1s the base oscillator frequency, and the
coellicients ¢, are defined as the ratio between the center
frequency F, to the base frequency F|,

a,=F/F, i=1, 2, 3.

The final estimates of the frequency error for each of the
three bands are given by:

AF =6a.F,, i=1, 2, 3
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and the phase error per sample 1s:

, i=1,2,3.

Finally, the phase error 1s sent to a phase rotator to correct
for any frequency errors.

FIG. 19 1llustrates an exemplary CFO estimation and frame
synchronization processor 1900 that implements the CFO
estimation and frame synchronization processor 1620 for
TFC-3 and TFC-4. As the operation of the processor 1s 1den-
tical for TFC-3 and TFC-4, the description will focus on
TFC-3 for simplicity of presentation.

For frequency discrimination of TFC-3 and TFC-4, two
first-level frequency discriminators (FDs) are used 1n one
approach to meet the target CFO estimation performance.
The first FD calculates the cross-correlation between the out-
puts of the MF 1506 of two contiguous preamble symbols in
the same band:

0V [n, m] = £i[2n+ 1), m) £ [2n, m]

— 128D0E3(5mv€r[6n + 2(5 - 1)] ] Sﬂﬂ'FEf‘[6n + 2(5 — 1) + 1]) ]

| [m]|*exp(j2r - AF; - Py Ts) + wep,

n=0,1,2,3:i=12,3

where 1.[2n,m] and {.[(2n+1),m] are the mth output from the

MEF, for the (2n)th and (2Zn+1 )th preamble symbol in band-1;

and P,=165 1s the delay. According to the timeline in FI1G. 12,

the symbol pairs involved 1n the above equation are listed as
follows.

Band index 1 Symbol pairs
1 19 and 20
2 15 and 16, 21 and 22
3 17 and 18, 23 and 24

By accumulating 33 consecutive outputs from the first FD,
it 1s obtained:

V(” Z Qm |n, mg + m]

128D6E(Scover O + 2(0— 1)] -

32 )
2

> kil +ml)

k=0 /

S(IDFE’.P‘[6H + 2(5 - 1) + 1]) ]

exp(j2n-AF;- P T,) + wae

The second FD calculates the cross-correlation between
the outputs of MF 1506 for symbol 15 and 21 (Band-2), and

symbol 17 and 23 (Band-3). Note that 1n order to do this, the
outputs for MF 1506 for symbol 15 (Band-2) and symbol 17
(Band-3) are stored in two bulfers, each with size of 33
complex numbers. By accumulating 33 consecutive outputs
from the second FD, the following 1s obtained:
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32 )
Vi® = 128D E ) Ihilmo +m]l® [exp(j2z- AF; - P Ty) + wac,

=0 /

i=2,3

where the delay becomes P,=6x165=990.

For frame synchronization detection, referring again to
Table 2, the cover sequence for TFC-3 and TFC-4 maintains
+1 except for the last symbol 1n each of the three bands. The
phase rotation in V,'"’[n] due to CFO is 2xAF,P, T, and it
takes its largest possible value for BAND-12 (1in BG-4) with
a total 40 ppm offset:

0, .. =271x(9240 MHzx40 ppm)x165x(1/528 MHz)=
41.5%°.
The value of 0, indicates the following

First, since 10 _|<<m, 1t guarantees that for all BGs, there 1s
no “+2n” ambiguity for CFO estimation, 1.e., the esti-
mated CFO 1s the total CFO, NOT the {ractional.

Second, since [0 | takes values much less than 7t/2, it 1s
possible to test the two hypotheses:

HO: CFO (0 only)

H1: CFO and cover sequence sign tlipping (0+)

by examining the variable V "’[n] only, even in the low SNR

regime.

The end of the cover sequence 1n each band 1s detected by
the first FD:

cfo__est__ctrl_i=sign[ RV, fn)]=-1.

Similar to TFC-1 and TFC-2, the frame sync signal is
generated based on a majority vote from the three bands:

sign[R(V" [r])]]
i=1,2,3

2,

frame_sync= —sign
i=1,2,3

cfﬂ_est_ctrl_i] = —sign[

For CFO estimation, for Band-2 and Band-3, the first FD
output 1s accumulated:

ViV = 3" vn] - sign[R(V{"[n])],

i=2,3.

where n, 1s the starting symbol index for the accumulation in
Band-1. The accumulation continues until the end of the cover
sequence 1n that band 1s detected (clo_est_ctrl_1=-1). Note
that, according to the timeline shown in FIG. 12, there 1s only
oneV,[n] for Band-1, which appears to be very noisy. Thus,
in our design, we do not use V,"’[n] in the CFO estimation to
avoid performance degradation. V,"’[n] is only used to detect

frame sync.
The final accumulation results V., and V.’ are pro-
cessed by an arctan(-) function to calculate the angle:

3, = arctan[o(V") / RV € [=x, 7).

i=2,3.
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The averaged results are:

i (1) -
1y @p-0
o = 219, + —
2 | 84
(1) y
1| az-6 (1)
o = = * 4+ 0,
21 04 i

where the coetlicients o, are defined as the ratio between the
center frequency F, to the base frequency F:

o, =F/F,, i=2, 3.

In one approach, if only 0, and 6, are used to perform
CFO estimation, the residue error will not be satistactory. To
improve performance, the CFO estimation will rely on the
output from the second FD, and the angle 0, and 6," will
be used only as a reference. The details are described as
follows.

The results from the second FD, V., and V., are pro-
cessed 1n an arctan(-) function to calculate:

0,°D=arctan [V PV RV e[-n,m), i=2, 3.

However, since the delay of the second FD 1s P,=6x
165=990, the largest possible value for 0, is:

2mx(9240 MHzx40 ppm )x(6x165)x(1/528
MHz)=249.4%8°

for BAND-12 (BG-4) with a total 40 ppm offset. In other

words, the angle 6,*® has +27 ambiguity and the competing
candidates are:

0,CP=9 Co_gion[0.09x2m, i=2, 3.

Thus, we have two competing versions of the averaged
results:

I A(2a) A(2a)
gea _ L|pee @203 | oq _1las-0 00
A * V3 — A 3
2 i 3 i 2 i 0 4p)
and
I ~(2b) ~(2b)
g2 _ i é‘fﬂ?) a7 - U 02b) _ l s - 0, N a(Zb)
2 2 i 2 (1’3 s Y3 2 i ﬂ'fz 3

Now the reference angle 0, (or 0,*) can be used to make
the selection according to the following test:

if 10,99 —(P,/P,-051<10,%2—(P,/P)-0,|

0,2=9,2 9,2—g,

else
2y~ (25 2%=0 (2b
0,2=g,C» 9,20 b

The final estimate of the frequency oifset 1s given by:

5 =

1 [
QS’TPzTSFg [ 04 }

or equivalently

iy
|

1 |65
2Py T5Fo [ a3 }
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and the CFO estimates for each of the three bands are given
by:

AF =6a.F,, =1, 2, 3
The phase error per sample 1s:

-

a, P’

(2) (2)
oo %
2 . 3 Pz-

(] =

Finally, the phase error 1s sent to a phase rotator to correct
for any frequency errors.

FI1G. 20 1llustrates an exemplary CFO estimation and frame
synchronization processor 2000 that implements the CFO

estimation and frame synchronization processor 1630 for
TFC-5, TFC-6 and TFC-"/. As the operation of the processor

1s 1dentical for TFC-5, TFC-6 and TFC-7/, the description will
focus on TFC-3 for simplicity of presentation

Initially, frequency discrimination i1s determined by the
cross-correlation between the outputs of MF 1506 of two
contiguous preamble symbols:

Olrn, m] = fl(n+ 1), m]f*[n, m] =
128DDES(SE:GFEF[H] ] SL‘IDFEI“[” + 1])|h[??1]|26}{p(j2ﬂ -AF PT.S‘) + Wrp

where P=1635 1s the delay. Note that the band index 1s dropped
since there 1s no frequency hopping for TFC-, TFC-6 or

TFC-7.

By accumulating 33 consecutive outputs from the first FD,
what 1s obtained 1s:

32
V[ﬂ] — Z Q[H, mgy + m] — 128DDE5(51:019€F[H] .SﬂDFEI“[H’ + 1])
m=0

32 \
Z |h|mo + m]l2 exp(j2m-AF - PT) + wuc
k=0 /

For the frame synchronization detection, the phase rotation
in V[n] due to CFO 1s 2xAF PT_, and it has as its largest
possible value for BAND-14 (in BG-5) with a total 40 ppm
offset:

0, __ =2ax(10296 MHzx40 ppm)x165x(1/528 MHz)=
46.33°

The value of 0, indicates the following:

First, since 10 __|<<m, 1t guarantees that for all BGs, there 1s
no “+2nm” ambiguity for CFO estimation, 1.¢., the esti-
mated CFO 1s the total CFO, NOT the fractional.

Second, since |0 | takes values much less than /2, 1t 1s
possible to test the two hypotheses:

HO: CFO (0 only)

H1: CFO and cover sequence sign flipping (0+7)

by examiming the variable V[n] only, even in the low SNR

regime.

FI1G. 21 1llustrates a frame synchronization detection pro-
cess 2100 for TFC-5, TFC-6 and TFC-7. The first row 1n the
figure 1s the cover sequence, and the second row represents
“sign[ R(V[n])]”. The signal “frame_sync=+1" 1s asserted
when the unique pattern “—++" at the end 1s detected.

The CFO estimation and frame synchronization processor
2000 also pertforms CFO estimation. During CFO estimation,
the FD output V|[n] 1s accumulated:
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V = Z V[n]-sign[R(V[r])]

HZHG

where n,, 1s the starting symbol index for the accumulation.
The accumulation continues until the end of the cover
sequence 1s detected (frame_sync=+1, or clo_est ctrl=-1).
Then V will be sent to the arctan(-) computer to calculate the
angle:

6=arctan [S(V)/ R P)e[-nm),

and the estimate of the frequency ofiset can be calculated as:

P

v

0= 27PT.F

where F 1s the center frequency. The phase error per sample 1s:
w=0/P

Finally, the phase error 1s sent to a phase rotator to correct
any Irequency errors.
FIG. 22 shows an exemplary CFO estimation and frame

sync processor for TFC-8, TFC-9, and TFC-10. Since the
algorithm 1s 1dentical for all the three TFCs, the discussion
will focus on TFC-8 for succinctness of presentation.
Initially, frequency discrimination 1s determined by the
cross-correlation between the outputs of MF 1506 of two
consecutive preamble symbols 1n the same band:

Qiln, m] = fi[(n+ 1), m]f*[n, m] =
128D0 Es(Scover[2 + i — 11+ Scover[20n + 1) + i — 1]) - |1 [m]|*
exp(j2rm-AF; - PT,) + wgp,

n=01,...,10;

where t[n,m] and f[(n+1),m] are the m th output from the
MF, for the n th and (n+1 )th preamble symbol 1n Band-1; and
P=2x165=330 1s the delay.

By accumulating 33 consecutive FD outputs, what 1s
obtained 1s:

32 )
128D Ey(Sconer 20+ 1 = 11+ Sconer 200+ 1) + i = 11)-[ > i[mo +m]P?
k=0 /

exp(j2rm-AF; - PT)) + wac

where w , ~1s the noise term from the accumulation, and m,, 1s
the starting index obtained by timing estimation. Note that m,,
1s 1nitially found to maximize the total collected channel
energy

32
> A lmo +m]l
k=0
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for Band-1, but applied to Band-2 with negligible loss.

For frame synchronization detection, the phase rotation
due to CFO 1s 2nAF PT_, and 1t takes 1ts largest possible value
for BAND-14 (1in BG-5) with a total 40 ppm offset:

0, .. =271x(10296 MHzx40 ppm)x(2x165)x(1/528
MHz)=92.66°

The value of 0 1indicates the following;:

First, since 10 _|<<m, 1t guarantees that for all BGs, there 1s
no “+2nm” ambiguity for CFO estimation, 1.¢., the esti-
mated CFO 1s the total CFO, NOT the fractional.

Second, since |0 | may take values greater than 7/2, 1t 1s
not sufficient to test the two hypotheses:

HO: CFO (0 only)

H1: CFO and cover sequence sign flipping (0+7)

by examining the variable V [n] only, even in a noise-free

scenario.

To successtiully detect the sign tlipping, a second-level
frequency discriminator 1s implemented:

Z,mj=Vin+1]-(Vifn))*, n=0,1,...,9,

and the process 1s illustrated in a frame synchronization
detection process 2300 in FIG. 23. The firstrow represents the
cover sequence for any one of the two bands (note that the
cover sequences for Band-1 and Band-2 are identical). The
second row shows the phase associated with the first-level FID
outputs (note the ambiguity between 0 and 0+ for high BGs).
The third row shows the phase associated with the second-
level FD outputs. The dashed line indicates the starting point
of CFO estimation according to the timeline 1n FIG. 14.

The frame synchronization detection process 2300 oper-
ates as follows. Because the cover sequence 1s 1dentical for
Band-1 and Band-2, either one may be chosen for this pur-
pose and the other channel index 1 may be dropped for frame
synchronization detection. It 1s assumed that the CFO esti-
mation will start no later than symbol-15 1n Band-1 (or sym-
bol-16 in Band-2), such that the second-level FD will not miss
the first “zt”. Then the system will detect the following two
phase rotation “0” and “t” by:

m: sign[R(Z/m])]=-1

O: sign[R(Zfn])]|=+1

Once the unique pattern “m-0-w” 1s detected, the signal
frame_sync=+1 1s asserted and the receiver 1s switched to the
channel estimation mode.

For CFO estimation, as shown in FIG. 23, the phase asso-
ciated with the first-level FD can be 1n either of the two states,
0 or O+m. If state[n] 1s defined as the state of V [n]:

+1, 1t angle(V;|r]) =6

stateln] = { 1, if angle(Vi[n]) = 0+ 7

For each of the two bands, the first-level FD outputV [n] 1s
accumulated:

V: = Z V:|n] - state|r],

n=n;

i=1,2

where n, 1s the starting symbol index for the accumulation in
Band-1. Because the state transition happens when the phase
of the second-level FD 1s m, the state of V [n] can be updated

ds.
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state[ny] = —1; n = ngy;
Do
{ n=n+1;
state[n] = state[n — 1]-sign[R(Z,[n - 1])];
h

while frame_ sync = +1

Once frame_sync=+1 1s asserted, the receiver sets the sig-
nal cfo_est_ctrl=—1 to stop the accumulation and V, will be
processed by an arctan(-) function to calculate the angle:

6,=arctan [S(V)/R(V))]e[-m7), i=1, 2

[l

set can be calculated as:

The estimate of the frequency o

1 1 [@1

2
2 27PT,F, "

&2

o =

4]

where F,=4224 MHz 1s the base oscillator frequency, and the
coellicients ., are defined as the ratio between the center
frequency F, to the base frequency F:

o, =F/F, i=1, 2.

The final estimates of the frequency error for each of the
two bands are given by:

AF =60 F,, i=1, 2

and the phase error per sample 1s:

Finally, the phase error 1s sent to a phase rotator to correct for
any frequency errors.

It 1s to be understood that the embodiments described
herein may be implemented by hardware, software, firmware,
middleware, microcode, or any combination thereof. When
the systems and/or methods are implemented 1n software,
firmware, middleware or microcode, program code or code
segments, they may be stored 1n a machine-readable medium,
such as a storage component. A code segment may represent
a procedure, a function, a subprogram, a program, a routine,
a subroutine, a module, a software package, a class, or any
combination of instructions, data structures, or program state-
ments. A code segment may be coupled to another code
segment or a hardware circuit by passing and/or receiving
information, data, arguments, parameters, or memory con-
tents. Information, arguments, parameters, data, etc. may be
passed, forwarded, or transmitted using any suitable means
including memory sharing, message passing, token passing,
network transmission, etc.

For a software implementation, the techniques described
herein may be implemented with modules (e.g., procedures,
functions, and so on) that perform the functions described
herein. The software codes may be stored 1n memory units
and executed by processors. The memory unit may be imple-
mented within the processor or external to the processor, 1n
which case 1t can be communicatively coupled to the proces-
sor through various means as 1s known 1in the art.

What has been described above includes examples of one
or more embodiments. It is, of course, not possible to describe
every concervable combination of components or methodolo-
gies Tor purposes of describing the aforementioned embodi-
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ments, but one of ordinary skill 1n the art may recognize that
many further combinations and permutations of various
embodiments are possible. Accordingly, the described
embodiments are intended to embrace all such alterations,
modifications and variations that fall within the spirit and
scope of the appended claims. Furthermore, to the extent that
the term “includes™ 1s used 1n either the detailed description or
the claims, such term i1s intended to be inclusive 1n a manner
similar to the term “comprising” as “comprising’ 1s inter-
preted when employed as a transitional word 1n a claim.

What 1s claimed 1s:

1. A method for performing a combined carrier frequency
olfset estimation and frame synchronization comprising:

performing by synchronizer circuitry a first level frequency

discrimination on at least one estimated channel tap to
generate a frequency discriminated value;

estimating by the synchronizer circuitry, a phase error from

the frequency discriminated value;

determining by the synchromizer circuitry, a predetermined

frame synchronization pattern from the estimated phase
error; and

performing by the synchronizer circuitry, an enhanced first

level frequency discrimination on the at least one esti-
mated channel tap to generate an enhanced first level
frequency discriminated value, the at least one estimated
channel tap being delayed by a predetermined amount of
time,

wherein estimating the phase error comprises estimating

the phase error from the frequency discriminated value
and the enhanced first level frequency discriminated
value.

2. The method of claim 1, wherein the predetermined frame
synchronization pattern comprises a sequence of alternating
S1g1S.

3. The method of claim 1, wherein the estimated phase
error 1s proportional to an estimated frequency error.

4. The method of claim 1, further comprising performing,
by the synchronizer circuitry, an enhanced second level fre-
quency discrimination on the at least one estimated channel
tap to generate an enhanced second level frequency discrimi-
nated value.

5. The method of claim 1, further comprising performing,
by the synchronizer circuitry, a weighted average calculation
of an estimated carrier frequency offset.

6. An apparatus for performing a combined carrier fre-
quency oilset estimation and frame synchronization compris-
ng:

hardware means for performing a first level frequency dis-

crimination on at least one estimated channel tap to
generate a frequency discriminated value;

hardware means for estimating a phase error from the

frequency discriminated value;

hardware means for determining a predetermined frame

synchronization pattern from the estimated phase error;
and

hardware means for performing an enhanced first level

frequency discrimination on the at least one estimated

channel tap to generate an enhanced first level frequency

discriminated value, wherein the at least one estimated

channel tap i1s delayed by a predetermined amount of

time, and

wherein the hardware means for estimating the phase
error comprises hardware means for estimating the
phase error from the frequency discriminated value
and the enhanced first level frequency discriminated
value.
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7. The apparatus of claim 6, wherein the predetermined
frame synchronization pattern comprises a sequence of alter-
nating signs.
8. The apparatus of claim 6, wherein the estimated phase
error 1s proportional to an estimated frequency error.
9. The apparatus of claim 6, further comprising hardware
means for performing an enhanced second level frequency
discrimination on the at least one estimated channel tap to
generate an enhanced second level frequency discriminated
value.
10. The apparatus of claim 6, further comprising hardware
means for performing a weighted average calculation of an
estimated carrier frequency oifset.
11. A wireless communications apparatus comprising:
an antenna,
a receiver coupled to the antenna, the receiver having a
circuit configured to perform a method for performing a
combined carrier frequency offset estimation and frame
synchronization, the method comprising:
performing a first level frequency discrimination on at
least one estimated channel tap to generate a fre-
quency discriminated value;

estimating a phase error from the frequency discrimi-
nated value;

determining a predetermined frame synchronization
pattern from the estimated phase error; and

performing an enhanced first level frequency discrimi-
nation on the at least one estimated channel tap to
generate an enhanced first level frequency discrimi-
nated value, the at least one estimated channel tap
being delayed by a predetermined amount of time,

wherein estimating the phase error comprises estimating
the phase error from the frequency discriminated
value and the enhanced first level frequency discrimi-
nated value.
12. The wireless commumnications apparatus of claim 11,
wherein the predetermined frame synchronization pattern
comprises a sequence of alternating signs.
13. The wireless communications apparatus of claim 11,
wherein the estimated phase error 1s proportional to an esti-
mated frequency error.
14. The wireless communications apparatus of claim 11,
wherein the method further comprises performing an
enhanced second level frequency discrimination on the at
least one estimated channel tap to generate an enhanced sec-
ond level frequency discriminated value.
15. The wireless communications apparatus of claim 11,
wherein the method further comprises performing a weighted
average calculation of an estimated carrier frequency offset.
16. A computer program product, comprising:
a non-transitory computer-readable medium comprising:
code for causing a computer to perform a first level
frequency discrimination on at least one estimated
channel tap to generate a frequency discriminated
value;

code for causing the computer to estimate a phase error
from the frequency discriminated value;

code for causing the computer to determine a predeter-
mined frame synchronization pattern from the esti-
mated phase error; and

code for performing an enhanced first level frequency
discrimination on the at least one estimated channel
tap to generate an enhanced first level frequency dis-
criminated value, the at least one estimated channel
tap being delayed by a predetermined amount of time,
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wherein estimating the phase error comprises estimating
the phase error from the frequency discriminated
value and the enhanced first level frequency discrimi-
nated value.
17. A processor, comprising;:
a memory, the memory configured to cause the processor to
implement a method for performing a combined carrier
frequency oflfset estimation and frame synchronization,
the method comprising:
performing a first level frequency discrimination on at
least one estimated channel tap to generate a ire-
quency discriminated value;

estimating a phase error from the frequency discrimi-
nated value;

determining a predetermined frame synchronization
pattern from the estimated phase error; and

performing an enhanced first level frequency discrimi-
nation on the at least one estimated channel tap to
generate an enhanced first level frequency discrimi-
nated value, the at least one estimated channel tap
being delayed by a predetermined amount of time,
and

wherein estimating the phase error comprises estimating
the phase error from the frequency discriminated
value and the enhanced first level frequency discrimi-
nated value.

18. A method for performing a combined carrier frequency

olffset estimation and frame synchronization comprising:
performing by synchronizer circuitry a first level frequency
discrimination on at least one estimated channel tap to
generate a frequency discriminated value;

estimating by the synchronizer circuitry, a phase error from
the frequency discriminated value;

determining by the synchronizer circuitry, a predetermined
frame synchronization pattern from the estimated phase
CITor;

performing by the synchronizer circuitry, an enhanced first
level frequency discrimination on the at least one esti-
mated channel tap to generate an enhanced first level
frequency discriminated value, the at least one estimated
channel tap being delayed by a predetermined amount of
time; and

performing by the synchronizer circuitry, an enhanced sec-
ond level frequency discrimination on the at least one
estimated channel tap to generate an enhanced second
level frequency discriminated value.
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19. A wireless communications apparatus comprising;:
an antenna,
a receiver coupled to the antenna, the receiver having a
circuit configured to perform a method for performing a
combined carrier frequency offset estimation and frame
synchronization, the method comprising:
performing a first level frequency discrimination on at
least one estimated channel tap to generate a fre-
quency discriminated value;

estimating a phase error from the frequency discrimi-
nated value;

determining a predetermined frame synchronization
pattern from the estimated phase error;

performing an enhanced first level frequency discrimi-
nation on the at least one estimated channel tap to
generate an enhanced first level frequency discrimi-
nated value, the at least one estimated channel tap
being delayed by a predetermined amount of time;
and

performing an enhanced second level frequency dis-
crimination on the at least one estimated channel tap
to generate an enhanced second level frequency dis-
criminated value.
20. A processor, comprising:
a memory, the memory configured to cause the processor to
implement a method for performing a combined carrier
frequency offset estimation and frame synchronization,
the method comprising:
performing a first level frequency discrimination on at
least one estimated channel tap to generate a fre-
quency discriminated value;

estimating a phase error from the frequency discrimi-
nated value;

determining a predetermined frame synchronization
pattern from the estimated phase error;

performing an enhanced first level frequency discrimi-
nation on the at least one estimated channel tap to
generate an enhanced first level frequency discrimi-
nated value, the at least one estimated channel tap
being delayed by a predetermined amount of time;
and

performing an enhanced second level frequency dis-
crimination on the at least one estimated channel tap
to generate an enhanced second level frequency dis-
criminated value.
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