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(57) ABSTRACT

A method, apparatus, and article of manufacture are provided
to support dynamic assignment of data from a continuous
stream of data to one or more storage devices 1n a storage
network. The storage network 1s configured with one or more
tiers 1n a hierarchy, with at least one storage device 1n each
tier. Similarly, the storage network 1s 1n communication with
both a storage manager and a data manager. The storage
manager sorts the storage devices, maintains a demand func-
tion of each device, and calculates a burn rate for each storage
device. The data manager 1s 1n communication with the stor-
age manager and assigns data from the recerved stream of data
to at least one of the storage devices.

20 Claims, 3 Drawing Sheets
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METHOD FOR SELFK OPTIMIZING VALUL
BASED DATA ALLOCATION ACROSS A
MULTI-TIER STORAGE SYSTEM

This invention was made with Government support under
Contract No. H98230-05-3-0001 awarded by Intelligence
Agency. The Government has certain rights 1n the mvention.

BACKGROUND OF THE INVENTION

1. Technical Field

This invention relates to a method, system, and article for
managing storage of a continuous stream of data where each
data object has a value assigned thereto, wherein different
data objects may have different data values. More specifi-
cally, the invention pertains to a heterogeneous storage sys-
tem employed to store recerved data.

2. Description of the Prior Art

In a distributed computer system with shared persistent
storage, one or more server nodes are in communication with
one or more client nodes. FIG. 1 1s a block diagram (10)
illustrating one example of a distributed computer system. As
shown, there are two server nodes (12) and (14), three client
nodes (16), (18), and (20), and a storage area network (3) that
includes one or more storage devices (not shown). Each of the
client nodes (16), (18), and (20) may access an object or
multiple objects stored on the file data space (27) of the
storage area network (5), but may not access the metadata
space (25). In opening the contents of an existing file object
on the storage media of the storage device 1n the storage area
network (5), a client contacts the server node to obtain meta-
data and locks. Metadata supplies the client with information
about a file, such as its attributes and location on the storage
devices. Locks supply the client with privileges 1t needs to
open a file and read or write data. The server node performs a
look-up of metadata information for the requested file within
the metadata space (25) of the storage area network (5). The
server nodes (12) or (14) communicate granted lock informa-
tion and file metadata to the requesting client node, including,
the location of the data blocks making up the file. Once the
client node holds a distributed lock and knows the data block
location(s), the client can access the data for the file directly
from a shared storage device attached to the storage area
network.

Storage subsystems of a conventional computer system,
such as that shown in FIG. 1, are configured with suificient
capacity to handle a limited quantity of data. In general, data
read and write requests are processed through locks granted
by the server. Deletion of data from the storage subsystem 1s
typically done manually. Data may be deleted for various
reasons.

In a data streaming environment, massive amounts of data
are constantly written to the storage subsystem. Data must be
periodically removed from the data storage subsystem to free
up space for a comparable amount of new data. It 1s known in
the art that the data in the streams cannot be permanently
stored 1n the storage subsystem due to capacity 1ssues, and as
such, a protocol must be employed to delete data from the
storage subsystem. One prior art known solution 1s a first 1n
first out (FIFO) approach, wherein the most recent data 1s
retained and the oldest data 1s deleted from the storage sub-
system. Another prior art known solutions 1s a least recently
used (LRU) approach, wherein the storage subsystem 1s
treated as cache. Data 1s retained based on its last use. Accord-
ingly, both of these prior art solutions automatically remove
data from the storage subsystem based upon a preset protocol.
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Another known approach for removal of data from the
storage subsystem treats data differently based on its current

importance to the overall system, and clusters together data
that 1s anticipated to be deleted. More specifically, for each
data object that 1s written to disk, a retention value function
describing the projected value of the object over time 1s
assigned to the object. The storage subsystem deletes the data
with the lowest current retention function value as space 1s
needed to make room for new data.

As demonstrated, distributed computer systems designed
to handle large-scale data stream processing are evolving.
With respect to streaming of data, or storage of large quanti-
ties of data 1n general, there are concerns with how to address
capacity 1ssues. In other words, data that 1s written to storage
1s generally maintained, and the data at some point 1s removed
to make room for new data. However, the prior art addresses
data storage and retention with respect to a homogenous
storage system. It 1s known 1n the art for a storage subsystem
to be non-homogenous, 1.e. heterogeneous, wherein different
storage media in the storage subsystem are grouped based
upon characteristics thereof. Examples of aspects that make
the storage subsystem heterogeneous include differences in
storage controllers, connectivity bandwidths, etc. One form
of a heterogeneous storage subsystem 1s known as tiered
storage wherein the storage components are classified 1n a
hierarchical manner. Tiered storage 1s a networked storage
method where data 1s stored on various types of media based
on a data storage environment consisting of two or more
categories of storage delineated by differences between the
categories of storage. Such differences generally include,
price, performance, capacity, and function. Any significant
difference 1n one or more of the four defining attributes can be
suificient to justity a separate storage tier.

Although heterogeneous storage subsystems are known 1n
the art, to data they have not been employed with a distributed
computer system that processes streaming of large quantities
of data. In order to accommodate a heterogeneous storage
subsystem, the ditferent tiers in the hierarchy must be accom-
modated efficiently, so that they may be properly employed
with the streams of data recerved for writing to storage.

SUMMARY OF THE INVENTION

This invention comprises a method, system, and article for
managing a continuous stream of data 1n anon-heterogeneous
storage system such that 1t meets the following two objectives
simultaneously: First, optimal utilization of the heteroge-
neous storage subsystem; and second, maximizing the cumu-
lative value of data retained by the storage system.

In a first aspect of the invention, a method 1s provided for
allocating streaming data 1n a heterogeneous storage system.
A computer system 1s configured with a server 1n communi-
cation with storage media for recerving a continuous 1nput
stream of data. The storage media includes at least two het-
erogeneous storage devices with each storage device having
defining characteristics, with the storage devices categorized
based upon the defined characteristics. The storage devices
are sorted 1n an order based upon the defined characteristics,
including maintaining a demand function of each of the stor-
age devices. The input stream of data 1s assigned to one of the
storage devices based upon the defined characteristics of the
storage devices and the value of the mput stream. A burn rate
for each of the storage devices 1s dynamically calculated for
cach of the storage devices responsive to assignment of the
input stream of data to one of the storage devices.

A system 1s provided with a server in communication with
storage media. The storage media 1s configured to recerve a
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continuous 1put stream of data, and includes at least two
heterogeneous storage devices with each storage device hav-
ing defining characteristics. The storage devices are catego-
rized based upon the defined characteristics. A storage man-
ager 1s provided to sort the storage devices 1n an order based
upon the defined characteristics and to maintain a demand
function of each of the storage devices. A data manager 1s
provided to assign the nput stream of data to one of the
storage devices based upon the defined characteristics of the
storage devices and the value of the input stream. The storage
manager dynamically calculates a burn rate for each of the
storage devices responsive to assignment of the mput stream
of data to one of the storage devices by the data manager.

In yet another aspect of the invention, an article 1s provided
with a computer readable recordable carrier including com-
puter program instructions configured to allocate streaming,
data 1n a heterogeneous storage system. Instructions are pro-
vided to configure a computer system with a server in com-
munication with storage media to recetve a continuous input
stream of data. The storage media includes at least two het-
erogeneous storage devices with each storage device having
defining characteristics. Instructions are provided to catego-
rize the storage devices based upon the defined characteris-
tics. Responsive to the storage device categorization, mstruc-
tions are provided to sort the storage devices 1n an order based
upon the defined characteristics and to maintain a demand
function of each of the storage devices. Instructions are pro-
vided to assign the mput stream of data to one of the storage
devices based upon the defined characteristics of the storage
devices and the value of the input stream; and to dynamically
calculate a burn rate for each of the storage devices responsive
to assignment of the input stream of data to one of the storage
devices.

Other features and advantages of this mvention will
become apparent from the following detailed description of
the presently preferred embodiment of the invention, taken in
conjunction with the accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FI1G. 1 1s a block diagram of a prior art distributed computer
system.

FIG. 2 1s a flow chart illustrating assignment of data to
storage media according to the preferred embodiment of this
invention, and 1s suggested for printing on the first page of the
1ssued patent.

FI1G. 3 1s a block diagram 1illustrating a data allocation tool
in a computer system configured to recerve a continuous
stream of data and to store the received data 1n a selected
storage media 1n a heterogeneous storage system.

L1

FERRED

DESCRIPTION OF THE PR
EMBODIMENT

It will be readily understood that the components of the
present invention, as generally described and 1llustrated in the
Figures herein, may be arranged and designed i a wide
variety of different configurations. Thus, the following
detailed description of the embodiments of the apparatus,
system, and method of the present invention, as presented 1n
the Figures, 1s not intended to limit the scope of the mvention,
as claimed, but merely representative of selected embodi-
ments of the invention.

Reference throughout this specification to “a select
embodiment”, “one embodiment”, or “an embodiment”
means that a particular feature, structure, or characteristic
described 1n connection with the embodiment 1s included 1n at
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least one embodiment of the present invention. Thus, appear-

2T Y

ances of the phrases “a select embodiment™, “in one embodi-
ment,” or “in an embodiment” 1n various places throughout
this specification are not necessarily referring to the same
embodiment.

Furthermore, the described features, structures, or charac-
teristics may be combined 1n any suitable manner in one or
more embodiments. In the following description, numerous
specific details are provided, such as heterogeneous storage
media, continuous stream of data, etc, to provide a thorough
understanding of embodiments of the invention. One skilled
in the relevant art will recognize, however, that the invention
can be practiced without one or more of the specific details, or
with other methods, components, materials, etc. In other
instances, well-known structures, materials, or operations are
not shown or described in detail to avoid obscuring aspects of
the mvention.

The 1llustrated embodiment of the mvention will be best
understood by reference to the drawings, wherein like parts
are designated by like numerals throughout. The following
description 1s intended only by way of example, and simply
illustrates certain select embodiments of devices, systems,
and processes that are consistent with the mvention as
claimed herein.

Overview

The method, apparatus, and article of manufacture of the
present invention provides a distinct advantage over the prior
art. According to the present invention, a heterogeneous stor-
age subsystem 1s employed to accommodate writing large
streams of data to storage media. Data recetved 1n the data
streams are processed and selectively assigned to a storage
device in the storage subsystem. A burn rate function 1is
defined for each storage device 1n the storage subsystem. The
burn rate function represents the rate at which the retention
value of data will decrease as a function of time. In addition to
the burn rate, separate supply and demand counters are main-
tained for each device. The supply counter represents the total
capacity of the storage device, and the demand counter rep-
resents the number of applications that can allocate data to the
device. Based upon the values associated with the burn rate,
supply and demand counter, and characteristics of the data
itsell, one of the evaluated storage devices 1n a tier in the
hierarchy of the storage devices 1s selected for storage of the
data.

Technical Details

In the following description, reference 1s made to the
accompanying drawings that form a part hereof, and which 1s
shown by way of 1llustration that specific embodiment 1n
which the mvention may be practiced. It 1s to be understood
that other embodiments may be utilized as structural changes
may be made without departing from the spirit and scope of
the present invention.

Data generated by each application has a retention value.
There are several techniques to assign retention values using
attributes of the data. In addition to the data retention value,
cach application that generates the data has a service level
objective that 1s defined 1n terms of performance, security,
and availability requirements. A service level objective also
referred to heremnatter as SLO, 1s a parameter to measure the
performance of the service being provided and defines the
importance of the data. In one embodiment, the SLO may be
comprised of one or more quality of service measurements. A
service level agreement, also referred to heremafter as SLA,
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1s an agreement that specifies what service 1s to be provided,
how the service 1s supported, and performance and responsi-
bilities of the parties mvolved. Accordingly, the SLO 1s a
specific measurable characteristic of the SLA, wherein the
SLO pertains to performance of service(s) by an application
with respect to associated data.

In a storage network, one or more classes of storage media
are employed to store and retain data thereon through the use
of one or more associated applications. The capacity of the
storage media 1 the network is static. Capacity can be
increased by adding additional storage media to the storage
network. Similarly, capacity for storage can be provided by
removing or otherwise deleting data from storage media that
1s old and stale, and no longer required to be retained. It 1s
recognized that over time some data decays as the data
becomes stale and less important. Accordingly, it may be
desirable to remove decayed data from storage media after a
set period of time.

To address removal of data from storage media, each stor-
age device 1n a storage subsystem has a defined burn rate
function. This function represents the rate at which the reten-
tion value of data will decrease as a function of time. In one
embodiment, the initial burn rate for a storage device can be
proportional to its dollar cost or depreciation of the physical
device. The burn rate of each individual storage devices
changes over time. The burn rate of a storage device 1s a
mathematical function that represents the rate at which data
allocated on that device will lose 1ts retention value. In other
words, the rate in which data 1s retained 1n storage decays as
a function of time. The burn rate 1s defined either by capacity
or bandwidth of the storage device. In one embodiment, the
burn rate 1s defined as follows:

Burn Rate=[(a)(time)+C' /xR

where, C 1s a constant, R 1s the capacity of storage used by the
application, and o 1s a value proportional to the capabilities of
the storage device 1n a specific tier. In one embodiment, o and
R are both defined 1n terms of storage capacity allocated.
Similarly, 1n another embodiment, . and R are both defined 1n
terms of the rate at which storage 1s allocated to an applica-
tion.

In addition to the burn rate, each storage device in the
storage subsystem maintains two counters. A first counter is a
supply counter, and a second counter 1s a demand counter.
The supply counter represents the total capacity of the storage
device. The demand counter represents the number of appli-
cations that can allocate data on the associated storage device.

Intuitively, the burn-rate of a storage device 1s dependent
on the ratio of its supply, 1.e. capacity or bandwidth, with the
total capacity or bandwidth that can be potentially deployed
by the application using the storage system, otherwise known
as the demand. The combination of the burn rate, the demand
counter, and the supply counter are employed to determine
assignment of data from an mcoming stream to storage media
in a heterogeneous storage system. FIG. 2 1s a flow chart (200)
illustrating assignment of data to storage media. It should be
noted that there are two optimization loops that operate within
the data assignment system. A first loop tracks access char-
acteristics to re-calculate a feasibility matrix of storage media
candidate locations. A second loop tracks burn rates of the
storage devices and re-evaluates their values based on both
supply and demand. Prior to entry into either the first or the
second loop, the data retention value 1s determined (202).
Data generated by each application has a retention value.
There are several techniques that may be employed to assign
retention value using attributes of data. For example, different
data that 1s recerved has different value based upon usetul-
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ness. In one embodiment, the retention value may be associ-
ated with a service level agreement of a service level objec-
tive. Although the technique employed for assigning
retention value 1s outside the scope of the invention, the
retention value affects assignment of data to a storage device.
Similarly, regardless of the retention value assigned to the
data, the data decays over time. The current value of the data
1s subject to a decreasing function with a factor of time. As
time progresses, the retention value associated with the data
decreases. The goal 1s to maximize the value of the aggregate
data retained 1n the storage media. Accordingly, prior to enter-
ing with either the first or second loop the retention value of
the recerved data 1s determined.

Following step (202), the first of the two loops 1s entered. It
should be noted that the second loop 1s a part of the first loop.
Upon entering the first loop, a storage media candidate matrix
1s generated (204). Each storage media 1n the storage system
1s a candidate to receive the mncoming data from the data
stream. The matrix 1s a listing of all of the storage media that
may receive the data from the incoming data stream. As noted
above, each storage media 1n the storage system has a burn
rate that 1s associated therewith. In one embodiment, the burn
rate 1s dynamic in that it constantly changes based upon data
received, data retained, and data removed from the storage
media. Following generation of the storage media candidate
matrix, the second of the two loops 1s entered. For each
application of data received in the incoming data stream,
candidate storage media for the associated data are sorted
(206). In one embodiment, the sorting of the storage media 1s
based upon the associated burn rate. For example, the storage
media may be sorted in ascending order based upon the
respective burn rates. Similarly, the storage media may be
sorted 1n descending order based upon the respective burn
rates. Prior to assignment of data from the incoming data
stream to any one specific storage media, a demand function
for each storage device i1s updated (208). Assignment of
received data to storage media 1s based upon the burn rate of
the storage media, the demand function of the storage media,
and the retention value of the data itself. The burn rate 1s
proportional to the supply and demand of the storage capac-
ity, and the retention value of the data 1s inherent to the data
itself. The goal 1s to maximize the value of the data retained 1n
the storage media. Following the update of the demand of the
storage media, the burn rate for the storage media 1s recalcu-
lated (210) based upon the changes in supply and demand.
Steps (206), (208), and (210) constitute the second loop.
Accordingly, assignment of data to storage media 1s dynami-
cally determined by the constant changes 1n both the burn rate
and the supply and demand capacity of the storage device.

Following step (208), data from the data stream 1s assigned
to a selected storage media (212). The assigned data 1s based
upon the sorted matrix at step (204). As noted above at step
(208) and as a part of the first loop, the demand function for
cach storage device 1s updated. The demand of a storage
device represents the number of applications that can allocate
data on the device. In a similar respect and as a part of the
second loop, the supply availability of the storage devices 1s
updated (214). Supply represents the total capacity of the
device. As such, it follows that the supply of the storage
device requires an update following assignment at step (212).
Once the supply availability 1s updated, the process returns to
step (204) to sort the matrix of storage devices 1n the storage
network. Accordingly, the first loop addresses maintaining a
demand counter and the second loop addresses maintaining a
supply counter, each of the counters associated with each of
the individual storage devices 1n the storage network.




US 8,103,324 B2

7

In one embodiment, the burn-rate of the device will load
balance data allocation across storage tiers 1n the hierarchical
storage system. In the beginning, the least expensive devices
will receive data for storage as long as they meet the service
level agreement or objective for security and availability. As
the demand of the individual storage devices exceeds supply,
their burn-rate will increase. In one embodiment, the
increased burn-rate will direct data to one or more different
storage devices 1n the network whose burn-rate was originally
higher, but 1s currently lower than the originally least expen-
stve storage device. Similarly, 1n a lightly loaded system, the
data 1s allocated on expensive and faster storage devices. As
the load starts increasing on the expensive and faster devices,
data 1s allocated towards slower and less expensive devices
that have a lower burn-rate.

In general, application data 1s allocated to a storage media
location which 1s a member of the feasibility matrix for the
application and has the lowest burn-rate in the candidate list.
By allocating the data to the storage media with the lowest
burn-rate, the data will be stored for the longest period of time
available. The longevity of the data storage yields a maximum
value of data retained 1n the system, where value 1s the sum-
mation of individual object values 1n the system. However, as
noted above, the burn rate, and supply and demand charac-
teristics are periodically re-evaluated. This makes all three
factors dynamic in nature. Allocation of data to storage media
1s re-evaluated based upon the following factors: a change 1n
the device burn rate, a change 1n the application access prop-
erties, such as capacity and access bandwidth, device failure,
etc. Accordingly, allocation of data to storage media 1is
dynamic and reflects in-time changes to data allocation and
storage.

In one embodiment, the invention 1s implemented 1n soft-
ware, which includes but 1s not limited to firmware, resident
software, microcode, etc. The invention can take the form of
a computer program product accessible from a computer-
usable or computer-readable medium providing program
code for use by or in connection with a computer or any
instruction execution system. For purposes of this descrip-
tion, a computer-usable or computer readable medium can be
any apparatus that can contain, store, communicate, propa-
gate, or transport the program for use by or in connection with
the 1nstruction execution system, apparatus, or device.

Similarly, i1n one embodiment the invention 1s 1mple-
mented 1 hardware. FIG. 3 1s a block diagram (300) illus-
trating a data allocation tool 1n a computer system configured
to received a continuous stream of data and to store the
received data 1n a selected storage media 1n a heterogeneous
storage system. The illustration shows a server (302) with a
processor unit (304) coupled to memory (306) by a bus struc-
ture (308), and in communication with a storage network
(320). The storage network (320) 1s shown with two tiers of
storage media (330) and (340), with a first tier (330) having
storage devices (332) and (334) and a second tier (340) having
storage devices (342), (344), and (346). Each storage device
(332) and (334) 1n the first tier (330) has its own defining
characteristics. Similarly, each storage device (342), (344),
and (346) 1n the second tier (340) has its own defining char-
acteristics. In one embodiment, the storage devices are cat-
egorized 1n the storage network (320) based upon the associ-
ated defining characteristics.

A set of managers (350) and (360) are provided 1n memory
(306) to support management of storage of data recerved by
the server (302). The first of the managers (350) 1s a storage
manager, and it 1s responsible for sorting each of the storage
devices 1n the storage network (320). The storage manager
(350) sorts the different storage devices based upon the
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defined characteristics of the devices. The second of the man-
agers (360) 1s a data manager, and it 1s responsible for assign-
ing the mput stream of data to one of the storage devices inthe
storage network (320).

The storage manager (350) maintains a demand function
for each of the storage devices, and dynamically updates
supply availability of each of the storage devices 1n the stor-
age network (320) responsive to assignment of recerved data
to one of the storage devices 1in the storage network (320).
Responsive to assignment of data to a select storage device 1n
the storage network (320) by the data manager (360), the
supply for the select storage device 1s lowered by the storage
manager (350). In one embodiment, the storage manager
(350) dynamically adds one or more new storage devices to
the storage network (320) in communication with the server
(302) for load balancing input data streams and ensuring
uniform load across all of the storage devices in the network
(320). According, the storage manager (350) primarily man-
ages the storage devices in the storage network (320).

Conversely, the data manager (360) assigns the data to one
of the storage devices in the storage network (320) based
upon the defined characteristics of the storage devices and a
value of the data received by the server (302). The storage
manager (350) functions together with the data manager
(350) to dynamically calculate a burn rate for each of the
storage devices 1n response to assignment of data by the data
manager (360) to one of the storage devices. Similarly, the
data manager (360) dynamically assigns new data from the
received data to one of the storage devices based upon an
update to the burn-rates of the storage devices. The data
manager (360) employs the burn rate as a tool for data man-
agement. The data manager (360) increases the burn rate of at
least one of the storage devices 1n a ration proportional to an
increase 1 demand for the storage device. Based upon a cost
benellt evaluation, the data manager (360) selects the storage
device 1n the storage network (320) with the lowest burn rate
that meets data access requirements for storage of data
received by the server (302), so as to yield a maximum value
of data retained 1n the system.

In one embodiment, the storage manager (350) and the data
manager (360) are both 1in the memory (306) of the server
(302). Siumilarly, 1n one embodiment, the storage manager
(350) 1s in communication with the data manager. Although
the system shown herein 1s a single server (302) with a pro-
cessor (304), memory (306) and a storage network (320), 1n
one embodiment, the invention may be enlarged to encom-
pass additional client machines and/or servers 1n the system
with access to the storage network (320). Similarly, the stor-
age network (320) may be enlarged to include a larger quan-
tity or smaller quantity of storage devices in each tier (330)
and (340), as well as a larger quantity of tiers in the hierar-
chical structure of the storage network (320).

In the example shown herein, the storage manager (350)
and the data manager (360) are shown residing 1n memory
(306), and utilize 1instructions 1n a computer readable medium
to manage assignment of data to storage devices inthe storage
network (320). In one embodiment, the storage and data
managers (350) and (360), respectively, may reside as hard-
ware tools external to memory (306), or they may be imple-
mented as a combination of hardware and software in the
computer system. Accordingly, the storage and data manag-
ers (350) and (360), respectively, may be implemented as a
soltware tool or a hardware tool for assignment of data to one
or more storage devices 1n a hierarchical construction of a
storage network (320).

Embodiments within the scope of the present mvention
also include articles of manufacture comprising program
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storage means having encoded therein program code. Such
program storage means can be any available media which can
be accessed by a general purpose or special purpose com-
puter. By way of example, and not limitation, such program
storage means can include RAM, ROM, EPROM, CD-ROM,
or other optical disk storage, magnetic disk storage or other
magnetic storage devices, or any other medium which can be
used to store the desired program code means and which can
be accessed by a general purpose or special purpose com-
puter. Combinations of the above should also be included in
the scope of the program storage means.

The medium can be an electronic, magnetic, optical, elec-
tromagnetic, infrared, or semiconductor system (or apparatus
or device) or a propagation medium. Examples of a computer-
readable medium include, but are not limited to, a semicon-
ductor or solid state memory, magnetic tape, a removable
computer diskette, random access memory (RAM), read-only
memory (ROM), a ngid magnetic disk, and an optical disk.

Current examples of optical disks include compact disk B
read only (CD-ROM), compact disk B read/write (CD-R/W)

and DVD.

A data processing system suitable for storing and/or
executing program code includes at least one processor
coupled directly or indirectly to memory elements through a
system bus. The memory elements can include local memory
employed during actual execution of the program code, bulk
storage, and cache memories which provide temporary stor-
age of at least some program code 1n order to reduce the
number of times code must be retrieved from bulk storage
during execution.

Input/output or I/O devices (including but not limited to
keyboards, displays, pointing devices, etc.) can be coupled to
the system either directly or through intervening 1I/0O control-
lers. Network adapters may also be coupled to the system to
enable the data processing system to become coupled to other
data processing systems or remote printers or storage devices

through intervening private or public networks.

The software implementation can take the form of a com-
puter program product accessible from a computer-useable or
computer-readable medium providing program code for use
by or 1n connection with a computer or any istruction execu-
tion system. Instructions are provided 1n the soltware imple-
mentations to support the hierarchical structure of the storage
network and assignment of data to the storage devices based
upon categorization of the devices and associated character-
1stics of both the devices and the data.

Advantages Over the Prior Art

Data from a continuous stream of mcoming data 1s
assigned to one or more storage devices based upon the char-
acteristics of the storage devices, including placement of the
storage devices in a hierarchical structure, supply, and
demand. The data 1s retained for a select period of time based
upon a burn rate associated with the assigned storage device.
The burn rate, supply, and demand are all subject to dynamic
change based upon receipt and assignment of data to one or
more storage devices in the storage network. Assignment of
data 1s opaque to assignment to the storage device. Accord-
ingly, streams of data are allocated to one or more storage
devices 1n a heterogeneous storage system based upon
dynamically changing {factors associated with storage
devices, wherein the changes are a reflection of assignment of
data thereto.

Alternative Embodiments

It will be appreciated that, although specific embodiments
of the mvention have been described herein for purposes of
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illustration, various modifications may be made without
departing from the spirit and scope of the imvention. In par-
ticular, 1n one embodiment, the data recerved for assignment
to a storage device may include an associated characteristic,
such as a retention value, which 1s a factor 1n storage device
assignment. Accordingly, the scope of protection of this
invention 1s limited only by the following claims and their
equivalents.

We claim:

1. A method for allocating streaming data 1n a heteroge-
neous storage system, comprising:

configuring a computer system with a server 1n communi-
cation with storage media for receiving a continuous
input stream of data, wherein said storage media
includes at least two heterogeneous storage devices with
cach storage device having defining characteristics, said
characteristics include a burn rate representing a rate at
which data stored to a storage device loses 1ts retention
value, a demand counter representing a number of appli-
cations that can allocate data on the storage device, and
a supply counter representing a total capacity of the
storage device;

sorting said storage devices 1n an order based upon said
defined characteristics and maintaining a demand func-
tion of each of said storage devices;

assigning the mput stream of data to one of said storage
devices based upon said defined characteristics of said
storage devices, including a combination of the burn
rate, the demand counter, and the supply counter, and a
value of said 1nput stream; and

dynamically calculating the burn rate for each of said stor-
age devices responsive to assignment of the input stream
of data to one of said storage devices.

2. The method of claim 1, further comprising dynamically
updating supply availability of each said storage devices
responsive to assignment of the input stream of data to one of
said storage devices.

3. The method of claim 1, wherein the step of assigning the
input stream of data to one of said storage devices includes
dynamic assignment of new data from said input stream based
on an update to the device burn rate.

4. The method of claim 3, further comprising lowering
supply for a storage device with said assignment of an input
stream of data to said storage device.

5. The method of claim 3, further comprising 1ncreasing
said burn rate of one of said storage devices proportional to
increasing demand to said storage device.

6. The method of claim 1, wherein the step of assigning the
input stream of data to one of said storage devices includes
selecting said storage device with a lowest burn rate that
meets data access requirements.

7. The method of claim 1, further comprising dynamically
adding a new storage device in commumnication with said
server for load balancing mput data streams and ensuring,
uniform load across all the storage devices.

8. A system comprising:

a server in communication with storage media, said storage
media configured to recetve a continuous input stream of
data, and said storage media includes at least two het-
crogencous storage devices with each storage device
having defining characteristics, said characteristics
include a burn rate representing a rate at which data
stored to a storage device loses its retention value, a
demand counter representing a number of applications
that can allocate data on the storage device, and a supply
counter representing a total capacity of the storage
device;
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a storage manager to sort said storage devices in an order
based upon said defined characteristics and to maintain
a demand function of each of said storage devices;

a data manager to assign the input stream of data to one of
said storage devices based upon said defined character-
1stics of said storage devices, including a combination of
the burn rate, the demand counter, and the supply
counter, and a value of said input stream; and

said storage manager to dynamically calculate the burnrate
for each of said storage devices responsive to assign-
ment of the mput stream of data to one of said storage
devices by said data manager.

9. The system of claim 8, further comprising said storage
manager to dynamically update supply availability of each
said storage devices responsive to assignment ol the input
stream of data to one of said storage devices.

10. The system of claim 8, wherein the data manager
dynamically assigns new data to one of said storage devices
from said input stream based on an update to the said device
burn rate.

11. The system of claim 10, further comprising said storage
manager to lower supply for a storage device with said assign-
ment of an 1iput stream of data to said storage device.

12. The system of claim 10, further comprising said data
manager to increasing said burn rate of a storage device
proportional to a demand increase to said storage device.

13. The system of claim 8, wherein the data manager
selects said storage device with a lowest burn rate that meets
data access requirements.

14. The system of claim 8, further comprising said storage
manager to dynamically add a new storage device in commu-
nication with said server to load balance mput data streams
and ensure uniform load across all the storage devices.

15. An article comprising;:

a computer readable recordable carrier including computer
program instructions configured to allocate streaming
data in a heterogeneous storage system, comprising:
istructions to configure a computer system with a

server 1 commumnication with storage media to
recerve a continuous input stream of data, wherein
said storage media includes at least two heteroge-
neous storage devices with each storage device hav-
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ing defining characteristics, said characteristics
include a burn rate representing a rate at which data
stored to a storage device loses 1ts retention value, a
demand counter representing a number of applica-
tions that can allocate data on the storage device, and
a supply counter representing a total capacity of the
storage device;

instructions to sort said storage devices in an order based
upon said defined characteristics and to maintain a
demand function of each of said storage devices;

istructions to assign the input stream of data to one of
said storage devices based upon said defined charac-
teristics of said storage devices, including a combina-
tion of the burn rate, the demand counter, and the
supply counter, and a value of said input stream; and

instructions to dynamically calculate the burn rate for
cach of said storage devices responsive to assignment
of the input stream of data to one of said storage
devices.

16. The article of claim 15, further comprising instructions
to dynamically update supply availability of each said storage
devices responsive to assignment of the mput stream of data
to one of said storage devices.

17. The article of claim 15, wherein the instructions to
assign the input stream of data to one of said storage devices
includes dynamic assignment of new data from said input
stream based on an update to the said device burn rate.

18. The article of claim 17, further comprising instructions
to lower supply for a storage device with said assignment of
an input stream of data to said storage device and instructions
to 1ncrease said burn rate of a storage device proportional to
an increase 1 demand to said storage device.

19. The article of claim 15, wherein the instructions to
assign the input stream of data to one of said storage devices
includes selection of said storage device with a lowest burn
rate that meets data access requirements.

20. The article of claim 15, turther comprising instructions
to dynamically add a new storage device in communication
with said server to load balance input data streams and ensure
uniform load across all the storage devices.
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