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(57) ABSTRACT

A data recorder includes a first memory element including
read/write capability, a second memory element including

non-volatile memory and a controller for realizing memory
management functions. The controller responds to a prede-

termined triggering event by writing selected data from t.

1C

first memory element to the second memory element. T

1C

selected data include data units that have been modified after

a prior triggering event.
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1
DATA RECORDER

RELATED APPLICATION

This application claims priority to U.S. patent application

Ser. No. 11/456,935, filed Jul. 12, 2006 and titled DATA
RECORDER, which has an 1ssue date of Aug. 24, 2010 as
U.S. Pat. No. 7,783,956, the disclosure of which 1s incorpo-

rated herein by reference 1n 1ts entirety.

FIELD OF THE DISCLOSUR.

(L]

This disclosure relates generally to data recording func-
tions 1n computing systems, including distributed and net-
worked systems, and more particularly to archival aspects of
memory/data  recording functionality, which disclosed
aspects may include policy-based, and/or flexible, as well as
robust, implementation options for archival and business con-
tinuity and disaster recovery capabilities within a broad, yet
policy-based and tailorable, context, via real-time and/or user
or administrator-selectable menu of modalities.

BACKGROUND

Computer systems have evolved significantly during the
last century. Starting from relatively slow, electromechanical
data manipulation processors employed primarily by large
businesses, present-day computer systems include a broad
gamut of markedly higher-speed computation devices rang-
ing from massively parallel processing complexes to highly
agile, mimaturizable, portable and interconnectable multiple-
function computation engines enjoying far broader distribu-
tion and a dramatically richer ensemble of applications than
in past. Examples of landmark development areas in the
broader supportive genre include transistors; microproces-
sors; networks, such as the ARPANET and Internet; and video
technologies, among others.

One consequence of the dramatic expansion of computer
systems has been need for increased memory for storage of
computer-related or user-accessible information or data.
While ongoing development of larger capacity memories
continues to provide improvements in the time required to
access memory contents, despite impressive and frequent
Increases in memory size, substantial performance advan-
tages and improved competitive postures also result from
techniques that improve how memory capabilities are
employed and accessed.

These kinds of advantages tend to promote scalability, or a
capacity to icrease or decrease system size, number and/or
size ol applications that can be simultaneously provided,
increasing the number of users who can be serviced at any one
time, speed of service and the like. In turn, increased scalabil-
ity often yields substantial competitive advantage potential,
at least 1n part related to significant improvements in user and
system capabilities, for example via dramatic and often con-
tinuously modifiable/upgradeable capacities.

As a result of increases 1n available computing power and
speed, coupled with numerous other improvements, there
have been sharply and constantly increasing needs for data
storage capacity. This 1s exacerbated at the enterprise level,
for example each user may have a copy of a dataset that 1s
already represented elsewhere 1n a networked or distributed
computing system, for a variety ol reasons, such as, for
example, for business continuity and disaster recovery pur-
poses and for obviating bottlenecking 1n attempting to access
pooled data resources. It 1s estimated that 75% or more of the
data storage used 1n the average enterprise stores redundant
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2

dataset copies. Further, inasmuch as the resultant multiple
copies may each contain differently-modified data elements,
where the modifications are not coordinated into a central or
primary data storage device, 1ssues relating to synchroniza-
tion of memory contents may occur.

In particular, 1n nonvolatile memory technologies, 1.e.,
those memory types capable of retaiming data without requir-
ing continuous electrical mput power, access speeds and
capacities have barely kept pace or have largely fallen behind
advances 1n other areas of computing technology, such that
data storage 1s increasingly difficult to manage and 1s becom-
ing increasingly problematic and time-consuming to archive
elfectively, and especially to effectuate such 1n conformance
with present-day needs, and also, very notably to achieve
such 1 an accurate manner while providing both robust/
enduring data integrity coupled with suitable accessibility.
Many types ol nonvolatile memory technologies have histori-
cally employed magnetically-polarizable media, such as
magnetic tape systems, hard drives and floppy disc drives.
These types of memories typically employ multiple electro-
magnetic heads for encoding/writing data via modulation of
the polarization state of a portion of the magnetic maternial, or
reading data by sensing the polarization state of that portion
of the medium 1n proximity to the heads. In turn, this requires
that the medium be physically translated relative to the heads,
which 1s frequently accomplished via rotation of spindles
coupled to the media 1n conjunction with contemporaneous
positioning of the head, e.g., radially, or otherwise, vis-a-vis
motion of the media. Consequently, such memory/storage
technologies may or often incur latency due to delay involved
in physical translation of the medium and/or heads in order to
access locations corresponding to specific stored data items.

Mass storage via nonvolatile memory technologies has not
achieved any large quantum improvements 1n roughly fifty
years, during the evolution process of spindle-based tech-
nologies, including tape drives and other electromechanical
approaches such as various disc technologies. Continued reli-
ance on spindle-based nonvolatile data storage has also
spawned a legacy of increasingly awkward memory acces-
s1ion and management schemes. Further, the read-write capa-
bilities and limitations associated with such approaches lead
to practices including overwriting older versions of data, with
a result that prior datasets can be, and often are, destroyed.
This destruction may be through deliberate and intentional, or

totally inadvertent actions. In turn, destruction of prior
datasets may have legally and practical implications.

SUMMARY

For the reasons discussed above, there are needs for
improved data recording devices and processes, capable of
providing rapid restoration of prior system status and data,
and of achieving archival functions of great integrity. Addi-
tionally, there are needs for rapidly-accessible shared data
resources capable of servicing individual computation
resources, networks and enterprise-level distributed comput-
ing resources. Also, there are needs in enterprise and distrib-
uted systems for high integrity data storage vehicles acces-
sible with low latency and where the data resources act to
reduce redundancy of data storage functions within such sys-
tems. In addition, there 1s a need for a policy-based data
recording system combined with additional data security,
such as, automated archiving, business continuity, and/or
disaster recovery functionality.

The above-mentioned drawbacks associated with existing,
systems and processes for data storage and archiving are
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addressed by embodiments of the presently-described mate-
rials, which will be understood by reading and studying the
tollowing specification.

In one embodiment, a data recorder comprises a first
memory element including read/write capability, a second
memory element including non-volatile memory, and a con-
troller for realizing memory management functions. The con-
troller writes selected data from the first memory element to
the second memory element 1n response to a predetermined
triggering event. The selected data includes data that have
been modified after a prior triggering event.

In another embodiment, a process 1s disclosed for record-
ing a state of computer-readable information associated with
a computing resource. The process comprises accessing a
read/write memory having temporal data stored therein,
determining when a triggering event has occurred, and flush-
ing the read/write memory into a non-volatile memory when
a triggering event has occurred.

In another embodiment, a data recorder comprises an
input/output switch coupled to an interconnection through
which the data recorder can communicate with one or more
first computing resources and a port coupled to an external
input/output intertace through which the data recorder can
communicate with one or more second computing resources.
The data recorder further comprises a plurality of memory
clements in communication with the input/output switch and
the port, and a controller in communication with the mput/
output switch, the port, and the plurality of memory elements.
The controller 1s configured to coordinate data flow via the
input/output switch to exchange information between the
data recorder and the one or more first computing resources.
The controller 1s also configured to coordinate data flow
through the external mnput/output interface via the port to
exchange information between the data recorder and the one
or more second computing resources.

These and other embodiments of the present disclosure
will be discussed more fully 1n the detailed description. The
features, functions, and advantages can be achieved indepen-
dently 1n various embodiments of the claimed subject matter,
or may be combined 1n yet other embodiments.

BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings, which are incorporated in
and constitute a part of this specification, illustrate exemplary
embodiments of the disclosed subject matter, and, taken
together with the wrtten description, serve to explain the
principles of that subject matter. Like reference characters
and designations in the various drawings indicate like ele-
ments.

FIG. 1 1illustrates an exemplary environment suitable for
the concepts of the present disclosure.

FIG. 2 1s a simplified block diagram of an embodiment of
a data recorder useful 1n the context of the environment of
FIG. 1.

FIG. 3 1s a simplified block diagram of an embodiment of
a data recorder useful 1n the context of the environment of
FIG. 1.

FIG. 4 1s a simplified block diagram schematically illus-
trating a non-volatile memory usetul as a portion of the data
recorder of FIG. 2 and/or FIG. 3.

FI1G. 5 illustrates a series of exemplary tables for transla-
tion of logical addresses to physical addresses.

FIG. 6 1llustrates exemplary operational postures with
respect to tabular data structures such as described with
respect to FIG. 3.
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FIGS. 7 through 13 are simplified block diagrams depict-
ing exemplary instantiations of data recorder resources
reflective of data duplication, consolidation, migration,
archiving and other functional aspects of computation
resource leveraging consistent with the subject matter of the
disclosure.

FIGS. 14 through 18 are flow charts descriptive of repre-
sentative scenarios and processes relevant to recorded data
mining, migration, cloning, performance oriented and
directed accessibility moderation and redundant data elimi-
nation/recorded data compaction.

FIG. 19 1llustrates an example of a general computation
resource usetul 1n the context of the environment of FIG. 1
and/or with the data recorder embodiments of FIG. 2 and/or
FIG. 3.

DETAILED DESCRIPTION

In the following detailed description, reference 1s made to
the accompanying drawings that form a part hereot, and 1n
which are shown, by way of illustration, specific embodi-
ments which may be practiced. These embodiments are
described 1n sullicient detail to enable those skilled 1n the art
to practice the embodiments, and it 1s to be understood that
other embodiments may be utilized, and that logical,
mechanical, electrical and other changes may be made with-
out departing from the scope of the embodiments. Ranges of
parameter values described herein are understood to include
all subranges falling therewithin. The following detailed
description 1s, therefore, not to be taken 1n a limiting sense. A
technical effect of the systems and processes disclosed herein
includes at least one of: archival storage, providing capability
for rapid restoration of data or application files to a prior state,
for example following corruption of such data structures, and
can provide one or more of the functions associated with
memory systems, including the functions often performed by
hard drives, such as providing virtual memory, memory swap
space, data for enabling extremely rapid booting with respect
to power reset/turn on, 1nstead of conventional boot functions,
and interactive file access.

Introduction

The following section provides definitions, and addresses
an exemplary environment 1n which data recording technol-
ogy as disclosed herein finds utility. The discussion of the
environment provides a framework within which various ele-
ments ol the data recording technology can subsequently be
developed.

As used herein, the term ‘“data recorder” i1s defined to
include a data storage device capable of storing multiple
states of data and computer-readable information presentin a
computing system at respective given points 1n time, such that
the state at any one of the given points 1n time may be recon-
structed 1n real time. A data recorder may store the entire state
of computing device or memory at a particular point 1n time,
or may include a reference data group and subsequently gen-
erated, 1.e., modified or created, data groups relative to the
reference data group, such that a state of the computing device
or memory at a particular point 1n time can be reconstructed
using a combination of the subsequently generated data
groups and the reference data group.

As used herein, the term “real time” 1s defined to include
machine operations matching the human perception of time
or those 1n which computer-based operations proceed at such
a rate as a physical or external process—that 1s, real-time
operations are those which do not incur delays outside the
scope of the duration of other computer-based tasks.
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As used herein, the term “data address™ refers to a pointer
to the address of the physical memory. In one embodiment,
this refers to a unique NAND device ID coupled with a data
unit address—often used to 1dentify the physical location of
data/transliterate between logical and physical addressing. In
another embodiment, this refers to a unique recorder 1D
coupled with a unique NAND device ID coupled with a data
unit address—often used to 1dentify the physical location of
data/transliterate between logical and physical addressing.

As used herein, the term “LLBA table” refers to tabulated
information descriptive of, and used in maintaining, relation-
ships between LBA numbers and data addressing factors.

As used herein, the term “state” represents a snapshot of a
memory array, such as a hard disk, at a point 1n time. A state
includes information such that the LBA 1s presented to a host
or connected computer, pointing to the data, such as data
flushed at a recorded time or other data as modified in con-
formance with description herein.

As used herein, the term “free media pool” or “Iree pool”
refers to a set of available memory addresses which may be
used for memory write operations. The order of the entry can
be determined by data aging algorithms, wear-leveling algo-
rithms, data migration among other things.

As used herein, the term “data cloming” refers to duplica-
tion or increase 1n numerosity of stmilar or identical data units
within a data recorder.

As used herein, the term “data replication” reters to dupli-

cation or increase 1 numerosity of similar or 1dentical data
units across data recorders.

As used herein, the term “data consolidation™ refers to a
reduction 1n numerosity of similar or identical data units.

As used herein, the term “data migration” refers to data
cloning or replication followed by data consolidation.

As used herein, the term “data backup” refers to the copy-
ing of data for the purpose of having an additional copy of an
original source. If the original data 1s damaged or lost, the
backup copy can be accessed substantially in real time
through a data recovery or restore process.

As used herein, the term “archive” refers to a snapshot of
data or group of data and/or descriptors within a storage
recorder, which corresponds to the state of the data or host at
a particular point 1n time.

Environment

FIG. 1 1llustrates an exemplary environment 100 suitable
for implementation of the presently-disclosed concepts. The
environment 100 includes N many clients 102, represented 1n
FIG. 1 by four clients, e.g., clients 102(1),102(2),102(3) and
102(4), interconnections 104 forming a network 110, such as
the Internet, a SAN, a LAN, a WAN etc., and a data recorder
106 coupled to the client 102(1) via a private interconnection
108(1). The interconnections 104/108 may be eflectuated via
conventional approaches, such as SONET, TCP/IP, USB,
SCSI, ATA, SATA, SAS, SAN, Fiber Channel, InfiniBand,
PCI, hypertransport or the like.

The data recorder 106 may be external to the client com-
puter or host 102(1), or may be internal to the client computer
102(1). The environment 100 also includes a data recorder
112 forming a shared data recording capability, coupled to a
plurality of computing devices or clients 102(N), encom-
passed and accessed via the network 110, and a data recorder
114 coupled to the client 102(3) via a private interconnection
108(2) and to the area network via one of the interconnections
104. The data recorder 112 may comprise a portion of a
storage area network (SAN), represented in FIG. 1 as one or
more additional data recorders 114 coupled to the data
recorder 112 via mterconnection(s) 104.
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The client 102(4) 1s 1llustrated as forming a local area
network, with a server 120 coupled via interconnections 122
to a first user 124, a second user 126 and a shared data
recording resource 128.

The environment 100 1llustrates several different ways 1n
which data recorders 106, 112, 114, 128 and/or 130 may be
configured. These configuration examples include capabili-
ties for exchange of data via any of a variety of network
configurations, such as a SAN, the Internet, a LAN, a WAN
etc.

The network 110 may represent an enterprise level net-
work, and may include a data recorder such as the example of
the data recorder 106, 1.¢., coupled to a single computer or
client 102(1), or shared data recorders such as data recorders
112, 114 and/or data recorders 128, 130, providing capabili-
ties shared among many distributed computing resources 102
(N) via various types of networks. Not all of clients 102(IN) or
data recorders 106, 112, 114, 128, 130 need be co-located at
a single facility or location.

Clients 102(N) may exchange data with one or more of the
datarecorders 112, 114, 128, 130, and may share one or more
databases which one or more of the clients 102(N) writes new
data to and reads data from. The present disclosure describes
shared data recording functions and archival aspects of data
recording 1n the context of single computing resources such
as the client 102(1) and/or distributed/shared computing net-
works 100 including many computing resources 102(N).
Data Recorder Embodiments

FIG. 2 1s a simplified block diagram of a data recorder 200
(analogous to one or more of the data recorders 106,112, 114,
128 and/or 130 of FIG. 1) useful 1n the context of the envi-
ronment 100 of FIG. 1. The data recorder 200 includes an
interconnection 204 (analogous to the interconnections 104/
108 of FIG. 1) to a host or client computing resource (not
shown 1n FIG. 2), and an input/output switch 206 coupled to
the interconnection 204. At least one data storage device or
area 208 includes organizational table(s) for stored data man-
agement, such as LBA (logical block address) tables etc.
However, 1n contrast to prior art storage or memory manage-
ment approaches, the presently-disclosed subject matter
cnables multiple LBA tables (208(0) through 208(N) to be
employed with respect to memory and thus realizes virtual
boundaries there within.

As a result, physical boundaries (e.g., total memory unit
s1ze information) no longer impose constraints on usage and
allocation or partitioning within a memory or data recorder.
Creation of virtual boundaries also enables on-the-fly reap-
portionment of data-storage assets among multiple hosts or
clients. An additional degree of flexibility results from ability
to span one partition across multiple units, that 1s, to deploy
one boundary within one physical unit and another within
another physical unit to seamlessly avail to a user or host with
a storage area having larger data capacity than afforded within
a single physical unait.

In other words, virtual boundaries allow data recorders to
be presented as an apparently single resource to a user as an
aggregated unit, or may allow resources within one physical
unmt to be sliced or distributed among multiple hosts or to
achieve a mixture or combination of both. The resulting par-
titions or other divisions may then be represented to one or
more selected hosts 1n a number of manners. In one embodi-
ment the presentation can be analogous to how a succession
of discs or other directory-accessible resources are presented,
for example 1n the context of the Windows® operating sys-
tems (available from Microsoit Corporation of Redmond
Wash.). In another embodiment the presentation can be analo-
gous to aremovable disk or drive such as DVD, CD, USB, etc.
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In another embodiment native drivers present a storage
recorder within an operating system. The data recorder 200
also includes a first bus 210 and a second bus 212 coupled to
the input/output switch 206.

A controller 220 1s coupled to elements of the data recorder
200, including the data storage device 208 containing orga-
nizational data. The controller 220 coordinates data flow via
the input/output switch 206 and bus 204 to exchange infor-
mation between a host such as one or more clients 102 (FIG.

1), and the data recorder 200, and may also coordinate data
communications with one or more additional data recorders

200.

A non-volatile memory 230 includes a plurality of data
storage elements represented 1n FIG. 2 as 232(0) having

DATA(0) stored therein, 232(1) having DATA(1) stored
therein, 232(2) having DATA(2) stored therein and 232(3)
having DATA(3) stored therein, however, 1t will be appreci-
ated that an arbitrary number of data storage elements 232(IN)
may be included in the non-volatile memory 230. The non-
volatile memory 230 may include solid state memory devices
(1.e., memory stored within a hardware device that contains
no moving parts, e.g., FLASH memory, magnetoresistive
random access memory (MRAM), etc.) and/or other types of
non-volatile memory apparatus. A bus 234 and a bus 236 are
coupled to the non-volatile memory 230. In another embodi-
ment bus 234 and bus 236 can be one and the same bus. The
bus 234 couples a non-volatile memory read module 238 to
the non-volatile memory 230, and the bus 236 couples a
non-volatile memory write module 240 to the non-volatile
memory 230.

A read-write memory 250 1s coupled via a bus 254 to a
read/write memory put/output module 256 that 1n turn 1s
coupled to the bus 212. In one embodiment, the non-volatile
memory read module 238 and the non-volatile memory write
module 240, and/or the read/write memory input/output mod-
ule 256 may implement (1) one or more conventional error
checking or error correction processes (€.g., error correcting
code (ECC)), or a parity checking process or a combination of
both; (11) data security functions, such as encryption protocols
relying on digital keys for provision of secure access; and/or
(111) data compression capabilities.

In the illustrated embodiment, the read-write memory 250
1s shown as being separate from the non-volatile memory 230.
In other embodiments, the read-write memory 250 can be a
portion of the non-volatile memory 230.

In some embodiments, the read-write memory 230
includes one or more hard drives, as represented i FIG. 2 via
illustration of optional hard drive 252. The high speed of
rotation of disc drives facilitates both random and sequential
access patterns. A hard disk or other memory asset 1s gener-
ally accessed over one of a number of bus types, including
ATA (IDE, EIDE), serial ATA, SCSI, SAS, IEEE 1394, USB
and Fiber Channel.

In some multi-user database-driven applications, speed of
random hard disk I/O operations can be a significant perior-
mance-limiting factor, and, although hard and floppy disk I/O
speeds have improved somewhat over the past twenty years,
disk throughput has increased by a factor of roughly one
hundred (e.g., from circa one megabyte per second 1n 1986
using 5.25" SCSI disks, to roughly one hundred megabytes
per second, sustainable in 2005, via 3.5" SAS (Senal
Attached SCSI) disks), in contradistinction, random access
I/0 latency of hard disc systems, which 1s related to rotational
velocity, has improved by only a factor of five (e.g., three
thousand revolution per minute disks, circa 1985, versus fif-
teen thousand revolutions per minute disks 1n 2005).
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In some embodiments, the read-write memory 250 or first
memory element comprises multiple media elements inter-
acting via Input/Output (I/0) aggregation and distribution
methods analogous to RAID configurations. In some embodi-
ments, the non-volatile memory 230 or second memory ¢le-
ment comprises multiple media elements interacting via I/O
aggregation and distribution methods analogous to RAID
coniigurations.

In some embodiments, the read-write memory 250 may
include one or more of DRAM (dynamic random access
memory), SRAM (static random access memory), MRAM
(magnetoresistive random access memory), SSD (solid state
disc), conventional disc drives, R/W optical media, or any
other form of memory suitable for real-time read/write func-
tionality. The controller 220 1s coupled to all of the read 238,
write 240 and input/output 256 modules, although not all such
interconnections are not shown in FIG. 2 for simplicity of
illustration. The controller 220, 1n cooperation with the data
storage information element 208, coordinates and regulates
data exchanges mmvolving one or more of the non-volatile
memory 230 (via the buses 234 and/or 236), the read/write
memory 250 (via the bus 254), the mput/output switch 206
(via the bus 210 and/or 212) and external computation
resources (e.g. host(s)) or data storage media coupled to the
data recorder 200 via the bus 204.

In operation, temporal or working data are mitially
employed and stored in the read-write memory 250, and are,
from time to time, transferred or “flushed” into the non-
volatile memory 230, via processes described 1n more detail
below with reference to FIG. 14 et seq. In some embodiments,
the read-write memory 250 comprises a volatile memory, and
the data recorder 200 includes a battery backup system (not
shown), thus enabling contents of the read-write memory 250
to be transierred to the non-volatile memory 230, 1n the event
of a power supply interruption or other system operations
disruption.

Accordingly, the data recorder 200 provides combined
storage and archival functions, such as are disclosed herein
and which find particularized and greatly improved applica-
tion 1n data storage, business continuity and/or disaster recov-
ery (e.g., BC/DR) functions. The archived information 1is
readily sorted, and selections from the archived data are avail-
able, 1n real time, and i1n conformance with suitable and
individually-tailorable interfaces and security protocols (e.g.
SONET, TCP/IP, USB, SCSI, ATA, SATA, SAS, SAN, Fiber
Channel, InfimBand, PCI, hypertransport or the like.), to one
or more of a variety of hosts, via the interconnection 204, as
one example. An embodiment presenting shared data record-
ing capabilities contemporancously available to multiple
hosts and which may be combined with other capabilities,
such as noted with respect to the embodiment of FIG. 2, 1s
described below with reference to FIG. 3.

FIG. 3 1s a sitmplified block diagram of an embodiment of
a data recorder 300 useful 1n the context of the environment
100 of FIG. 1. FIG. 3 depicts data storage elements 302. In the
block diagram of F1G. 3, the block 302 represents data storage
capabilities analogous to the non-volatile memory 230, data
storage clements 232(N), buses 234, 236, non-volatile
memory read module 238, non-volatile memory write mod-
ule 240, read-write memory 250, bus 254 and read/write
memory input/output module 256.

An 1interconnection 304 1s coupled to an mput/output
switch 306 and a bus 307 that also 1s coupled to the I/O switch
306. The bus 307 represents functions associated with at least
one or more of the first bus 210 and second bus 212 of FI1G. 2.
The data recorder 300 also includes buses 307", 307" coupling
various system elements together. A data storage device 308
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(analogous to the data storage device 208 of FIG. 2) 1s
coupled to the I/O switch 306 and includes an organizational
table for stored data management, such as 1n the LBA (logical
block address) table(s) 208 of FI1G. 2, supra.

The block diagram of the data recorder 300 further
includes buses 309 and 313 coupled to an external mput/
output interface 310, and a port 312 coupled to the I/O nter-
face 310 for input/output or data exchange functions with one
or more computing resources, such as hosts 102(N), other
data recorders 300, or other network devices such as fibre
channel switches and routers. A controller 320 coordinates
data flow via the mput/output switch 306 and bus 304 to
exchange information between a primary host (not shown 1n
FIG. 3) such as a client 102(1) (FIG. 1) and the data recorder
200/300, and also coordinates data communications through
the external input/output interface 310 via the port 312.

The exemplary data recorder 200 of FIG. 2 may corre-
spond, for example, to the data recorder 106 of FIG. 1, with
the mterconnection 204 providing analogy to the intercon-
nection 108(1). The exemplary data recorder 300 of FIG. 3
may correspond, for example, to the data recorder 114 of FIG.
1, with the interconnection 304 providing analogy to the
interconnection 108(2) and the port 312 providing analogy to
the interconnection 104.

The bus 309, 313, /O interface 310 and external intercon-
nection 312 provide functionality that may serve one or more
purposes. An example of such which provides significant
advantages 1n comparison to prior art approaches includes
rendering archival data regarding “snapshots” of system state
available, 1n real time, to one or more host devices, for
example as represented 1n a fashion analogous to how differ-
ent drives are rendered accessible via operating systems such
as the Windows® operating systems.

Another example of the functionality made available via
the approach shown in FIG. 3 1s capability for providing
access to data stored in shared database elements (e.g., for
coordination across a network or enterprise-level system, or
to numerous clients via high connectivity couplings such as
the Internet) or other computing assets needing access to such
stored data. For example, driver software may provide a mul-
tiplicity of hosts 102(N) access to a plurality of archived
states stored 1n the data recorder 200/300 via the I/O interface
310 and external interconnection 312, in addition to the
access provided via interconnection 304 and I/O switch 306.

User review and selection, among entire states or backup
snapshots of a given host status, or among 1ndividual files,
may be effectuated by enabling users to search files from
archived states or to build file catalogues. The archived states
or file catalogue data may be rendered accessible for selection
in much the same fashion as graphic user interfaces present
multiple devices, drives, LUNSs, logical volumes, file systems,
etc. 1n DOS-based operating systems such as the Windows®
family of operating systems or the UNIX® family of operat-
Ing systems.

The benefits, when these operational capabilities are pro-
vided, either singly and especially when two or more are
combined, result 1n powertul performance improvements 1n
comparison to prior art data storage technologies and fulfill
long-felt needs by making 1t possible to obviate the legacy
resulting from prior art non-volatile memory and data storage
devices.

In some embodiments, one or more of the components of
the data recorder 200/300 shown i FIG. 2 or FIG. 3 can be
redundant for a higher level of availability and fault tolerant
solutions. In addition, in some embodiments, there can mul-
tiple 1instances of the primary port 204/304 and/or external
port 312 for additional connectivity requirements.
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In one embodiment, the external interconnection 312 and/
or the interface 304 facilitate read/write activities vis-a-vis
the shared data storage resource 302. Such shared data
recording and exchange capabilities are consistent with sce-
narios where some or many different parties engaged in a
common activity logically would find it desirable to have a
pooled data storage capability retlective of multiple, indepen-
dent actions executed via a corresponding plurality of actors
or work stations.

In another embodiment or combined embodiments the
external interconnection 312, the 1I/O switch 306 and the
primary interface 304 can provide pass through capabilities
for other recorders or hosts or 1n other words can route tratfic
to other recorders or hosts without effecting the controller 320
(or optionally with effecting the controller)

For example, when multiple point-of-sale transaction sta-
tions share a database that tracks receipts, inventory and the
like, a number of different parties each are likely contempo-
raneously generating data that usetully 1s recorded in a com-
mon data storage element. In this context, among others, 1t
may be useful to be able to provide current information for
purposes ol accounting and other administrative functions,
and 1t may be useful to trigger (described below with refer-
ence to FIG. 14) multiple data recorders 200/300 in syn-
chrony.

In use, data are archived in non-volatile memory, which
may be organized 1in various ways and which are indexed via
tables of location data. Examples showing how these aspects
may be realized are described below with reference to FIGS.
4 through 6.

Archived Data Tabulation Examples

FIGS. 4 through 6 describe some aspects of how data are
captured, catalogued, archived and/or accessed via the data
recorder 200/300 of the preceding Figs. In general, metadata,
such as LBA tables, LBA table history and other cataloguing
information, are employed to track physical addresses for
specific data elements and to render those available to hosts
such as hosts 102(N) 1n a manner that 1s transparent to the
hosts 102(N). The metadata may be employed to develop
catalogues of data units, or to represent “snapshots” such as
an ensemble representing the entire state of the data associ-
ated with a particular host.

These data may be accessed as individual elements, pages,
blocks, files or the like, as represented at a specific point in
time. These data may be accessed as a state of the entire
collection of data associated with a particular host or tempo-
ral memory 250, and/or non-volatile memory 230, or 302 that
has been captured at a specific point 1n time.

FIG. 4 15 a simplified block diagram schematically 1llus-
trating a non-volatile memory 400 useful as a portion of the

data recorder 200/300. The non-volatile memory 400 1is
depicted as having portions 400(0), 400(1), 400(2) and 400

(3) through 400(N), shown with dashed dividers indicative of
potentially variable sizing or partitioning of memory asset
allocations, and with ellipsis denoting portions elided 1n the
view ol FIG. 4. Portion 400(N) represents non-volatile
memory that has not presently been written to/allocated, or
which has been de-allocated, and 1s an example of what 1s
termed a “free pool” of data storage capacity. In some
embodiments, policies are set to ensure that a certain amount
of storage or “guaranteed minimum free pool™ 1s available for
a particular host or other client. Portions 400(0) through
400(3) are analogous to the data storage elements 232(0)
through 232(3), for example.

It will be appreciated that the non-volatile memory 400
may be subdivided, in the course of normal operations, and
the subdivisions may be associated with multiple logical units
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or LUNs, for example to distinguish security attributes of
data, state association(s), state presentation(s) or for any of
many other reasons. In the context of security classifications,
it may be appropriate to permit one class of hosts or users
having one security classification access to one collection of
data having one security classification and thus being seques-
tered 1nto a first memory partition, and permitting another
class of hosts or users access to at least another collection of
data having another security classification and thus being
sequestered into another memory partition. The one security
classification may be subsumed within the another security
classification, or the security classifications may be mutually
exclusive.

In one embodiment, the non-volatile memory 400 of FIG.
4, the nonvolatile memory components of multifunctional
data storage elements 302 of FIG. 3, and the counterpart
non-volatile memory 230 of FIG. 2, may provide random
access data read capabilities, or content-addressable read
access, even for very large amounts of data, in real time. This
1s explained below 1n more detail in contrast to limitations of
disc-type memories (and other spindle-based or any other
type of electromechanical memories). In one embodiment,
the nonvolatile memory 400, the data storage elements 302
and the memory 230 may include electromechanical memory
clements and may include random access and/or content-
addressable memory.

FIG. 5 illustrates a series 500 of exemplary tables or
memory mappings 540, 550, 560 (or “snapshots™), analogous
to the LBA tables 208 of FIG. 2 or 308 of FIG. 3, which, for
example, may provide translation of logical addresses to
physical addresses. In one embodiment, the tables 540, 550,
560 enable a host (such as a client 102) to treat the relevant
data recorder as a block device, for example, in conformance
with the legacy of conventions etc. associated with hard disc
drive and/or other spindle-based data storage device manage-
ment modalities.

The series 500 depicts the tables 540, 550, 560 as cach
representing information recorded as a result of a respective
one of successive trigger events. These trigger events may be
such as described above via the query task 1410 of the process

1400 of FIG. 14, for example.

The tables 540, 550, 560 are divided 1nto rows 570(N) and
columns $S80(N). Solid lines are employed as divisions 1n the
depiction of FIG. 5, between adjacent data groups, such as
blocks or pages, and as represented via rows 570(0), 570(1),
570(2), 570(3), 570(4) . . . 570(N). The series of memory
mappings 500 are shown as including a first column 380(0),
corresponding to a logical address (e.g., logical block address
or LBA #). These memory mappings 500 are also depicted as
including a second column 580(1) (e.g., ADD or address),
having a relationship to a physical address within a data
recorder, such as the data recorder 200 of FIG. 2 or the data
recorder 300 of FIG. 3.

In one example, the table 540 might represent a portion of
memory recorder data at one point 1in time, such as following,
a triggering event such as 1s described below with respect to
the query task 1410 of the process 1400 of FIG. 14. At another
point 1n time, a table such as 550 or 560 might represent that
portion of memory recorder data, albeit at a later point 1n time
and reflective of changed data elements, such as following the
processes such as those described with reference to FIGS. 14

through 18.

As shown more clearly 1n FIG. 6, the tables 540, 550, 560
may represent data storage reflecting data banking or storage
banking “Data banking” (see Introduction, supra) refers to
“borrowing” by one data recorder or device of a relatively
limited amount of data storage capacity in another data
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recorder, such as one or more pages in the instance of FLASH
memory media. “Storage banking” refers to usage of a much
larger portion, such as a partitioned portion or the entirety of,
the data storage capabilities another data recorder. In other
words, data banking refers to much finer granulation 1n bor-
rowed capacity than storage banking.

In these applications, the data recorder 1s configured to
share memory resources among a plurality of interconnected
data recorders. This may be facilitated via the external inter-
connection 204 of FIG. 2 or 304 of FIG. 3, or through sec-
ondary interfaces, e.g., I/O interface 310 of FIG. 3. In either
case, the LBA table(s) 208/308 are readily updated to retlect
changes associated with this, that 1s, storage augmented via
borrowing or sharing with one or more remote data
recorder(s) can be pointed to by appropriate LBA entries.

Data banking or storage banking are situations where one
data recorder, such as data recorder 112 of FIG. 1, determines
that benefits would be obtained by employing data storage
capabilities 1n another data recorder, such as data recorder
114 of FI1G. 1, to accommodate part or all of a dataset where
archiving, interactive data read/write and/or sharing, or other
shared data pool requests are present. In such instances, the
data accession information, such as 1s represented by the

columns 380(N) (and as exemplified by the LBA tables stored
in the data storage device 208 of FIG. 2 or 308 of FIG. 3)
enables data communications between the host or hosts and
the data storage capabilities of the associated data recorders
in a seamless and user-transparent fashion.

This capacity for data storage and accession, and the tlex-
ibility and user transparency with respect to apparent data
capacity of any one data storage device or structure, stands 1n
marked contrast to protocols and modes of operation of the
legacy of spindle-based data storage media, and promotes
both accessibility and rapidity of data storage media access to
extents unreachable via prior technologies. Data migration
and seamless, user-transparent and rapid subsequent data
exchange with data handled 1n such a manner 1s another area
where the subject matter of the present disclosure stands in
marked contrast to previously-employed data storage tech-
niques.

Initially, the LBA columns ADD 580(1) 1n the table 540
(and/or tables 550/560) do not contain information pointing,
to any data address. As the host writes data into the data
recorder 200/300, corresponding LBA entries denoted 1n the
column ADD 580(1) will map to the physical locations of the
memory media, 1n other words, using the appropriate entries
ADD 580(1) will point to, indicate or correspond to the physi-
cal locations of the stored data.

For example, on a first day, or a defined period of any kind,
the host writes four blocks of data (e.g., one through four, as
noted in col. 580(0) of table 540)—and thus there are four
corresponding ADD entries in rows 570(0), 570(1), 570(2),
570(3). Available data addresses are provided from a free
media pool, and are mapped to these four LBA entries (one
through four). Other entries 1n the LBA fields are not set yet,
as represented by ellipsis. On a subsequent day, the host sends
a request to re-write or update block three inrow 570(2) (1.e.,
LBA #3), setting the physical address stored 1n that entry field
to data address number five, as shown 1n column 580(1) of
table 550.

In this example, the data recorder does not erase the
memory portion previously pointed to by ADD #3, and the
data recorder archives or tracks these LBA table changes for
the future use. Similarly, at a yet later point 1n time, the host
sends requests to de-allocate and then re-write data on LBA
#2, and to write new data to LBA #5, and also archives these
modifications so that table 560 reflects these changes. Even-
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tually the deallocated memory potions can be released to the
free pool, depending on the policies configured once/and/or
any data required for other kept states has been migrated.

FIG. 6 illustrates exemplary operational postures via table
or memory mapping(s) 600 for tabular data structures such as
the series of tables 500 of FIG. 5. FIG. 6 depicts datarecorders
601(1),601(2)and 601(3), notall of which need be coupled to
any one data table or memory mapping(s). The data recorder
601(1) 1s intimately associated with the memory mapping(s)
600, for example 1n the context of a data recorder 106 of FIG.
1 (1.e., captive to, or internal to, a single client/host 102(1)),
or, in the context of a data recorder 128 (i.e., associated with
server 120). The data recorders 601(2) and 601(3) are 1llus-
trated as being external to, but accessible to, data recorder
601(1), much as the data recorder 114 stands 1n relationship to
the data recorder 112, or as the data recorder 130 stands 1n
relationship to the data recorder 128. The accessibility facili-
tates the data/storage banking and data migration/cloning/
consolidation/replication aspects noted above with reference
to FIGS. 5§ and 6.

FI1G. 6 also shows LBA table 660, having rows 670(N) and
columns 680(IN). The data recorder 601(1) includes data stor-
age media 630(1)/650(1) having data storage regions indi-
cated via reference characters 671(N) (e.g., 671(0), 671(1),
671(2) etc.). The data recorder 601(2) 1includes data storage
media 630(2)/650(2) having data storage regions indicated
via reference characters 672(N) (e.g., 672(0), 672(1), 672(2)
etc.). The data recorder 601(3) includes data storage media
630(3)/650(3) having data storage regions indicated via rei-
erence characters 673(N) (e.g., 673(0), 673(1), 673(2) etc.).
The data storage media 630(1)/650(1), 630(2)/650(2), 630
(3)/650(3) are analogous to data storage media 230/250 as
discussed above at least with reference to FIG. 2.

Dot-dashed lines 690(1a), 690(15), 690(1c¢), 690(2) and

690(3) indicate pointers, e.g., address information as stored 1n
LBA tables for locating specific physical addresses via a
logical address 1n a manner that 1s transparent to a host. The
pointers 690(1a), 690(15), 690(1c) indicate physical
addresses corresponding to data storage locations 1n the data
recorder 601(1) that 1s depicted as being physically associ-

ated with the LBA table 660, while the pointer 690(2) points
to a data storage location associated with the data recorder
601(2) and the pointer 690(3 ) points to a data storage location
associated with the data recorder 601(3).

The example of memory mappings of FIG. 6 depicts
memory segments 1n 630(IN)/650(N) of relatively fixed size,
and thus denoted via solid lines dividing such, in contrast to
variably-sized memory portions as represented via the dashed
lines utilized 1n FIG. 4. However, usage of devices having
relatively fixed size does not preclude division of the com-
posite memory unit or drive into partitions via usage of virtual
boundaries.

Using the disclosed subject matter coupled with virtual
boundaries within memories such as non-volatile memory
400, one server or host can be given access to a selected
partition within or spanning at least a portion of a physical
unit or across multiple data recorders. For example, in one
embodiment, presentation of one or more LUNSs can be pro-
vided using conventional protocols and techniques.

In addition, multiple servers or hosts can be given access to
a selected partition within or spanning at least a portion of a
physical unit or across multiple data recorders. As an
example, the LBA table 660 shown in FI1G. 6 need not be the
only LBA table associated with a physical unit or drive, 1n
stark contrast with conventional approaches.
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FIGS. 4 through 6 and associated text describe some data
tabulation aspects. Several examples showing how these

aspects may be employed are described below with reference
to FIGS. 7 through 13.

EXAMPLES

FIGS. 7 through 10 depict various scenarios illustrative of
how multiple data recorders may provide synergistic interac-
tion to facilitate system operation. While FIGS. 7 through 10
show each data recorder being paired to a single host, 1t will
be appreciated that one host may have more than one data
recorder associated with 1t, and that data storage resource
capabilities may be “borrowed” from another data recorder 1n
the event that any data recorder experiences one or more
policy violations, such as, capacity constraints, traific con-
gestion, data redundancy, etc.

FI1G. 7 1s a simplified block diagram depicting a system 700
including a plurality of host or client computation engines
702(N) each coupled via primary data interfaces 704(IN) to a
respective one or more of a plurality of data recorders 705(IN).
Each of the plurality of data recorders 705(N) includes a
multiplicity of data units 706(IN).

Each of the plurality of data recorders 705(IN) are coupled
to one another through an external data interface 707(N)
and/or network 710, such as a SAN, LAN, WAN or the
Internet. The data recorders 705(N) may include solid state
drives or memories comprising reprogrammable or program-
mable data structures, such as FLASH memory, MRAM and/
or may include disc drives or other conventional non-volatile
memory, and each data recorder 705(N) includes temporal
memory capabilities analogous to those described above with
reference to temporal memory 250 of FIG. 2.

The memory sub-elements 706(IN), may, for example, rep-
resent divisions such as, or analogous to, logical blocks o1 512
bytes, as employed in modern hard drives. The memory sub-
clements 706(N), may represent divisions such as blocks of
data or may represent pages, each comprising a fixed number
of bytes of data storage, as are employed 1n the context of
FLASH memories. The division of FLASH memories into
pages/blocks arises because FLASH memory technologies
are constructed such that program and erasure of stored data
occurs 1n these page/block-sized increments. Alternatively,
the storage media in the data recorders 705(N), and/or the
manner 1n which the media 1s employed, may be such that
unallocated portions of storage capacity are not required to

represent any particular fixed size or granulanity.
Asrepresented in FIG. 7, each of the data recorders 705(IN)

have at least some data stored therein as noted by the record
clements 706(IN). The data units 706(1a), 706(15) and 706
(1c) represent 1dentical, 1.e., duplicate, data, while the data
units 706(2), 706(3), and 706(4) represent unique data. As
shown, each data recorder 705(N) 1s in communication with a
host computer 702(IN) via a primary data interface 704(N)
(analogous to interconnection 304 of FIG. 3) and simulta-
neously in communication with a plurality of additional data
recorders 705(N) via an external data interface 707(N)
(analogous to port 312 of FIG. 3), which provides a number of
distinct advantages over conventional systems, as described
in more detail below. This configuration provides a stark
contrast to conventional directly-attached storage (DAS)
devices, 1n which data is 1solated to the host.

FIG. 8 1s a simplified block diagram depicting a system 800
including a plurality of host or client computation engines
802(N) each coupled directly via primary data interfaces
804(N) to a respective one or more of a plurality of data
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recorders 805(IN). Each of the plurality of data recorders
805(N) includes a multiplicity of data units 806(IN).

Each of the plurality of data recorders 805(N) are coupled
to one another through an external data interface 807(N)
and/or network 810. The plurality of data recorders 805(1),
805(2), 805(3)1s also coupled via an interface 807(5) to a data
recorder 805(4). The data recorder 805(4) functions as a
block server, providing added memory capabilities to the
overall system 800.

In the data recorders 805(1), 805(2) and 805(3), respective
data units 806(1a), 806(15) and 806(1¢) represent data units
806 that had been storing identical, i.e., redundant, data,
while the data units 806(2), 806(3), 806(4), and 806(3), ecach
represent umque data. Dot-dashed lines 808(1), 808(2) and
808(3) indicate pointers, e.g., address information as stored 1n
LBA tables for locating specific physical addresses via a
logical address in a manner that 1s transparent to the host
802(N).

The scenario depicted 1in FIG. 8 1s one in which redundant
data units or blocks 806(N) have been detected (e.g., see FIG.
18 and associated text), such as described with reference to
data units 806(1a), 806(15) and 806(1¢c). A number of con-
ventional techniques for detecting redundancy are known,
and several techniques may be contemporaneously operative
in coordination with one another. These may run 1n “back-
ground” mode, 1.e., employ 1dle processor time, and thus not
interfere with primary tasks. Examples of techniques for
detecting redundancy may “scrub through” blocks of data,
detect “data signatures” (e.g., ECC, parity, indexing, etc.) to
determine likely locations of redundant data with those likely
locations being marked for more detailed comparison, or may
rely on content addressable memories and related techniques.

Tiered approaches may also be used. For example, a high
level approach to screeming for duplicated data may use one
or more technmiques 1n combination such as reviewing data
units with similar sequences, e¢.g., comparing data and/or a
signature from data located at a specific data unit address 1n
one data recorder such as data recorder 805(1) with data or a
signature from data located at the same specific data unit
address, but 1n another data recorder, such as data recorder
805(2).

In the example shown 1n FIG. 8, one or more of these
techniques have been used to detect redundant data units or
blocks 806(1a), 806(15), and 806(1c¢), and the redundant data
has been consolidated to block server 805(4) as data umit
806(1d). As shown, the LBA tables 1n the data recorders
805(1), 805(2), 805(3) include pointers 808(1), 808(2), 808
(3) pointing to the new data unit 806(14) 1n the block server
805(4) or, 1n other words, the pointers are updated in a manner
analogous to that described with respect to the pointers 690
(2) and 690(3) 1n FIG. 6. The blocks 806(1a), 806(15), 806
(1c) have been returned to the “free” pool of storage locations.

The above example illustrates one way 1n which the com-
bined data storage capacities of the data recorders 805(N)
reduce duplicate storage of data, increasing iree storage
space, via migration of content and consolidation 1n the form
ol a single data structure at a new location, together with
suitable modification of LBA tables, and also ensuring that all
of the hosts 802(N) are accessing 1dentical versions of the
data. The consolidation capabaility provides significant advan-
tages 1n comparison to present-day systems, where, among,
other things, large amounts of storage capacity are devoted to
duplicative data storage.

It will be appreciated that 1in appropriate circumstances,
alternative scenarios are possible and may be indicated by
consideration of existing traffic densities and the like. For
example, consolidation may alternatively be effectuated
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through: (1) selection of an existing exemplar (e.g., data unit
806(15b), or any other exemplar) from a set of 1dentified dupli-
cative data structures (i.e., data units 806(1a), 806(15) and
806(1c¢) 1n this example) 1n conformance with selected policy
considerations; (11) reduction of redundancy via deallocation
of a remainder of the set of redundant data structures (i.e.,
deallocation of data units 806(1a) and 806(1c), in this
example); (111) return of the deallocated storage assets to the
free pool; and (1v) appropriate modification of the effected
L.BA tables (i.e., the LBA tables of data recorders 805(1) and
8035(3), 1n this example). It will also be appreciated that con-
solidation may occur among elements within a single data
recorder 805(IN).

FIG. 9 1s a simplified block diagram depicting a system 900
including a plurality of host or client computation engines
902(N) each coupled via primary data interfaces 904(IN) to a
respective one or more of a plurality of data recorders 905(IN).
Each of the plurality of data recorders 905(N) includes a
multiplicity of data units 906(IN).

The data recorders 905(IN) each include a bank of memory
sub-clements 906(IN). Each of the plurality of data recorders
905(N) are coupled to one another through an external data
interface 907(N) and/or network 910. The data recorder 905
(4) acts as a block server and 1s coupled to the data recorders
905(1), 905(2) and 905(3) via interface element 907(5).
Dashed lines 908(1), 908(2) and 908(3) indicate data migra-
tion paths.

FIG. 9 1llustrates a scenario in which the three hosts 902(N)
initially share the data unit 906(14) and a policy determina-
tion 1s made that data unit multiplication 1s 1mplied, as
described below with reference to FIG. 17. For example, this
policy determination may be made when congestion or
bottlenecking is detected on network 910 (e.g., due to exces-
stve requests for the data unit 906(14)). In such instances,
clones of the data represented by the data unit 906(14) may be
migrated to one or more of the data recorders 905(1), 905(2),
905(3) via migration paths 908(1), 908(2), 908(3), with cor-
responding updates to the appropriate LBA tables. When, for
example, host 902(1) still encounters memory congestion,
requests from the host 902(1) may be distributed among the
cloned data units 906(1a), 906(15) etc.

FIG. 10 1s a sitmplified block diagram depicting a system
1000 including a plurality of host or client computation
engines 1002(N) each coupled via primary data interfaces
1004(N) to a respective one or more of a plurality of data
recorders 1005(N). The data recorders 1005(IN) each include
a bank of memory sub-elements 1006(IN).

Each of the plurality of data recorders 1005(N) are coupled
to one another through an external data interface 1007(N)
and/or network 1010. The plurality of data recorders 1005(1),
1005(2), 1005(3) 1s coupled via an interface 1007(5) to a data
recorder 1005(4). The data recorder 1005(4) functions as a
block server, providing added memory capabilities to the
overall system 1000. Dot-dashed lines 1008(1), 1008(2) 1indi-
cate pointers and dashed line 1008(3) indicates a data migra-
tion/replication path.

The scenario depicted i FIG. 10 assumes that the data
redundancy reduction described in conjunction with FIG. 8,
supra, and FI1G. 18, inira, has previously occurred. However,
a larger number of requests for the data represented by the
data umt 1006(1d) have resulted 1n severe memory access
congestion or bottlenecking. In one embodiment, 1t 1s deter-
mined that a substantial portion of those requests originate
with the host 1002(3), and thus that migrating a cloned ver-
s1on of the data unit 1006(1d) to the data recorder 1005(3 ) that
1s coupled directly to the host 1002(3) promotes efficiency by
reducing congestion due to accession request, and also via
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consideration of system traflic needs/etliciencies. As a resullt,
a copy or clone of the data represented by the data unit
1006(1d) 1s created as data unit 1006(1¢c) within the data
recorder 1006(3). Accordingly, the migration/replication
path 1008(3) to the data unit 1006(1c) indicates that the
cloned or replicated copy 1006(1¢) of the data represented by

the data unit 1006(14) of the data recorder 1006(4) 1s also
available 1n the data recorder 1006(3). Accordingly, routing
of requests for such data may be facilitated, and bottlenecking
may be reduced.

It will be appreciated that, using the techniques described
above, data units can be automatically migrated among or
within data recorders 1n accordance with configurable poli-
cies. Therefore, the data migration/replication capabilities
provided via the disclosed subject matter can realize signifi-
cant advantages and benefits over conventional data storage
technologies and capabilities.

FI1G. 11 1s a stmplified block diagram illustrating a system
1100 1illustrating an expanded archive. In the system 1100,
external access to data, for example by a host or other device,

1s realized via a bus 1104 (analogous to interconnect 104 of
FIG. 1, bus 204 of FIG. 2 etc.), with respect to data recorder

1105(1). Data recorders 1105(1)/1105(2) each include a
respective bank of memory sub-elements 1106(N)/1106(NN)
having archival data such as ARCHIVE(0)YARCHIVE(10)
through ARCHIVE(N)YARCHIVE(NN) stored therein, and
may include unallocated data storage assets 1107(N) (e.g., a
free media pool). The data recorded in the data recorder
1105(2) represents an expanded archive.

The data recorder 1105(1) 1s coupled via mterconnection
1109(1), and optionally via a network 1110(1) and intercon-
nection 1109(2), for example in “daisy chain” manner, to the
data recorder 11035(2). It will be appreciated that lhuerarchical
or other tiered approaches and may be employed with a num-
ber of data recorders coupled in any suitable network con-
figuration. Data may be independently archived via one or
more stand-alone data recorders, 1n which instance there 1s
not necessarily as direct a relationship as 1s imnvolved when
pointers are used. Dot-dashed lines 1121 and 1123 represent
pointers.

The “daisy chain™ configuration of the data recorders 1105
(1) and 1105(2) reflects a situation where the data recorder
1105(1) may store a sequential plurality of archived records,
¢.g., such as are created in conformance with the process 1400
of FIG. 14, where the triggering process (e.g., as associated
with the query task 1410 et seq.) initiating capture of the data
represented via the archives 1106 may be based on default or
user-defined policies, or may have other origins.

In one example, the record 1106(0) ARCHIVE(0) may
represent a first daily archive, the record 1106(1) ARCHIVE
(1) may represent a second daily archive etc. However, such
frequent formation of archives 1106 may result in limitations
on the capacities of the data recorder 1105(1) and may also
present many alternative options, for example for selection
among for restoration of data, resulting in a lengthy list of
archived states.

As a result, benefits may obtain via a second tier of policy-
based provision of archival records, as represented wvia

memory sub-elements 1106(NN) representing records 1106
(10) ARCHIVE (10) et seq. shown 1n association with data

recorder 1105(2). In one embodiment, the record 1106(10)
ARCHIVE (10) may represent, for example, an element
within a policy-based subset of the archives 1106(1)
ARCHIVE(1), such as a weekly archive or record. In FIG. 11,
the record 1106(11) ARCHIVE(11) may represent a subse-

quent weekly archive, and so forth, with the pointer 1121
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indicating that addressing information relative to these
records 1106(NN) has been retained in appropriate LBA
tables.

In another example, the records 1106(10) ARCHIVE(10)
through 1106(INN) ARCHIVE(NN) act as a user-transparent
extension of the data that 1s still stored 1n the data recorder
1105(1). As aresult, the data recording capacity available for
on-line access 1s 1ncreased.

In one embodiment, the interconnections 1109(1) and
1109(2), together with the network 1110(1), facilitate capac-
ity by physically locating the data recorder 1106(1) and the
data recorder 1106(2) 1n different facilities, in order to pro-
vide another level of assurance of data protection or continu-
ity, for example despite natural disasters (weather-related
phenomena, earthquake, etc.) or other 1ssues that may result
in destruction of one facility, but not the other. In similar
fashion, the pointer 1123 indicates archives represented by
record 1106(13) ARCHIVE(13) et seq. representative of an
additional tier of policy-based provision of retained and
archived data, such as one a month.

In contrast, present-day data storage technologies result in
duplicative data but often do so 1n such a way as to not
contribute to overall data integrity or archive capabilities or
elfectiveness and which 1n present-day systems may operate
to decrease the integrity of these functions by permitting or
even encouraging individual users to supplement a private
copy of a body of data without being slowed by imnvoking a
centralized data storage and aggregation function and thus
creating versions ol data including needed supplementary
data but 1n ways generally inaccessible to others.

As a result, and very distinctive contrast to prior art
approaches, real-time accessibility of archival data in mul-
tiple varying degrees of granularity may be achieved, without
the encumbrance or failure rates associated with some
spindle-based archival systems. Capacity for compliance
with legal and other business-related concerns mmvolved in
maintaining complete records 1s enhanced (and this may be
configured to be non-optional with respect to a particular host
or group of hosts).

FIG. 12 1s a ssmplified block diagram of a system 1200. In
the system 1200, external access to data, for example by a host
or other device, 1s realized via a bus 1204 (analogous to

interconnect 104 of FIG. 1, bus 204 of FIG. 2 etc.), with
respect to data recorder 1205(1). Data recorders 1205(1)/
1205(2) each include a respective bank of memory sub-ele-
ments 1206(N)/1206(NN) having archival data such as
ARCHIVE(0)ARCHIVE(10) through ARCHIVE(N) AR-
CHIVE(NN) stored therein, and may include unallocated
data storage assets 1207(N) (e.g., a free media pool). The data
recorder 1205(1) 1s coupled via interconnection 1209(1), and
optionally via a network 1210(1) and interconnection 1209
(2), to the data recorder 12035(2). Optionally, additional data
exchange capabilities may be available via iterconnection
1209(3) and/or network 1210(2). Dashed line 1231 repre-
sents single or multiple synchronous or asynchronous data
replication paths.

The situation 1illustrated via the example of FIG. 12
includes depiction of one approach to redundant archival of
data for security and integrity, and/or performance-related
purposes. In the block diagram of the system 1200, a clone or
copy of the record set 1206(0) through 1206(4) has been

created 1n the data recorder 1205(2) as represented by the
record set 1206(10) through 1206(14). It will be appreciated

that while data recorders 1205(1) and 1205(2) are depicted in

a manner suggesting that these are physically separate units
(and may 1n fact be separate units, co-located 1n one facility,
or, alternatively at diverse locations), for example, to provide




US 8,095,852 B2

19

a measure of security for business record recovery, the data
recorders 1205(1) and 1205(2) may represent different por-
tions or partitions within a single server. As aresult, enhanced
robustness of archival functionality may be realized.

FI1G. 13 1s a simplified block diagram of a system 1300. In
the system 1300, external access to data, for example by a host
or other device, 1s realized via a bus 1304 (analogous to
interconnect 104 of FIG. 1, bus 204 of FIG. 2 etc.), with
respect to data recorder 1305(1). Four data recorders, respec-
tively 1dentified as data recorder 1305(1) (upper leit), data
recorder 1305(2) (lower leit), data recorder 13035(3) (upper
right) and datarecorder 1305(4) (lower right) are shown in the
example of FI1G. 13. The data recorders 1305(N) each respec-
tively include a bank of memory sub-elements, data units, or
other divisions 1306(0) through 1306(IN), corresponding to
ARCHIVE(0) through ARCHIVE(N); 1306 (10) through
1306(N), corresponding to ARCHIVE(0) through
ARCHIVE(N); 1306 (20) through 1306(IN), corresponding to
ARCHIVE(20) through ARCHIVE(N); and 1306(30)
through 1306(IN), corresponding to ARCHIVE(30) through
ARCHIVE(N), with ellipsis denoting elided features and
unallocated or “Iree pool” data recording assets, as previously
described.

The data recorder 1305(1) 1s coupled via mterconnection
1309(1), and optionally via a network 1310 and interconnec-
tion 1309(2), to the data recorder 1305(2). In turn, the data
recorder 1305(2) 1s coupled via interconnection 1309(3), and
optionally via the network 1310 and interconnection 1309(4),
to the data recorder 1305(3). The data recorder 1305(3) 1s
coupled via interconnection 1309(5), and optionally via a
network 1310 and interconnection 1309(6), to the data
recorder 1305(4). Dot-dashed lines 1343, 1346, 1347, 1349
represent pointers.

The data recorder 1305(1) includes a sequence of data units
spanming data units 1306(0), labeled ARCHIVE(0), through

1306(4), labeled ARCHIVE(4), and such data units 1306 may
represent, for example, policy-based snapshots such as daily
archive records. The pointer 1343 indicates a subset of such
data, which subset 1s stored in the data recorder 1305(2).
These data units may be structured so that each element or
division 1306 reflects one of a set of cumulative data, such as
weekly snapshots, for a group of the data units 1306 stored in
the data recorder 1305(1), 1n a manner analogous to that
described above with reference to FIG. 11.

Data migration/replication path 1341 indicates a sequence
of data units spanning data units 1306(20), labeled
ARCHIVE(20), through 1306(24), labeled ARCHIVE(24),
associated with the data recorder 1305(3), and these may
represent redundant copies of the sequence of data units 1306

(0), labeled ARCHIVE(0), through 1306(4), labeled
ARCHIVE(4) associated with the data recorder 1305(1), in a
manner analogous to that described above with reference to
FIG. 12.

It will be appreciated that formation of duplicative data
units 1306, or subsets of data units 1306, or exchange of data
units, for example in the context of for business continuity
and data recovery purposes, may be accomplished via a num-
ber of different strategies. For example, data units 1306 1llus-
trated with respect to data recorder 1305(3) and/or 1305(4)
may represent data that are exchanged via a single, albeit
large, data exchange bundle, 1.e., accumulated data units
achieving some predetermined criteria, such as time-based
policy criteria or data-volume based policy criteria, may be
archived in relatively large increments. Cloned or duplicative
data may be provided directly from, for example, the data
recorder 1305(2) to the data recorder 1305(4), however, a

penalty 1n system traffic efficiency may be realized a result of
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such, and may represent logistical concerns in instances
where physical separation representative of location diversity
also results in such exchange via somewhat slower data dis-

tribution channels. In contrast, data exchange such as
described above between the data recorders 1305(1) and 1305

(2) may be consistent with more efficient data traffic sce-
narios.

The data recorder 1305(3) 1s illustrated as being 1ntercon-
nected via network 1310 to the data recorder 13035(4), and, as
suggested via the visual symmetry vis-a-vis the data recorder
1305(2), stands 1n relationship thereto analogous to that
described above with reference to the data recorders 1305(1)

and 1305(2). Alternatively, the data recorder 1305(4) may
include records 1306 which, instead of being migrated/repli-
cated versions of other data, stand in relationship to data
associated with the data recorder 1305(3) via the pointer 1347
as being formed 1n conformance with separately-configured
policies.

As a result, improved business continuity and data recov-
ery capabilities are realized by the data cloning and archiving
capabilities and strategies enabled via the disclosed concepts.
These also augment flexibility and diversity in system and
policy configuration, but with enhanced compliance capabil-
ity vis-a-vis corporate objectives in efficient manner as well
as providing increased robustness in a cohesive and policy-
based manner, achieving enormous benefits in comparison to
prior art.

Operational Characteristics

In a disc-type memory having one or more discs rotating at
a predetermined angular velocity, selected portions of the
memory medium are accessed via a combination of: (1) mov-
ing amagnetically-sensitive head to a radius corresponding to
one portion of the address (causing the head to “seek™ the
correct track), and (11) adjusting timing such that the correct
portion of the disc 1s brought to a physical location 1n prox-
imity to the head via the rotation of the disc; followed by (i11)
reading data and then (1v) repeating (1) through (111) until the
entire body of data has been read from the various portions of
the disc on which selected sub-portions may have been stored.
For further example, in a tape-type memory device, selected
portions of data in the memory are accessed by: (1) selecting
the correct tape, and mounting that tape on a tape drive; (11)
rotating the reel having the tape on 1t, and a take-up reel, to
determine the correct portion along the length of the tape that
corresponds to the data; (111) reading data from the tape via a
magnetically-sensitive head that 1s brought into proximity of
the portion of the tape; (1v) advancing the tape until all of the
information desired has been read from the tape; and (v)
repeating (1) through (1v) when more than one tape storage
unit, e.g., reel, cassette or the like, 1s required, for example,
when data are spread across more than one tape storage unit,
or when the archival function represented by one or more tape
storage units fails.

In addition to latency associated with physical character-
1stics of the medium, delay involved 1in accessing data may be
a Tunction of other variables, including locating diverse por-
tions of a single dataset that may be spread out over the
physical medium. This occurs because data tend to be stored
in chronological order, but a given body of data may be
changed, at a number of different times. When information 1s
later appended to a particular data group, those portions of the
physical medium adjacent a portion of the medium where the
data group had been initially stored etc. have almost always
been employed to store other data. As a result, the appended
information 1s written to a physically different area on the
medium, and thus a single body of data may be written to the
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medium such that one portion 1s stored at a first location, a
next portion 1s stored 1n a totally different area, and so forth.

Consequently, such data storage conventions give rise to
need to record the multiple locations across which a single
data structure may be written. One example of such 1s known
as a file allocation table (FAT), and this 1s used to record the
locations at which data are stored and translate the file name/
identifier into one or an ensemble of physical addresses cor-
responding to locations at which these various portions have
been stored, rendering the process transparent to the user,
application etc. Another example 1s a logical block address
table or LBA. The term LBA can mean either the address or
the block or other memory segment to which itrefers. Logical
blocks 1n modern hard drives are typically 512 bytes each,
which, 1n the current thirty-two bit addressing scheme gives a
maximum capacity of two terabytes. Due to increasing need
for very high storage data volumes, this may result in adop-
tion of 2048 or 4096 bytes per block, or more, 1n the future.
The upshot, however, 1s that in hard drive and other spindle-
driven memories, accessing a stored body of data frequently
involves multiple seek operations, each followed by rotation
of the medium etc. in order to assemble and concatenate the
portions 1nto a sequential body of data.

Sequences involving rotation, head motion etc. may also be
involved in reading of optical media, such as compact discs or
DVDs, and 1n each of these instances, latency corresponding
to mechanical delay 1n posturing the medium via a spindle-
based technology plays a significant role 1n determining delay
between specification of the data desired and provision of the
data. Fach of these types of memory involves data manipu-
lation 1n the form of a serial bit stream, and, when this 1s
accessed via electromechanical apparatus, the rate at which
data are exchanged with the memory 1s much lower than a
speed at which other elements of the computing system are
able to operate.

In general, disc- and other spindle-based memory units are
increasingly hampered by read/write access performance
1ssues relative to increasing storage density. As the data vol-
ume capacity represented by them increases, these technolo-
gies fail to keep pace with the overall need. Additionally,
because delays due to read/write access time may increase
super-linearly, improvements 1n access times don’t keep pace
with increases in capacities. At present-day data volumes
applicable to larger enterprise-scale networks, as much as
twenty-four hours may be required 1n order to read stored data
from a single three hundred gigabyte disc drive, and to write
that data to another three hundred gigabyte disc drive. In some
applications, multiple disc drives are ganged together, and are
referred to as redundant array of independent disc (RAID)
memories.

As an example, 1n a RAID 1/0 arrangement, a first group of
discs are arranged so that data are written, 1n elementary
chunks, across the first group of discs (e.g., one bit per disc or
the like, also known as data striping), and data stored in the
entire first group of discs 1s mirrored 1n a second group of
discs. This increases robust aspects of data storage, but also
requires coordination of data and further necessitates redun-
dant data storage. Additionally, use of such a system doesn’t
relieve need for additional, archival data storage capability,
such as tape backup/archival systems 1n current usage, where
the tapes or other physical media are stored at a remote
location. Further, distributed computing systems, where a
number of computing resources are all accessing a common
memory structure, require high capacity nonvolatile memory
capabilities. However, as memory size increases, backup
times increase, and, as a result, memory writes are taking
place during backup operations.
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In contrast, a random access memory 1s a memory employ-
ing a storage scheme that 1s capable of accessing any storage
address 1n the memory with approximately equal delay. In
other words, information stored in a random-access memory
1s accessible by supplying an identifier or address specitying
where 1n the memory the information 1s stored, and accessing
that information without incurring delay through need to
mampulate the storage medium or the apparatus employed to
access selected portions of the storage medium, or latency,
devolving from characteristics of the medium.

Randome-access memories have been fashioned using a
variety of techniques for data storage, ranging from magneti-
cally-based storage using toroidally-shaped magnetic media
and meshes of wires, and, more recently, solid-state storage
media accessed by switching transistors or other electronic
switches each coupled to a reservoir such as a capacitor, a
floating gate accessed via a tunneling dielectric, an 1sland or
nano-dot of conductive or semiconductive material or the
like. Random access memories do not incur latency related to
physical motion or manipulation of storage media, and thus
are generally markedly faster in providing stored informa-
tion, 1rrespective of where such information 1s located within
the memory. Solid state drives or SSDs have been developed
that employ solid state devices to provide large data storage
capabilities without incurring the latency of spindle-based
memory technologies and which are also able to be compat-
ible with the legacy of systems and software often presently
employed to coordinate with spindle-based data memories.

Some types of random access memory may incur latency
due to need to “refresh” data in the memory. For example,
dynamic random access memories or DRAMs use a transistor
and a small capacitor to form a “1T1C” (one transistor, one
capacitor) memory cell, and the charge (data) stored 1n the
capacitor must be periodically read out of the capacitor,
amplified, and the stored again in the capacitor, however,
“refresh” cycles typically involve much less latency than 1s
associated with spindle-based technologies.

In some embodiments, the non-volatile memory 230
shown 1n FIG. 2 includes random-access solid state memory.
For example, 1n one embodiment, the non-volatile memory
230 includes memory based on tunneling of charge carriers
through a dielectric or other electrical barrier into or out of a
storage region, with an amount of stored charge or an absence
of stored charge corresponding to information stored 1in the
storage region, such as a logical ONE (e.g., corresponding to
at least a predetermined amount of stored electrical charge),
or a logical ZERO (e.g., no stored, or a different amount of

stored, electrical charge). Examples of conventional non-
volatile random-access solid state memories include MRAM,
FLLASH memories, such as NOR FLASH and NAND FLLASH
memories.

NOR FLASH memories have conventionally been used to
store relatively small amounts of executable code for embed-
ded computing devices, such as personal digital assistants and
cell phones. NOR FLASH memories provide rapid data read
capabilities, but incur latency in data erasure and in data
writing. NOR FLASH memornies find application in storing
executable programming or code, due to reliability, rapid data
read operations, and random access capabilities. NOR
FLLASH memories find application for storing firmware, boot
code, embedded operating systems, and other data that
change infrequently, but which do change from time to time,
or where different units sharing a common hardware platform
may be tailored to one of several distinct deployment sce-
narios via incorporation of software/data suited to the respec-
tive intended usage, 1 part because such code can be directly
executed from the memory. In contrast, NAND FLASH
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memories are newer than NOR FLASH memories and pro-
vide advantages for non-volatile solid state storage, for rea-
sons such as cost, component densities, better recording per-
formance, and the like.

Although FLLASH memories can be programmed on a bit-
by-bit basis, resetting bits from zero to one cannot be done
individually. Altering data stored in FLASH memories 1s
done via resetting (or “erasing’”’) an entire block of data at a
time. As a consequence of tunneling-based aging of the
dielectric through which the charge tunnels, the usetul life-
time of a FLASH memory chip 1s measured against a pro-
jected maximum useful number of such erase cycles, with the
typical lifetime being 100,000 erases per block. In turn, this
limits application of FLASH memory for applications in
which data are frequently updated 1n place, such as swap files.
Thus, when FLASH memories are employed 1n solid state
drives, wear-leveling techniques that track usage and trans-
parently relocate the data from highly utilized portions of the
FLASH memory to less highly utilized portions are
employed.

In the next section, several processes finding utility 1n the
context of the data recorder 200 of FIG. 2 or 300 of FIG. 3
and/or the environment 100 of FIG. 1 are described. Addi-
tionally, advantages associated with these processes and data
recorder are briefly discussed.

To recapitulate, FIGS. 7 through 13 are block diagrams
depicting exemplary istantiations of data recorder resources
reflective of data duplication, migration, archiving and other
functional aspects and enhancement of computation resource
leveraging consistent with the data recorder 200 o FI1G. 2 and
300 of FIG. 3. In the next section, processes usetul in deploy-
ment of such assets are described.

Representative Processes

In the previous sections, descriptions of an environment
100, and of the data recorder 200/300 useful in that context,
were provided. In this section, processes finding utility in
cooperation with the data recorder 200 of FI1G. 2 and/or 300 of
FIG. 3 are described with reference to FIGS. 14 through 18.
FIG. 14 describes a flush process 1400 that 1s performed 1n
conformance with policy configuration management param-
cters that may be set via the process 1500 of FIG. 15. The
process 1400 begins 1in a query task 1410.

Access may be provided to a single computing resource (as
with client 102(1) of FIG. 1), to ahost, a network (e.g., as with
the data recorder(s 128, 130 etc. of FIG. 1) or to an enterprise-
level system (e.g., as with the data recorder(s) 112, 114 etc.).

The query task 1410 determines when a triggering event
has occurred, for example 1n conformance with the param-
cters and settings set via the process 1500 of FIG. 15, 1nira,
and which may be invoked via the data recorder, or in
response to a request from the host computing device, and
which may be synchronized with triggering other data record-
ers as well. When the query task 1410 determines that a
triggering event has not occurred, the process 1400 ends (or,
viewed from a different perspective, the process 1400
restarts). When the query task 1410 determines that a trigger-
ing event has occurred, control passes to a block 14185.

In the block 1415, the temporal memory 250 1s “flushed” in
conformance with policy management parameters as
described below with reference to FIG. 15, but with at least
changed data elements retlected 1n the content of the temporal
memory 250 being recorded, as well as the state of the system.
Information corresponding to the new location for the data
flushed to the non-volatile memory 1s also stored via refresh-
ing the LBA table and archiving those changes (block 1420).
In one embodiment, only changes 1n data or other computer-
readable 1nstructions (e.g., application programs, operating,
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system components etc.) are recorded via the block 1415,
however, as aresult, information contained 1n the non-volatile
memory 230 permits the entire state present at the time that
the block 1415 1s invoked to be accessed 1n real time. In one
embodiment, the entire state or portions of the entire state,
including portions that have changed since a last invocation of
the block 1415, are captured via the block 1415. Control then
passes to a block 1420.

In the block 1420, information descriptive of the data
recorded via the block 14135 are stored. Examples of such
information iclude LBA table changes, sizes of individual
files or data structures that were recorded, information facili-
tating translation of user-amenable descriptors to physical
addressing data, a time at which the block 1415 was invoked.,
times descriptive of when changed data were modified, and
by what entity or program, and the like. Control then passes to
a block 1425.

In the block 1425, host information 1s updated. For
example, the temporal memory 250 and thus any devices that
are interacting with the temporal memory 250 are provided
with capability for accessing information indicative that
memory contents have been recorded. In one embodiment,
updating information via the block 1423 includes appending
the recorded state to a menu of available recorded states. The
process 1400 then ends.

The process 1400 thus ensures that sequential snapshots of
data files and other software structures are archived and avail-
able. The process 1400, coupled with minimum multiplicity
policy, may function as a backup capability, for example,
instead of usage of tape drives etc., since 1t reproduces pre-
vious states of the data which 1n turn can be used to restore the
data to a point in time when each tlush occurs.

FIG. 15 shows a flowchart describing a process 1500 for
setting policy configuration management parameters that
finds utility 1n the context of the data recorder 200 of FIG. 2
or 300 of FIG. 3. The process 1500 begins 1n a block 1505.

In the block 1505, the process 1500 provides access to the
data recorder 200/300. Access to the data recorder 200/300
includes making settings applicable to the data recorder 200/
300 and operation of the data recorder 200/300 available for
inspection, such as via metadata rendered accessible via the
interface 310 of FIG. 3 or the I/O switch 206/306. Such
settings may be default settings, or may be settings previously
determined via a process such as the process 1500. Control
then passes to a query task 1510.

In the query task 1510, the process 1500 determines when
modification of present settings affecting operation of the
data recorder 200/300 1s desired. When the query task 1510
determines that modification of the present settings 1s not
desired, the process 1500 ends. When the query task 1510
determines that modification of the present settings 1s desired,
control passes to a block 1515.

In the block 15135, desired modifications to settings affect-
ing operation of the data recorder 200/300 are accepted. Set-
tings that a user, host, another computing device, computer
process, computer program, application, database or system
administrator might wish to determine or set 1n order to trig-
ger data recording or state recording by the data recorder
200/300 (described supra with reference to FIG. 14) may
include: (1) a setting that causes system status to be stored 1n
the event that a power supply mterruption or other disruption
1s detected; (11) a schedule; (111) setting the data recorder
200/300 to tlush the temporal or read/write memory 250, or
record system state, when a predetermined time has passed,
or, 1n other words, to record system state for the data
recorder(s) 200/300 at predetermined intervals; (1v) a setting
the data recorder 200/300 to tlush the temporal or read/write
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memory 250 when a predetermined volume of data have been
modified, or, in other words, to record system state in data
groups of relatively similar size; (v) capacity management-
related factors as specified via policy; (v1) a power-on-reset
event or other system event indicating that data capture at one
or more tiers 1s appropriate; or (vi1) to combine one or more
such trigger events, to ensure that when at least one predeter-
mined threshold has been achieved, system state, including
modified information, 1s stored in the data recorder 200/300.
Additional examples of configurable settings, or policy-based
criteria, are described below 1n reference to FIGS. 17 and 18.
Control then passes to a block 1520.

In the block 1520, the settings selected 1n the block 1515
are stored i1n non-volatile memory. In one embodiment, at
least some of the settings are stored 1n non-volatile memory in
the data recorder 200/300. In one embodiment, at least some
of the settings are stored 1n non-volatile memory external to
the data controller 220/320, but accessible to the data recorder
200/300. The process 1500 then ends.

The processes 1400 and/or 1500 may be employed in tiered
fashion and may be set such that one or more are invoked 1n a
background fashion. In other words, at a highest administra-
tive level, a designated party or group of parties having
administrative oversight and enforcement functions del-
egated thereto may employ the process 1500 to mnvoke or set
a corporate policy across an entire network or corporate
domain or across one or more subsets of hosts within such. At
a lower level tier, a work group or other group may implement
policies within the context established at the highest admin-
istrative level affecting policies withun that group. At a still
lower level, an individual user or host may invoke yet another
layer of policy within the boundaries of the policies estab-
lished by higher administrative tiers.

FIG. 16 shows a flowchart describing a process 1600 that
finds utility 1n the context of the data recorder 200 of FIG. 2
and 300 of FIG. 3. The process 1600 begins 1n a block 1605.

In the block 1605, the process 1600 receives a request to
access memory management data relevant to the non-volatile
memory 230 in the data recorder 200 of FIG. 2. The request
may be made by a user reviewing a current or archived state
presentation such as a menu similar to a list of drives or
partitions within a drive, for example, with menu entries
corresponding to a series ol archived states available for
real-time use and/or recall to the user. Control then passes to
a query task 1610.

The query task 1610 determines when a particular data
group representative of a particular archived state or data set
has been selected or identified. For example, when a user
determines that a dataset being used or accessed has been
corrupted by an error that has just occurred, or that a program
or operating system error that has just occurred requires cor-
rection, an archived state from a most-recently prepared
archival record might be selected. When a user wishes or
needs to recall a less-recent dataset or system state, a ditfer-
ent, earlier archived record or dataset might be selected. Con-
trol then passes to a block 1615.

In the block 1615, access 1s provided to the identified
archival record or data group, such as a LUN, a partition etc.
The access permits real-time restoration of the system or
dataset to a prior state that has been stored or recorded via the
data recorder 200. The process 1600 then ends.

Data and state presentation and restoration capabilities and
archival functions are thus achievable 1n ways that result 1n
significant reduction of both hardware and software overhead
required 1n present-day approaches. Functions previously
addressed via a combination of disc and tape approaches,
which result 1n backup and archives that require specialized
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soltware, which cannot be achieved without increasingly
unrealistic time requirements in order to prepare a copy of
data that must be archived for business compliance, continu-
ity and data recovery purposes, and which incur significant
latency 1n providing archival records for data restoration pur-

poses, 1n strong contrast to data storage backup technologies
in the disclosed art herein.

FIGS. 17 and 18 are simplified flow charts descriptive of
representative processes relevant to recorded data mining,
migration, cloning, replication, consolidation, multiplication
and redundant data elimination/recorded data compaction.
FIG. 17 1s a flow chart of a process 1700 relevant to “cloning”
and “‘replication” of one or more data units (e.g., creating
additional copies, in diverse memory areas, of data groups
within a recorder, creating additional copies across multiple
data recorders, etc.) 1n an environment such as depicted 1n
varying forms in FIGS. 7 through 13, supra.

The process 1700 applies to data recorders including data
recorders coupled to a single computer or client (e.g. 106),
shared data recorders, and/or networked data recorders such
as 112, 114, 128, 130 as shown 1n FIG. 1, for example, and
serves 1n operating a data multiplication policy engine 1n such
data recorders.

The query task 1705 determines, based upon management
policy, and other relevant facts and circumstances, when data
umt multiplication 1s implied. Examples of policy-based cri-
teria and acts include any combination of one or more of
purposes and operations such as: (1) performance reasons; (11)
data integrity and/or stability; (111) data redundancy; (1v) data
migration; (v) storage banking and/or data banking; (vi)
extended archiving; (v11) data replication; (vi11) data backup:;
(1x) capacity management; (x) archival parameters and moti-
vations; (x1) iree pool management; (x11) policy integrity
reasons; (x111) data multiplicity; (x1v) data synchronization;
and/or (xv) any other purpose(s).

Cloning and/or replication for performance may include
creating one or more duplicates of data units, and may include
doing so 1n one or more strategic locations within a network
and/or within a data recorder, for example, 1n order to address
access congestion due to excessive requests for data stored 1n
the data recorder 200/300 are being made. For example, the
query task 1705 may identify when congestion in accessing
information from a data recorder 200/300 1s occurring, due to
numerosity of access requests to particular stored data ele-
ments.

When the query task 1705 determines that policy does not
imply data unit multiplication, the process 1700 ends. When
the query task 1705 determines that one or more policy
aspects 1imply data umt multiplication, control passes to a
block 1710.

In the block 1710, multiplicity parameters are computed
based on policy. Multiplicity parameters may include deter-
mining an appropriate number of cloned/replicated data units
to address access congestion 1ssues, determining appropriate
locations of cloned/replicated data units 1n view of strategic
considerations of network traific, host activity or workload
(e.g., where I/O requests are originating), and additionally
may include consideration of one or more of the policy cri-
teria listed above with respect to the query task 1705.

For example, the query task 1705 and/or the block 1710
may cause the process 1700 to ascertain frequency of acces-
s10n to data elements. In other words, the process 1700 deter-
mines which data elements are most frequently accessed (as
being indicative of causation for access times for all data to be
increased). This could, for example, result 1n a list of different
data groups that have been accessed more than a predeter-
mined number of times during a predetermined time 1nterval.
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Routing and tratficking patterns associated with the data
clements targeted via the acts associated with the block 1710
may be considered. As a result, one or more high-volume
request sources can be 1dentified, as well as data tratfic paths
associated with those high traific volume sources and the data
trafficking needs and short-term history of those paths. Con-
trol then passes to a query task 1713.

In the query task 1715, the multiplicity parameters com-
puted in the block 1710 are examined to determine when
policy integrity 1s consistent with implementation of the
parameters. For example, creation of the number of cloned/
replicated data units computed 1n the block 1710 may result in
violation of the guaranteed minimum free pool discussed
above with reference to FIG. 4. The locations computed for
one or more of the cloned/replicated data units may also result
in violation of policy 1n similar manner. When the query task
1715 determines that a policy violation would result from
implementation of cloned copies in conformance with the
parameters from the block 1710, control passes to a block
1720. When the query task 1715 determines that a policy
violation would not result from implementation of cloned

copies 1n conformance with the parameters from the block
1710, control passes to a block 1725.

In the block 1720, the controller 220 of FIG. 2 and/or the
host 1s notified that a policy violation would result. The con-
troller 220 or host may initiate alternative action(s) based
upon action policies set via the process 1500 of FIG. 15. The
process 1700 then ends.

When the block 1725 1s invoked, data units are cloned or
replicated in conformance with the parameters computed in
the block 1710. For example, a replicated data unit may be
copied to a data recorder adjacent a host that has been pro-
viding a number of requests for such information (as
described above with reference to FIGS. 9 and 10). Control
then passes to a block 1730.

In the block 1730, memory management data and any other
descriptors are updated to retlect changes. For example, data
descriptors that reflect the multiplicity or redundancy may be
recorded.

In other words, the data recorder controller management
information (e.g., such as 1s described above with reference to
LBA table 208 of FIG. 2 and other descriptors for specitying
the multiplicity information) 1s updated to include pointers
associated with the one or more locations corresponding to
the targeted and cloned data element or group of data ele-
ments. In one embodiment, the process 1700 then ends. Inone
embodiment, the process 1700 then 1terates at the conclusion
of the acts described with reference to blocks 1710 through
1730.

As aresult, the process 1700 operates with the data record-
er(s) 200/300 to promote policy conformance, for example by
being able to route requests for heavily-accessed data ele-
ments to one of several different locations. This, in turn, may
operate to alleviate congestion, thereby decreasing latency or
traif]

ic 1n accessing of data from the data recorder(s) 200/300.

The data recorder(s) 200/300 may also promote policy
conformance by creation of suitable cloned/replicated data
units to promote data redundancy. For example this may be
done to increase location diversity (as in conformance with
the examples described above with reference to FIGS. 9
through 13) and/or to promote archival functionality and
robustness and/or to improve performance and/or to improve
performance.

FIG. 18 shows a flowchart describing a process 1800 for
consolidating or “decloning” data (compacting data storage
capacities and promoting eificiency) 1in an environment such
as depicted in varying forms 1n FIGS. 7 through 13, supra, that
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finds utility 1n the context of the data recorder(s) 200/300. The
process 1800 applies to data recorders including data record-
ers coupled to a single computer or client (e.g. 106), shared
data recorders, and/or networked data recorders such as 112,
114, 128, 130 as shown 1n FIG. 1, for example.

The query task 1805 determines, based upon management
policy and other relevant facts and circumstances, when data
unit consolidation 1s implied. Examples of policy-based cri-
teria and acts include any combination of one or more of
purposes and operations such as: (1) performance reasons; (11)
data integrity and/or stability; (111) data redundancy; (1v) data
migration; (v) storage banking and/or data banking; (vi)
extended archiving; (vi1) data replication; (vii1) data backup;
(1x) capacity management; (x) archival parameters and moti-
vations; (x1) free pool management; (x11) policy integrity
reasons; (x111) data multiplicity; (x1v) data synchronization;
and/or (xv) any other purpose(s).

Among other things, the query task 1805 may determine
when redundant and/or obsolete cloned examples of data
units are idicated. Presence of obsolete examples of cloned
data units may be determined based on records of cloned data
exemplars, frequency of accession information vs. time and/
or other policy-based considerations. For example, when the
query task 1805 determines that redundant/obsolete records
now 1n violation of policy are detected, control passes to a
block 1810.

When the query task 1805 determines that policy does not
imply data unit consolidation, the process 1800 ends (or
optionally, goes back to the beginning of the process). When
the query task 1805 determines that one or more policy
aspects 1mply data unit consolidation, control passes to a
block 1810.

In the block 1810, consolidation parameters are computed
based on policy. For example, the block 1810 could result in
a list of different data groups present in redundant form that
are not being accessed more than a threshold number of times
per predetermined time interval. Consolidation parameters
may include determining an appropriate number of remaining
copies to address storage capacity access congestion 1ssues,
determining appropriate locations of remaining copies 1n
view of strategic considerations of network traffic, host activ-
ity or workload (e.g., in view of where 1/0O requests are origi-
nating), and additionally may include consideration of one or
more of the policy critenia listed above with respect to the
query task 1805. In one embodiment, the block 1810 could
result 1n a list of different data groups present 1n redundant
form that are not being accessed more than a threshold num-
ber of times per predetermined time nterval.

For example, the query task 1805 may cause the process
1800 to ascertain reduced frequency of accession to data
clements, e.g., to determine when cloned or replicated copies
created via the process 1700 are no longer appropriate. In
other words, the process 1800 determines which data ele-
ments are less frequently accessed. This could, for example,
result 1n a list of different data groups that are no longer of
being accessed more than a predetermined number of times
during a predetermined time 1nterval. Routing and traificking
patterns associated with the data elements targeted via the
acts associated with the block 1810 et seq. may be identified.
As a result, sources/hosts most likely to benefit from effi-
ciency 1n routing of their requests for these data are identified,
as well as data traffic paths associated with those hosts or
other request sources and the data trafficking needs and short-
term history of those paths. Control then passes to a query
task 1815.

In the query task 1815, the consolidation parameters com-
puted 1n the block 1810 are examined, for example to deter-
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mine when policy integrity 1s consistent with implementation
ol the parameters. Put another way, reduction of the number
of copies of data units may violate compliance with policies
such as those relevant to the minimum multiplicity require-
ment associated with the data units that are redundant, for
example, for diversity, other archival-related purposes, etc.

When the query task 1815 determines that a policy viola-
tion would result from 1mplementation of consolidation in
conformance with the parameters from the block 1810, con-
trol passes to a block 1820. In the block 1820, the controller
220/320 and/or the host 1s notified that a policy violation
would result. The controller 220/320 or host may initiate
alternative action based upon action policies set via the pro-
cess 1500 of FIG. 15. The process 1800 then ends.

When the query task 1815 determines that a policy viola-
tion would not result from implementation of consolidation in
conformance with the parameters from the block 1810, con-
trol passes to a block 1825.

When the block 1825 1s invoked, data units are consoli-
dated in conformance with the parameters computed 1n the
block 1810. For example, one or more data units may be
consolidated to a data recorder adjacent a host that has been
providing a number of requests for such information and the
location from which the data units were copied de-allocated
and/or returned to the free pool (as described above with
reference to FIGS. 8 and 10). In the block 1825, data units
targeted via the acts described above, that 1s, one or more
duplicative or otherwise obsolete data elements or groups of
data elements, are marked for erasure and return to the {ree
pool. Control then passes to a block 1830.

In the block 1830, data recorder controller management
information (such as 1s described above with reference to
LBA table 208 of FIG. 2, and other catalogue information
associated with multiplicities) 1s updated to include revised
information/pointers associated with the one or more loca-
tions corresponding to those targeted data elements or group
of data elements which have been selected for erasure (block
1820). In one embodiment, an act of confirmation of erasure
of the targeted data elements may be subsequent to the acts
associated with the block 1820 and contemporaneously with
the acts associated with the block 1825. In the block 1830,
memory management data and any other descriptors are
updated to reflect changes. For example, LBA data such as
pointers may be recorded, such as updating memory manage-
ment data to reflect that the resources that had been employed
to store such targeted eclements are being subsequently
restored to the free pool.

In one embodiment, the process 1800 then ends. In one
embodiment, the process 1800 then 1terates at the conclusion
of the acts described with reference to blocks 1810 through
1830.

The data recorder(s) 200/300 may promote policy con-
formance by consolidation/reduction of copies of data units
to reduce data redundancy, for example when redundancy
needs or policies change. For example, this may be to reduce
location diversity (as 1 conformance with the examples
described above with reference to FIGS. 9, through 13 ) and/or
to promote archival efficiency. Policy conformance may
include consolidating for performance via consolidating one
or more duplicates of data units and doing so to result in fewer
examples but 1n strategically-elected locations within a net-
work and/or within a data recorder in order to address net-
work traific 1ssues such as requests for data stored 1n the data
recorder(s) 200/300.

The processes described above may be combined in arbi-
trary manners, yet in conformance with expectations and
defined polices. For example, data migration 1s but one
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example where cloning/replicating (described above with
reference to at least one or more of FIGS. 7 through 13 and 17)
and consolidation (described above with reference to at least
one or more of FIGS. 7 through 13 and 18) are combined.
Archival management 1s another arena wherein selected
archives may be recorded or maintained, and/or intermediary
records or archives may be deleted.

The above examples proceed in accordance with environ-
mental concerns (e.g., standalone vs. networked modalities)
and 1n conformance with policies as set via, for example, the
process 1500 described above with reference to FIG. 15, In
some embodiments, when multiple data recorders are present
in a networked environment, the data recorders are aware of
one another, as well as the associated policy configurations.

The processes 1400 through 1800 described above with
reference to FIGS. 14 through 18, and the sequence of data
states of FIGS. 7 through 13, exemplily and/or facilitate
deployment of data recorders 200/300, and augment capabili-
ties achieved through usage of data recorders 200/300. A
plurality of prior states may be readily and reliably archived,
and an ensemble of such archived states are available for
system restore operations in real time, as individual files or
portions of files, or as entire “snapshots” of data relevant to a
particular host or hosts, and at will, and may be accessed by
more than one host contemporaneously and/or via different
protocols or representations specific to the environment or
operating system of that host.

Further, these may be accessed by more than one host
contemporaneously and/or via different protocols or repre-
sentations, which individual presentation and selections
modalities and security procedures may be tailored to par-
ticularize criteria, such as providing contemporaneously
availing suitable renditions to particularized parties 1n man-
ners specific to the environment or operating system, and
system privileges, of that host.

Redundancies and latencies associated with prior art
spindle-based data storage techmiques may be ameliorated.
The processes 1400 through 1800 of FIGS. 14 through 18
may be implemented, 1n conjunction with a computation
resource, such as 1s described below, for example, with ref-
erence to F1G. 19.

Computation Resource Example

FIG. 19 1llustrates an example of a general computation
resource 1900 usetul in the context of the environment 100 of
FIG. 1 and/or with the data recorder embodiments 200, 300 of
FIG. 2 and/or FIG. 3, as well as in conformance with other
aspects of the present disclosure. The computer 1900 1s an
example of an application 1n which different embodiments
can be practiced. The present disclosure 1s provided 1n part in
the general context of computer-executable instructions, such
as program modules, executed by one or more computers or
other devices. Generally, program modules include routines,
programs, objects, components, data structures etc. that per-
form particular tasks or implement particular abstract data
types. Typically, the functionality of the program modules
may be combined or distributed as desired 1n various embodi-
ments.

The concepts disclosed herein may be implemented 1n
hardware or a combination of hardware, software, and/or
firmware. For example, one or more application specific inte-
grated circuits (ASICs) could be designed or programmed to
embody the concepts disclosed herein.

FIG. 19 illustrates an example of a general computer envi-
ronment 1900 that includes a computation resource 1902
capable of implementing the processes described herein. It
will be appreciated that other devices may alternatively be
used that include more components, or fewer components,
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than those 1illustrated 1n FIG. 19. The 1llustrated operating
environment 1900 1s only one example of a suitable operating
environment, and the example described with reference to
FIG. 19 1s not intended to suggest any limitation as to the
scope ol use or functionality of the embodiments of this
disclosure. Other well-known computing systems, environ-
ments, and/or configurations may be suitable for implemen-
tation and/or application of the subject matter disclosed
herein.

The computation resource 1902 includes one or more pro-
cessors or processing units 1904, a system memory 1906, and
a bus 1908 that couples various system components including
the system memory 1906 to processor(s) 1904 and other
clements 1n the environment 1900. The bus 1908 represents
one or more of any of several types of bus structures, includ-
ing a memory bus or memory controller, a peripheral bus, an
accelerated graphics port and a processor or local bus using
any of a variety of bus architectures, and may be compatible
with SCSI (small computer system interconnect), or other
conventional bus architecture and protocol. The system
memory 1906 includes nonvolatile read-only memory
(ROM) 1910 and random access memory (RAM) 1912,
which may or may not include volatile memory elements. A
basic nput/output system (BIOS) 1914, containing the
clementary routines that help to transfer information between
clements within computation resource 1902 and with external
items, typically mnvoked into operating memory during start-
up, 1s stored in ROM 1910.

The computation resource 1902 further may include a non-
volatile read/write memory 1916, represented in FIG. 19 as a
hard disk drive, coupled to bus 1908 via a data media interface
1917 (e.g., a SCSI, ATA, or other type of interface); a mag-
netic disk drive (not shown) for reading from, and/or writing,
to, a removable magnetic disk 1920 and an optical disk drive
(not shown) for reading from, and/or writing to, a removable
optical disk 1926 such as a compact disc or CD, DVD, or
other optical media. It will be appreciated that functions
served by some or all of the memory elements 1906, 1910,
1912, 1914,1916 may be fulfilled via the data recorder 200 of
FIG. 2 or the data recorder 300 of FIG. 3, for example, and
may be configured as shown with reference to client 102(1)
and data recorder 108 of FIG. 1, or in any other manner as
determined appropriate, for example via the process 1500 of
FIG. 15. Such may facilitate one or more functions, such as
archival storage, providing capability for rapid restoration of
data or application files to a prior state following corruption of
such, and may enable extremely rapid booting on power
reset/turn on.

In one embodiment, the non-volatile read/write memory
1916 1ncludes the data recorder 200 of FIG. 2. Utilization of
the data recorder 200/300 within the non-volatile read/write
memory 1916 function {facilitates providing read/write
memory for operation of the computer 1900.

One of the performance enhancements that a data recorder
200 provides includes rapid and robust system boot capabili-
ties, thus 1increasing productivity capabilities of the computer
1900 and also improving “power on reset” restoration of
functionality. Such also includes capability for achieving a
real-time backup capability for restoration of memory con-
tents to that of any of the system states recorded, resulting in
improvement of speed of system or data restoration capabili-
ties, and also broadens the gamut of state representations
available for perusal and selection, or “snapshots™ of system
data, that the computer 1900 1s able to access. Additionally,
archival data storage capabilities, in compact form factor, and
also capable of increased robustness of archival functions, 1n
comparison to traditional data archival methodologies and
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practices, may be provided, without incurring the complexi-
ties of operation, as well as the penalties associated with the
separate hardware elements, medium etc. of conventional
archival approaches.

-

I'he non-volatile read/write memory 1916 and associated
computer-readable media provide nonvolatile storage of
computer-readable 1nstructions, data structures, program
modules and other data for the computation resource 1902.
Although the exemplary environment 1900 1s described
herein as employing a non-volatile read/write memory 1916,
aremovable magnetic disk 1920 and a removable optical disk
1926, 1t will be appreciated by those skilled in the art that
other types of computer-readable media which can store data
that 1s accessible by a computer, such as magnetic cassettes,
FLASH memory cards, random access memories (RAMs),
read only memories (ROM), and the like, may also be used in
the exemplary operating environment.

A number of program modules may be stored via the non-

volatile read/write memory 1916, magnetic disk 1920, optical
disk 1926, ROM 1910, or RAM 1912, including an operating

system 1930, one or more application programs 1932, other
program modules 1934 and program data 1936. A user may
enter commands and 1information into computation resource
1902 through 1mnput devices such as mput media 1938 (e.g.,
keyboard/keypad, tactile input or pointing device, mouse,
foot-operated switching apparatus, joystick, touchscreen or
touchpad, microphone, antenna etc.). Such nput devices
1938 are coupled to the processing unit 1904 through an
input/output interface 1942 that 1s coupled to the system bus
(e.g., a serial port interface, a parallel port interface, a univer-
sal serial bus (USB) interface, an IEEE 1334 (Firewire) inter-
face, etc.). A monitor 1950 or other type of display device 1s
also coupled to the system bus 1908 via an 1nterface, such as
a video adapter 1952.

The computation resource 1902 may include capability for
operating 1n a networked environment (as 1llustrated 1n FIG.
1, for example) using logical connections to one or more
remote computers, such as a remote computer 1960. The
remote computer 1960 may be a personal computer, a server,
a router, a network PC, a peer device or other common net-
work node, and typically includes many or all of the elements
described above relative to the computation resource 1902. In
a networked environment, program modules depicted relative
to the computation resource 1902, or portions thereof, may be
stored 1n a remote memory storage device or data recorder
200/300. By way of example, remote application programs
1962 reside on a memory device of the remote computer
1960. The logical connections represented 1n FIG. 19 may
include a storage area network (SAN, not illustrated 1n FIG.
19), local area network (LAN) 1972 and/or a wide area net-
work (WAN) 1974, but may also include other networks.

Such networking environments are commonplace in mod-
ern computer systems, and 1n association with intranets and
the Internet. In certain embodiments, the computation
resource 1902 executes an Internet Web browser program
(which may optionally be integrated into the operating sys-
tem 1930), such as the “Internet Explorer” Web browser
manufactured and distributed by the Microsoft Corporation
of Redmond, Wash.

When used in a LAN-coupled environment, the computa-
tion resource 1902 commumnicates with or through the local
area network 1972 via a network 1nterface or adapter 1976.
When used 1n a WAN-coupled environment, the computation
resource 1902 typically includes interfaces, such as a modem
1978, or other apparatus, for establishing communications

with or through the WAN 1974, such as the Internet. The
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modem 1978, which may be internal or external, 1s coupled to
the system bus 1908 via a serial port interface.

In a networked environment, program modules depicted
relative to the computation resource 1902, or portions thereot,
may be stored 1n remote memory apparatus. It will be appre-
ciated that the network connections shown are exemplary, and
other means of establishing a communications link between
various computer systems and elements may be used.

A user 102(N) (FIG. 1) of a computer may operate 1n a
networked environment 100 using logical connections to one
or more remote computers, such as a remote computer 1960,
which may be a personal computer, a server, a router, a net-
work PC, a peer device or other common network node.
Typically, aremote computer 1960 includes many or all of the
clements described above relative to the computer 1900 of
FIG. 19, and may also be coupled to, or contain, one or more
data recorders 200/300.

The computation resource 1902 typically includes at least
some form of computer-readable media. Computer-readable
media may be any available media that can be accessed by the
computation resource 1902. By way of example, and not
limitation, computer-readable media may comprise computer
storage media and communication media.

Computer storage media includes volatile and nonvolatile,
removable and non-removable media, implemented 1n any
method or technology for storage of information, such as
computer-readable instructions, data structures, program
modules or other data. The term “computer storage media”™
includes, but 1s not limited to, data recorders, RAM, ROM,
EEPROM, FLASH memory or other memory technology,
CD, digital versatile disks (DVD) or other optical storage,
magnetic cassettes, magnetic tape, magnetic disk storage or
other magnetic storage devices, or any other media which can
be used to store computer-intelligible information and which
can be accessed by the computation resource 1902.

Communication media typically embodies computer-read-
able instructions, data structures, program modules or other
data, represented via, and determinable from, a modulated
data signal, such as a carrier wave or other transport mecha-
nism, and includes any information delivery media. The term
“modulated data signal” means a signal that has one or more
of 1ts characteristics set or changed 1n such a manner as to
encode information in the signal 1 a fashion amenable to
computer iterpretation.

By way of example, and not limitation, communication
media includes wired media, such as wired network or direct-
wired connections, and wireless media, such as acoustic, RF,
infrared and other wireless media. The scope of the term
computer-readable media includes combinations of any of
the above.

CONCLUSION

A data recorder system 1s disclosed and described, with
reference to application 1n a variety of computational engine
contexts. Although specific embodiments have been 1llus-
trated and described herein, 1t will be appreciated by those of
ordinary skill in the art that any arrangement which 1s calcu-
lated to achieve the same purpose may be substituted for the
specific embodiments shown.

Traditional data storage and backup technologies impose
physical boundaries which, in turn, result in both constraints
in usage and complexities and limitations in storage configu-
ration and management as well as provisioning of storage and
user interfacing and access. The disclosed concepts facilitate
masking of host configuration complexities and data record-
ing complications associated with traditional data storage and
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backup approaches, at least in part via implementation of
virtual boundaries to achieve user-transparent expansion
capabilities. The disclosed subject matter also enables user-
transparent archiving through the policy-driven technologies
presented herein, realizing significant advantages in compari-
son to prior art systems that implement manually-configured
backups from written policies and procedures that are host
based.

Although the description above uses language that 1s spe-
cific to structural features and/or methodological acts, it 1s to
be understood that the recitation of the appended claims 1s not
limited to the specific features or acts described. Rather, the
specific features and acts are disclosed as exemplary forms of
implementing these concepts. This disclosure 1s intended to
cover any adaptations or variations. For example, although
described in procedural terms, one of ordinary skill 1n the art
will appreciate that implementations can be made 1n a proce-
dural design environment or any other design environment
that provides the required relationships.

In particular, one of skill in the art will readily appreciate
that the names of the processes and apparatus are not intended
to limit embodiments. Furthermore, additional processes and
apparatus can be added to the components, functions can be
rearranged among the components, and new components to
correspond to future enhancements and physical devices used
in embodiments can be introduced without departing from the
scope of embodiments. One of skill in the art will readily
recognize that embodiments are applicable to future commu-
nication devices, different file systems, and new data types.

Although this subject matter has been described 1n terms of
certain embodiments, other embodiments apparent to those
of ordinary skill in the art, including embodiments that do not
provide all of the features and advantages set forth herein, are
also within the scope of this disclosed concepts. Accordingly,
the scope of the presently-described material 1s defined only
by reference to the appended claims and equivalents thereof.

What 1s claimed 1s:

1. A data recorder comprising;:

a first memory element including read/write capability;

a second memory element including non-volatile memory;

a controller for realizing memory management functions,

wherein the controller writes selected data from the first
memory element to the second memory element 1n
response to a predetermined triggering event, the
selected data including data that have been modified
after a prior triggering event; and

a data compression module.

2. The data recorder of claim 1, wherein the first memory
clement 1ncludes solid state storage elements.

3. The data recorder of claim 1, wherein the second
memory element includes spindle-based data storage ele-
ments, magnetic media, or hard disks.

4. The data recorder of claim 1, wherein each triggering
event results 1n one of multiple records each describing a state
of data elements, and a user may select one of the multiple
records and restore the selected record to operating memory
in real time.

5. The data recorder of claim 1, wherein the data recorder
1s configured to provide multiple networked computing
resources with a common data storage and recall capability.

6. The data recorder of claim 1, further comprising driver
soltware which can provide access to a plurality of archived
states of the data recorder.

7. The data recorder of claim 1, wherein the data recorder
1s configured to share memory resources with a plurality of
interconnected data recorders.
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8. The data recorder of claim 1, further comprising one or
more external mterfaces, which enable external computing
resources to access the data recorder via a telecommunica-
tions network.

9. The data recorder of claim 1, wherein the first memory
clement or the second memory element is logically or virtu-
ally partitioned.

10. The data recorder of claim 1, wherein the data recorder
acts as both a primary storage device and a backup storage
device.

11. A data recorder comprising:

an interconnection through which the data recorder can

communicate with a computing resource;

an 1put/output switch coupled to the interconnection;

a temporal memory element 1n communication with the

input/output switch via a first bus;

an archival memory element 1n communication with the

input/output switch via a second bus; and

a controller in commumication with the temporal memory

clement and the archival memory element,

wherein data 1s periodically transierred from the temporal

memory element to the archival memory element.

12. The data recorder of claim 11, further comprising an
organizational table for stored data management.

13. The data recorder of claim 11, further comprising a
battery backup system which enables the contents of the
temporal memory element to be transierred to the archival
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memory element in the event of a power supply interruption
or other system operations disruption.

14. The data recorder of claim 11, wherein the computing
resource comprises a plurality of networked computers.

15. The data recorder of claim 11, wherein the temporal
memory element or the archival memory element comprises
multiple media elements interacting via mput/output aggre-
gation and distribution methods.

16. The datarecorder of claim 11, wherein the first memory
clement or the second memory element 1s logically or virtu-
ally partitioned.

17. The data recorder of claim 11, further comprising a data
compression module adapted to compress data prior to the
data being stored 1n the temporal memory element.

18. The data recorder of claim 11, further comprising a data
compression module adapted to compress data stored 1n the
temporal memory element prior to the data being transferred
from the temporal memory element to the archival memory
clement.

19. The data recorder of claim 11, wherein the temporal
memory element comprises one or more solid state memory
devices.

20. The data recorder of claim 11, wherein the archival
memory element comprises one or more spindle-based data
storage elements.
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