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1
OPERATING DEVICE

INCORPORAITION BY REFERENC.

L1

The disclosures of Japanese Patent Applications Nos.
2007-019788 filed on Jan. 30, 2007 and 2007-106011 filed on
Apr. 13, 2007, each including the specification, drawings and
abstract, are incorporated herein by reference in their entire-
ties.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The invention relates to an operating device that superim-
poses an 1mage of a hand of a user operating an operating
portion on an operation menu 1mage.

2. Description of the Related Art

There 1s a known vehicle-mounted appliances switch
safety operating system characterized by including: a multi-
function switch operation plate 1n which a plurality of kinds
of switches for actuating or operating various vehicle-
mounted appliances are arranged 1n a concentrated manner; a
display that 1s disposed at a suitable position in the vehicle
within a visual field region such that the operator can see the
display by looking forward and that displays in its screen an
image of the arrangement of the switches, and a controller as
tollows. That 1s, when the operator operates a target one of the
switches with a finger, the controller has the operator recog-
nize the position and the function of the 1image of the target
switch displayed 1n the screen of the display on the basis of a
detection signal that 1s generated when the target switch 1s
sensed. This safety operation system allows the operator to
visually recognize the image of the target switch displayed in
the display while looking forward, and also allows the opera-
tor to operate the target switch 1n the multifunction switch
operation plate with the finger in real time (e.g., see, for
example, Japanese Patent Application Publication No. 2000-
6687 (JP-A-2000-6687).

There 1s also a known operating device that includes: a
touch panel type display in which switches that the operator
operates by touching are provided 1n a display screen; and a
reflecting optical system having a first mirror means whose
reflection surface 1s directed to the user; second mirror means
that reflects the 1image displayed in the touch panel type
display as aretlected image to the retlection surface of the first
mirror means (€.g., Japanese Patent Application Publication
No. 2005-335510 (JP-A-2005-335510)). In this operating
device, the picture screen displayed in the touch panel type
display that1s touch-operated by a user is displayed to the user
via the reflecting optical system made up of the first and
second mirror means.

In the construction of the prompter system as disclosed in
Japanese Patent Application Publication No. 2000-66877 (JP-
A-2000-6687), the picture of a hand of a user operating the
operating portion 1s taken by a camera, and the 1mage of the
hand 1s superimposed on the operation menu 1image displayed
by the display portion. Therefore, this construction facilitates
the so-called blind-touch operation of vehicle-mounted appli-
ances.

However, in the construction of the prompter system as
disclosed i Japanese Patent Application Publication No.
2000-6687 (JP-A-2000-6687), the image of the hand dis-
played by the display portion 1s generated on the basis of
image data from one camera, so that only two-dimensional
display 1s possible. Therefore, the user operates the operation
switches 1n the operating portion while looking at the 1mage
of the hand that appears as planar as the operation menu
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image, so that 1t 1s difficult to grasp the sense of the distance
between an operating switch and the hand. Thus, the oper-

ability 1s not very good.

On the other hand, 1n the construction of the reflection
system disclosed 1n Japanese Patent Application Publication
No. 2005-335510 (JP-A-2005-335510) (a construction in
which the user’s hand operating the operating portion 1s
shown to the user by muirror), the hand 1s stereoscopically
reflected 1n the user’s eyes, so that the sense of the distance
between the operation switch and the hand can easily be
grasped, and the operability becomes very good.

SUMMARY OF THE INVENTION

It 1s an object of the ivention to provide an operating
device that adopts a construction of the prompter system and
1s capable of securing substantially the same operability as
that of the construction of the reflection system.

An operating device 1 accordance with a first aspect of the
invention includes: an operating portion 1n which an opera-
tion switch 1s disposed; a display that allows naked-eye ste-
reoscopic vision; 1mage pickup mechanism that takes pic-
tures of a hand of a user operating the operating portion, from
a plurality of directions; and a displayed image generation
device that generates a stereoscopic image of the hand based
on parallax images obtained from the image pickup mecha-
nism, wherein the displayed image generation device dis-
plays in the display a compounded image obtained by com-
pounding an operation menu 1image that depicts a position of
the operation switch 1n the operating portion and a function of
the operation switch, and the stereoscopic image of the hand
generated by the displayed image generation device.

In the operating device 1n accordance with the first aspect,
the operating portion and the display may be disposed
between a driver’s seat and a navigator’s seat 1n the cabin in
the vehicle width direction. The 1mage pickup mechanism
may include at least two 1mage pickup devices that look
obliquely downward at the operating portion from a driver’s
seat side and are 1n the vehicle width direction. The displayed
image generation device may generate the stereoscopic
image of the hand in a sight line direction from the driver’s
seat side based on the parallax 1mages obtained from the two
image pickup devices.

In the operating device in accordance with the first aspect,
the operating portion and the display may be disposed
between a driver’s seat and a navigator’s seat 1n a vehicle
width direction within a cabin. The operating device may
turther include operator determination device that determines
whether the operating portion 1s being operated from a driv-
er’s seat side or from a navigator’s seat side. The displayed
image generation device may generate the stereoscopic
image of the hand 1n a sight line direction from the driver’s
seat side 11 it 1s determined by the operator determination
device that the operating portion i1s being operated from the
driver’s seat side. The displayed image generation device
may generates the stereoscopic image 1n a sight line direction
from the navigator’s seat side 11 1t 1s determined by the opera-
tor determination device that the operating portion 1s being
operated from the navigator’s seat side.

In the operating device described immediately above, the
image pickup mechanism may include three or more image
pickup device that are apart from each other 1n the vehicle
width direction. The displayed image generation device may
generate the stereoscopic 1mage of the hand based on the
parallax images obtained from two 1image pickup device pro-
vided at the driver’s seat side 11 1t 1s determined by the opera-
tor determination device that the operating portion 1s being
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operated from the driver’s seat side. The displayed image
generation device may generate the stereoscopic image of the
hand based on the parallax images obtained from two 1mage
pickup device provided at the navigator’s seat side 1t 1t 1s
determined by the operator determination device that the
operating portion 1s being operated from the navigator’s seat
side.

In the foregoing operating device, the i1mage pickup
mechanism may include at least two 1mage pickup devices
that are movable 1n the vehicle width direction. The displayed
image generation device may move the two 1mage pickup
devices based on a result determined by the operator deter-
mination portion in the vehicle width direction. The displayed
image generation device may generate the stereoscopic
image of the hand based on the parallax images obtained from
two 1mage pickup device moved to the driver’s seat side 11 it
1s determined by the operator determination device that the
operating portion 1s being operated from the driver’s seat side.
The displayed image generation device may generate the
stereoscopic 1mage of the hand based on the parallax images
obtained from two 1mage pickup device moved to the navi-
gator’s seat side 11 1t 1s determined by the operator determi-
nation device that the operating portion 1s being operated
from the navigator’s seat side.

In the operating device 1in accordance with the first aspect,
in the display, an image portion in the operation menu image
that represents the operation switch may be stereoscopically
displayed, and the stereoscopic image of the hand may be
displayed while a first reference plane of zero height that 1s a
plane offset by a predetermined height from a display plane of
the display 1s used.

In the foregoing operating device, the image portion in the
operation menu 1mage that represents the operation switch
may be stereoscopically displayed while the display plane of
the display 1s used as a second reference plane of zero height,
and the predetermined height by which the reference plane of
zero height 1s offset from the display plane of the display may
be substantially equal to a stereoscopic height of the image
portion that represents the operation switch.

In the operating device as described above, the height of a
finger of the hand displayed 1n the stereoscopic image of the
hand from the display plane of the display when the finger
touches the operating portion may be substantially equal to a
stereoscopic height of the image portion that represents the
operation switch in the operation menu 1mage.

According to the mnvention, an operating device that adopts
a construction of the prompter system and 1s able to secure

substantially the same operability as that of the construction
of the reflection system can be obtained.

BRIEF DESCRIPTION OF THE DRAWINGS

The foregoing and further objects, features and advantages
of the invention will become apparent from the following
description of preferred embodiments with reference to the
accompanying drawings, wherein like numerals are used to
represent like elements and wherein:

FIG. 1 1s a perspective view of first embodiment of an
operating device 10 in accordance with the mvention 1n a
vehicle-mounted state;

FIG. 2 1s a diagrammatic side sectional view of the oper-
ating device 10 show 1n FIG. 1;

FIGS. 3A and 3B are principle diagrams of a display por-
tion 40 that utilizes a parallax division system;

FIG. 4 1s a diagram showing an example of a operation
menu 1mage;
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FIGS. 5A, 5B, 5C and 5D are diagrams showing examples
ol a stereoscopic 1mage;

FIGS. 6 A and 6B are diagrams showing general construc-
tions of the related-art prompter system and the related-art
reflection system, respectively;

FIG. 7 1s a perspective view showing second embodiment
of an operating device 100 in accordance with the invention 1n
a vehicle-mounted state;

FIG. 8 1s a functional block diagram showing main func-
tions of the operating device 100 shown 1n FIG. 6;

FIG. 9 1s a diagram showing a stereoscopic image that 1s
output 1n the case where a operating portion 20 i1s being
operated from the driver’s seat;

FIG. 101s a diagram showing a construction provided with
a stereo camera 600 movable 1n the vehicle width direction;

FIGS. 11A and 11B are views diagrammatically showing
other modifications;

FIG. 12 1s a schematic side sectional view of an operating,
device 200 in third embodiment;

FIG. 13 1s a diagram showing an example ol graphic
images F1 to F8 1n an operation menu image shown 1n the
display portion 40;

FIGS. 14A and 14B are diagrams schematically showing
views ol what 1s shown 1n FIG. 13 taken 1n a direction indi-
cated by an arrow “view A” in FIG. 13; and

FIGS. 15A and 15B are diagrams schematically showing a
relative height relationship between the stereoscopic switch
image and the stereoscopic hand image.

DETAILED DESCRIPTION OF TH.
EMBODIMENTS

L1

Best modes for carrying out the invention will be described
hereinafter with reference to the drawings.

FIG. 1 1s a perspective view of first embodiment of an
operating device 10 in accordance with the mvention 1n a
vehicle-mounted state. FIG. 2 1s a diagrammatic side sec-
tional view of the operating device 10 show i FIG. 1,
together with function blocks. The operating device 10, as
shown 1 FIG. 1, includes a operating portion 20, a display
portion 40 and a camera 50. The operating portion 20 and the
display portion 40 are disposed 1n a cabin separately at posi-
tions that are physically apart from each other.

The operating portion 20 1s constructed of a touch panel.
The operating portion 20 1s disposed at such a position that a
driver can easily reach and operate the operating portion 20
with a hand. For example, the operating portion 20 1s disposed
in a console box as shown 1n FIG. 1. Or, the operating portion
20 may also be disposed at an operator or user side of the
display portion 40 disposed 1n an instrument panel. The oper-
ating portion 20 1s disposed so that its generally flat operating
surface becomes substantially horizontal.

The operating portion 20 may be an ordinary touch panel
construction, or may also be a transparent touch panel capable
of emitting light. The transparent touch panel has, for
example, a laminate structure in which a glass substrate pro-
vided with a thin-film transparent electrode 1s disposed on a
lower side and a film substrate provided with a thin-film
transparent electrode 1s disposed on an upper side so that the
thin-film transparent electrodes face each other across a dot
spacer. An operation signal (operation position signal) on the
transparent touch panel 1s supplied to a display control por-
tion 80 (see FIG. 2) via an FPC (flexible printed circuit) that
1s adhered to a side portion of the transparent touch panel. The
display control portion 80 realizes various functions (such as
the switching of operation menu 1mages and controls of vari-
ous vehicle-mounted appliances 30 as described below) 1n
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accordance with the operation signal (operation position sig-
nal) supplied from the transparent touch panel. The light
emission of the transparent touch panel may be realized by,
for example, an LED that causes blue light emission from the
transparent touch panel. Incidentally, there 1s no need to pro-
vide a display, such as a touch panel type display, behind the
transparent touch panel of the operating portion 20 (i.e., 1t 1s
not necessary that the operation switches provided in the
operating portion 20 be displayed 1n the operating portion
20).

The display portion 40 1s constructed of a display that
allows stereoscopic 1image to be viewed by naked-eye. The
display portion 40 that allows stereoscopic image to be
viewed by naked-eye may be realized, for example, by using,
a sight-line parallax division system (both-eye convergence
system), such as a parallax barrier system, a lenticular system,
etc., ormay also be realized by using a DFD (depth fused 3D)
system.

In the case of the parallax barrier system, the display por-
tion 40 1s constructed as shown 1n the principle diagram in
FIG. 3A, that s, left-eye pixel regions 411 and right-eye pixel
regions 41R are set alternately in a horizontal direction in
cach of arrays of pixels (e.g., arrays ol pixels formed by a TFT
crystal liquid cell). A parallax barrier (a set of vertical slits) 42
1s disposed so that light from the left-eye pixel regions 41L
reaches only the left eye and the light from right-eye pixel
regions 41R reaches only the right eye. The parallax barrier
42 may be constructed of an electromically controllable
switch liquid crystal cell. Besides, the parallax barrier 42 may
be set at a location that 1s behind the arrays of pixels and that
1s at the operator side of a light source.

In the case of the lenticular system, the display portion 40
1s constructed as shown by a principle diagram 1n FIG. 3B,
that 1s, left-eye pixel regions 41L and right-eye pixel regions
41R are set alternately 1n a horizontal direction in a screen and
a multi-cylindrical lenticular lens 44 1s provided so that light
from the left-eye pixel regions 411 reaches only the left eye
and light from the right-eye pixel regions 41R reaches only
the right eye. Thus, 1n the parallax division system, images
different for the left and right eyes of a person are produced,
so that depth perception 1s caused.

In the case of the DFD system, the display portion 40 1s
constructed by superimposing two transparent TF'T liquid
crystal cells over each other with an approprate space ther-
cbetween. Identical images that are different in brightness are
displayed on the front and rear transparent TF'T liquid crystal
cells. Thus, in the DFD system, the changing of the brightness
rat1o between the 1dentical images superimposed on the front
and rear sides causes perception ol depth continuous between
the two planes.

The display portion 40 may be disposed at a location that a
user can easily see, that 1s, a location that a driver can see
without considerably changing the driver’s visual field while
driving. For example, the display portion 40 1s disposed in a
central portion 1n an upper surface of the instrument panel as
shown in FIG. 1. Or, the display portion 40 may also be
disposed within a meter panel. Besides, the display portion 40
may also be angled toward the driver so as to facilitate ste-
reoscopic perception.

The camera 50 (1image pickup means) 1s a stereo camera
(two-lens camera) made up of two cameras 51, 52 that are
disposed apart from each other 1n a vehicle width direction. In
the following description, the camera 51 on a navigator’s seat
side (the left side 1n a vehicle with a right-side steering wheel)
in the vehicle width direction will also be termed “the left-eye
camera 317, and the camera 52 on the driver’s seat side (the
right side in the vehicle with a right-side steering wheel ) in the
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vehicle width direction will also be termed “‘the rnight-eye
camera 527, as needed. The cameras 51, 52 are each, for
example, a small-size color camera that employs a CCD or a
CMOS as 1mage pickup elements, and are disposed so as to
look down at the operating portion 20 (and a user’s hand
operating the operating portion 20) from different directions.
In the example shown 1n the drawing, the left-eye camera 51
1s disposed on the navigator’s seat side of a center of the
operating portion 20 1n the vehicle width direction so as to
take 1images of the entire operating portion 20 in a obliquely
downward direction from the navigator’s seat side. The right-
eye camera 32 1s disposed on the driver’s seat side of the
center of the operating portion 20 1n the vehicle width direc-
tion so as to take 1images of the entire operating portion 20 in
a obliquely downward direction from the driver’s seat side.
Thus, the cameras 51, 52 are disposed so as to take 1images of
the operating portion 20 with the parallax and the conver-
gence angle that correspond to the parallax and the conver-
gence angle occurring when a user see the display portion 40.
Therefore, 1t becomes possible to acquire stereo information
about a user’s hand operating the operating portion 20.

When a user operates the operating portion 20, a hand of
the user comes 1nto the 1mage-taking areas of the cameras 51,
52 1n order to operate the operating portion 20, so that the
cameras 51, 52 take images of the hand operating the operat-
ing portion 20. The camera images containing images of the
hand are supplied to a display image generation circuit 70 (see
FIG. 2).

The display image generation circuit 70 generates images
suitable to be displayed in the display portion 40 that allows
stereoscopic 1mage to be viewed by naked-eye under the
control of the display control portion 80.

The display 1image generation circuit 70, as shown 1 FIG.
2, includes a background 1mage generation circuit 71, a left-
eye 1mage compounding circuit 72, a right-eye 1mage com-
pounding circuit 74, and a stereoscopic 1image generation
circuit 76.

The background 1image generation circuit 71 generates a
background image displayed in the display portion 40. The
background 1image 1s an operation menu 1mage as shown in
FIG. 4. Besides, the background image may include map
images ol a navigation system, and the like. The operation
menu 1mage depicts the positions and functions of operation
switches (touch switches) of the operating portion 20. The
operation menu image serves to inform the user of the various
functions that are realized by operating the operation
switches and of the positions of the individual operation
switches that are operated in order to realize the correspond-
ing functions.

In an example shown 1n FIG. 4, the operation menu image
contains graphic images F1 to F8 that represent eight opera-
tion switches provided in the operating portion 20. A user,
seeing the operation menu 1mage, understands that the opera-
tion switches are arranged 1n two rows, that 1s, front and rear
rows, and also understands that what functions are realized by
operating the individual operation switches, by seeing or
reading the characters shown 1n the graphic images F1 to F8.
For example, the user will understand that, 11 the user desires
to send an Email, 1t 1s appropriate to press the operation
switch present at a position that corresponds to the graphic
image F3 that contains the characters “MAIL”, that 1s, the
third operation switch from the left 1n the front row.

Incidentally, various kinds of operation menu 1images may
be prepared, and may be appropniately changed by switching
in accordance with the situation of the user’s operation with
respect to the operation switches of the operating portion 20.
In this case, i accordance with the changing or switching
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among the operation menu 1mages, the positions and func-
tions of operation switches 1n the operating portion 20 are
changed. This construction allows realization of the operation
switches for many vehicle-mounted appliances 30 in the
operating portion 20, and allows elfficient aggregation of
operation switches. For example, the operating portion 20
may incorporate various operation switches for not only the
operations of nformation and communications-related
vehicle-mounted appliances, such as mailing, telephoning,
guide for neighboring facilities, etc., but also various opera-
tions of an air-conditioning device, an audio device, etc.,
although not shown 1n FIG. 4.

The left-eye 1image compounding circuit 72 generates a
left-eye image on the basis of an operation menu 1mage from
the background 1mage generation circuit 71 and a camera
image from the left-eye camera 51. Concretely, the left-eye
image compounding circuit 72 firstly extracts only an image
of a hand (hereinafter, referred to as “hand 1image™) from a
camera 1mage supplied from the left-eye camera 51. The
extraction ol a hand 1image may be realized by utilizing a
difference 1n chromaticity (color saturation) or contrast
between the hand and a portion other than the hand that 1s
contained in the camera image (the operating portion 20).
Typically, the extraction of a hand 1mage uses a chroma key
compounding technique that 1s widely known. In this tech-
nology, the compounding 1s performed by taking an image
against a background of a particular color (key color), and
superimposing another image on the key color background.
The color commonly used as a key color 1s blue. A reason for
this 1s that since blue 1s the most opposite to a human skin
color, 1t 1s suitable for the process of extracting an 1mage of a
human hand. Therefore, the operating portion 20 1s colored
with the key color (e.g., blue) or 1s caused to emit light of the
key color, and the blue portion 1s taken out from the camera
image by the chroma key technique, so that only the image of
the hand 1s left. Incidentally, there are other methods of
extracting the hand image, for example, a luminance com-
pounding technique (a method in which a certain brightness
signal 1s specified among the luminance signals that contain
information regarding the brightness and contrast of images,
and only the brightness signals below or above the specified
signal are extracted, or the like. In the following description,
however, a case where the chroma key compounding tech-
nique 1s mainly used will be described.

The left-eye 1mage compounding circuit 72, after extract-
ing a hand 1image, compounds the extracted hand image with
the operation menu 1mage from the background image gen-
eration circuit 71 to generate a left-eye image. The thus-
generated left-eye 1mage 1s supplied to the stereoscopic
image generation circuit 76.

Likewise, the right-eye 1mage compounding circuit 74
generates a right-eye image on the basis of the operation
menu image from the background image generation circuit 71
and the camera image from the right-eye camera 52. In the
right-eye 1mage compounding circuit 74, an operation menu
image that 1s the same as 1n the left-eye 1mage compounding
circuit 72 1s generated. The thus-generated right-eye image 1s
supplied to the stereoscopic image generation circuit 76.

The stereoscopic 1image generation circuit 76 generates a
stereoscopic 1mage compatible with the display portion 40
which allows stereoscopic image to be viewed by naked-eye,
on the basis of the left-eye 1image from the left-eye image
compounding circuit 72 and the right-eye image from the
right-eye 1image compounding circuit 74. In this operation,
the stereoscopic 1image generation circuit 76 generates a ste-
reoscopic 1mage such that the operation menu image 1s
reflected as a two-dimensional plane in the user’s eyes and the
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hand 1mage 1s retlected as a three-dimensional solid 1n the
user’s eyes. That 1s, the stereoscopic image generation circuit
76 generates a stereoscopic 1image that provides a stereo-
scopic vision 1n which the heights and directions of the 1ndi-
vidual fingers of the hand of the hand image relative to the
operation menu 1mage correspond to the actual heights and
directions of the fingers or sites of the hand relative to the
operating portion 20, with the reference plane of zero height
being the display plane of the display portion 40. The stereo-
scopic 1mage generated by the stereoscopic image generation
circuit 76 1s displayed in the display portion 40.

In the case where the display portion 40 1s of a parallax
division system, the stereoscopic 1mage generation circuit 76
divides the left-eye image from the left-eye image compound-
ing circuit 72 at predetermined intervals, and asmgns the
divided 1mage pieces to left-eye 1mage plxel reglons 41L of
the display portion 40, and divides the right-eye image from
the nght-eye image compounding circuit 74 at predetermined
intervals, and assigns the divided image pieces to rnight-eye
image pixel regions 41R of the display portion 40. In this
manner, the stereoscopic 1image generation circuit 76 gener-
ates a stereoscopic 1image so that the left-eye image will be
reflected only 1n the user’s left eye (light from the left-eye
image pixel regions 1n the display portion 40 will reach only
the user’s lett eye) and so that the right-eye image will be
reflected only 1n the user’s right eye (light from the right-eye
image pixel regions 1n the display portion 40 will reach only
the user’s right eye). Therefore, only the hand 1mage obtained
via the left-eye camera 51 1s reflected in the user’s left eye,
and the hand 1mage obtained via the right-eye camera 52 1s
reflected 1n the user’s right eye. Due to the sight line division
regarding the two hand 1images according to the parallax, it 1s
possible to cause the user to see the image displayed by the
display portion 40 (a portion of the stereoscopic image that
displays the hand) as 1f the 1image were three-dimensional.

In the case where the display portion 40 1s of the DFD
system, the stereoscopic 1image generation circuit 76, on the
basis of the left-eye image from the left-eye 1mage com-
pounding circuit 72 and the right-eye image from the right-
eye 1mage compounding circuit 74, generates a to-be-dis-
played image that 1s to be di splayed in the two displays on the
front and rear sides, and acquires information regarding the
heights of the various sites on the hand 1n the to-be-displayed
image relative to the operating portion 20. Next, the stereo-
scopic 1mage generation circuit 76 determines the brightness
of each pixel of the to-be-displayed image on the basis of the
height imformation. In this manner, the stereoscopic image
generation circuit 76 generates front and rear-side to-be-dis-
played images (stereoscopic images) that have brightness
differences that correspond to the heights of the various sites
on the hand relative to the operating portion 20. This can
cause the user’s eyes to perceive the image displayed in the
display portion 40 (the portion of the stereoscopic image that
displays the hand) as i1 the image were three-dimensional.

FIGS. 5A to SD show examples of a stereoscopic image. In
the following description, the image of the hand 1n the ste-
reoscopic 1mage will be termed “the stereoscopic hand
image”. It 1s to be understood that although 1n the drawings,
the stereoscopic hand image cannot be three-dimensionally
presented and therefore 1s shown as a planar image, the ste-
reoscopic hand mmage displayed in the display portion 40
actually appears three-dimensional as stated above.

Incidentally, the compounding position of the stereoscopic
hand 1mage, that 1s, where 1n the operation menu 1mage to
compound the stereoscopic hand 1mage, 1s determined so as
to achieve accurate reproduction on the basis of the relative
positional relationship between the actual position of the
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hand and the positions of the operation switches 1n the oper-
ating portion 20 and the relative positional relationship
between the position of the hand image and the graphic
images F1 to F8 in the display portion 40 (the composite
image). Incidentally, the compounding position may be com-
puted on the basis of a relative relationship (coordinate con-
version equation) between the coordinate system for the cam-
era 1image and the coordinate system for the operation menu
image.

In the examples shown 1n FIGS. SA to 5D, the index finger
t1p 1n the stereoscopic hand image 1s shown at such a position
as to operate the graphic image F3. In this case, the user can
come to know that 1f the user performs a switch operation
with the index finger while keeping the present position of the
hand, the function of the switch that corresponds to the
graphic 1image F3, that 1s, a mailing function, 1s realized.
Thus, the user can operate a desired operation switch 1n the
operating portion 20 while looking at the display portion 40
instead of directly looking at the operating portion 20. There-
fore, 1n the case where the user 1s the driver, the user can
perform the switching operation on the operating portion 20
that 1s provided near the hand of the user while looking at the
display portion 40 provided forward 1n the user’s visual field
(so-called blind-touch operation), without considerably
changing the driving posture or the line of sight. Thus, safe
switch operation that does not impede the driving can be
realized.

Particularly, 1n this embodiment, the image of the hand
superimposed on the operation menu 1mage appears three-
dimensional as described above, so that the operability
improves considerably in comparison with the case where the
image ol the hand appears planar. In a related-art prompter
system that employs a camera shown 1n a simple fashion 1n
FIG. 6A, the image of the hand superimposed on the opera-
tion menu 1mage 1s not provided with three-D information
about the hand (three-dimensional information regarding the
vicinity of the hand and the finger tips), and therefore comes
to be a planar composite image. Therefore, the information
obtainable from the hand image 1s less and the operability 1s
correspondingly lower than, for example, in the reflection
type construction as shown in FIG. 6B (in which the user’s
hand operating the touch panel type display 1s reflected by
first and second mirrors so as to be shown to the user). How-
ever, 1n the embodiment, since a stereoscopic hand 1image that
1s substantially the same as the reflected image of the hand
shown 1n the aforementioned reflection system 1s generated, 1t
1s possible to adopt the prompter system and, at the same time,
recover the three-dimensional information about the hand
that 1s lost 1n the related-art prompter system. Therefore, the
invention can realize high operability that 1s comparable to
that of the reflection system while adopting the prompter
system. Furthermore, according to the embodiment, since a
stereoscopic hand 1image that 1s substantially the same as the
reflected 1mage of the hand that 1s shown in the reflection
system as described above 1s generated, the regions in the
operation menu 1mage that are hidden by the hand image
become less than in the related-art prompter system 1n which
the planar hand i1mage 1s superimposed. Therelore, 1t
becomes correspondingly easier to grasp the positional rela-
tionship between the hand and the operation menu 1mage, so
that the operability improves.

Furthermore, 1n the embodiment, as shown 1n FIG. 2, the
angle 3 of the operating portion 20 with respect to the sight
line direction of the camera 50 1s set equal or substantially
equal to the angle o of the display portion 40 with respect to
the user’s sight line direction. Therefore, the sight line direc-
tion of the camera 50 with respect to the hand substantially
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corresponds to the sight line direction of the user with respect
to the display portion 40 (and therefore the stereoscopic

direction of the stereoscopic hand image of the display por-
tion 40) in a side view, so that the operability considerably
improves. Besides, according to the foregoing angle relation-
ship, a stereoscopic hand image substantially the same as the
reflected 1image of the hand shown 1n the foregoing reflection
system can be generated without a need for a special process,
such as a sight line conversion process or the like, at the time
ol generation of the stereoscopic hand image.

It 1s to be noted herein that the stereoscopic hand 1image
may be generated by directly using a raw 1image of a hand as
shown 1n FIG. 5A, or may also be a silhouette type stereo-
scopic hand image from which vividness of the hand has been
removed as shown 1in FIG. 5B. Besides, the stereoscopic hand
image may also be a semi-transparent silhouette type stereo-
scopic hand image such that the operation menu 1mage
behind can be seen. Furthermore, as shown 1n FIG. 5D, the
stereoscopic hand 1image may also be a stereoscopic hand
image obtained by making a raw 1mage of the hand semi-
transparent. According to the stereoscopic hand images
shown 1n FIGS. 5B and 5C, 1t 1s possible to prevent the
instinctively unpleasant sensation that a user can receive from
the display of a detailed real image of a hand. Besides, accord-
ing to the stereoscopic hand images shown 1n FIGS. SC and
5D, the regions 1n the operation menu 1image that are hidden
by the hand image are further lessened, so that it becomes
casier to grasp the positional relationship between the opera-
tion menu 1mage and the hand. In FIGS. 5A and 5B, too, the
stereoscopic parallax provided by the stereo camera 50 less-
ens the hidden regions 1n the menu image, and thus improves
visibility, as compared with the related-art prompter system
in which a two-dimensional image 1s displayed.

In conjunction with the foregoing first embodiment, the
following modifications are conceivable.

In first embodiment described above, since the stereo-
scopic hand image 1s generated 1n a view taken from vertically
above as shown in FIG. 5A, the positional relationship
between the operation menu 1image and the hand 1n the height
direction (direction perpendicular to the plane of the screen)
can easily be grasped by an operator regardless of whether the
operator 1s an occupant of the driver’s seat or an occupant of
the navigator’s seat. However, taking the importance of the
operability for the driver into account, the two cameras 51, 52
may both be disposed on the driver’s seat side so as to gen-

erate a stereoscopic hand 1image viewed from the driver’s seat
side (e.g., see FIG. 9 described below).

Second Embodiment

FIG. 7 1s a perspective view showing the operating device
100 1n accordance with the ivention in a vehicle-mounted
state as shown 1n second embodiment. FIG. 8 1s a functional
block diagram showing main functions of the operating
device 100 shown in FIG. 7. In second embodiment, the
constructions that may be the same as those 1n first embodi-
ment are assigned with the same reference characters, and the
descriptions thereol are omitted.

Second embodiment has main features 1n switching a cam-
era 1mage for use for the generation of a stereoscopic hand
image in accordance with whether the operating portion 20 1s
being operated from the driver’s seat side or the navigator’s
seat side. Hereinafter, constructions characteristic of second
embodiment will be predominantly described.

A camera 500, as shown 1n FIG. 7, 1s a three-lens camera
made up of three cameras 501, 502, 503 that are substantially
linearly disposed apart from each other 1n a vehicle width
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direction. The cameras 501, 502, 503 are each a small-size
color camera whose 1mage pickup element 1s, for example, a
CCD or a CMOS, and are disposed so as to look down at the
operating portion 20 (and a user’s hand operating the operat-
ing portion 20) from different directions. In the example
shown in FI1G. 7, the camera 501 1s disposed at the navigator’s
seat side of the center of the operating portion 20 in the
vehicle width direction, and the camera 502 1s disposed at or
around the center of the operating portion 20 1n the vehicle
width direction, and the camera 503 1s disposed at the driver’s
seat side of the center of the operating portion 20 in the
vehicle width direction. Fach of the cameras 501, 502, 503 is
disposed so as to take 1images of the whole of the operating
portion 20 in a obliquely downward line of sight {from forward
in the vehicle. Thus, the two cameras 501, 502, making a patr,
are disposed so as to take 1images of the operating portion 20
with a parallax and a convergence angle that correspond to the
parallax and the convergence angle with which the naviga-
tor’s seat occupant looks at the display portion 40. On the
other hand, the two cameras 502, 503, making another patr,
are disposed so as to take 1images of the operating portion 20
with a parallax and a convergence angle that correspond to the
parallax and the convergence angle with which the driver
looks at the display portion 40.

The operating device 100 includes an operator determina-
tion portion 90 and a camera switching portion 92 as compo-
nent elements that are added to the foregoing construction of
first embodiment.

The operator determination portion 90 determines whether
the operating portion 20 1s being operated from the driver’s
seat s1de or from the navigator’s seat side. There are a variety
of methods for this determination or the like, and any suitable
method may be adopted. For example, as a simple method, the
operator determination portion 90 may determine that the
operating portion 20 1s being operated from the driver’s seat
side (1.e., the operator 1s the driver), 1f the hand 1n the camera
image taken by the camera 500 1s a left hand. On the other
hand, 11 the hand in the camera image taken by the camera 500
1s aright hand, 1t may be determined that the operating portion
20 1s being operated from the navigator’s seat side (1.e., the
operator 1s the occupant of the navigator’s seat). It 1s also
permissible to provide inirared sensors on both sides of the
operating portion 20 1n the vehicle width direction (the navi-
gator’s seat side and the driver’s seat side thereof) and to
determine which one of the infrared sensors on the two sides
has detected the presence of a hand reaching the operating
portion 20. Or, 1t 1s also permissible to provide 1n the vehicle
cabin a switch that turns on, for example, when the operating
portion 20 1s operated from the navigator’s seat side, and to
determine the operator, that 1s, determine whether the opera-
tor 1s the driver or the navigator’s seat occupant, on the basis
of the on/off state of the switch. Furthermore, 1t 1s also per-
missible to determine the operator on the basis of a result of
the 1mage recognition via the vehicle-mounted camera or a
change 1n the capacitance of static electricity between the
operating portion 20 and each one of the navigator’s seat and
the driver’s seat, etc.

The camera switching portion 92 switches the sate of con-
nection of the cameras 501, 502, 503 to the left-eye image
compounding circuit 72 and the right-eye image compound-
ing circuit 74 in accordance with the result of the determina-
tion from the operator determination portion 90. Concretely,
in the case where the operating portion 20 1s being operated
from the driver’s seat side, the camera switching portion 92
performs the switching so that the camera image from the
camera 502 1s input to the left-eye image compounding circuit
72 and the camera 1image from the camera 503 1s input to the
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right-eye 1image compounding circuit 74 as shown by solid
lines 1n FIG. 8. On the other hand, in the case where the
operating portion 20 1s being operated from the navigator’s
seat side, the camera switching portion 92 performs the
switching so that the camera image from the camera 501 1s
input to the left-eye image compounding circuit 72 and the
camera 1image from the camera 502 1s input to the night-eye
image compounding circuit 74 as shown by dotted lines 1n
FIG. 8.

FIG. 9 15 a diagram showing, as an example, a stereoscopic
image that 1s output in the case where the operating portion 20
1s being operated from the driver’s seat side.

In the case where the operating portion 20 1s being operated
from the driver’s seat side, a stereoscopic hand image 1is
formed on the basis of the camera 1mages from the two
cameras 502, 503 that look obliquely downward at operating
portion 20 from the driver’s seat side as described above.
Theretfore, this stereoscopic hand 1image provides a stereo-
scopic vision of the hand viewed from the driver’s seat side as
shown 1n FIG. 9. Likewise, although not shown in the draw-
ings, a stereoscopic hand image that 1s generated and output
in the case where the operating portion 20 1s being operated
from the navigator’s seat side provides a stereoscopic vision
of the hand viewed from the navigator’s seat side since the
image 1s generated on the basis of the camera images from the
two cameras 501, 502 that look obliquely downward at the
operating portion 20 from the navigator’s seat side. Thus,
according to second embodiment, since the stereoscopic hand
image 1s generated so as to provide a stereoscopic vision
taken from the operator side, 1t 1s easier to grasp the situations
above and below (1in front and back) of a finger or fingers with
respect to the operating portion 20 (therefore, the situations
above and below the finger or fingers with respect to the
operation menu 1mage) than 1n first embodiment 1n which a
stereoscopic hand image taken from perpendicularly above
(see FIG. 5A or the like) 1s generated. Therefore, the oper-
ability further improves. That 1s, according to second embodi-
ment, since the stereoscopic hand image 1s displayed 1n a
stereoscopic manner that corresponds to the sight line direc-
tion from the operator, 1t 1s possible to give the eyes of the
operator a sensation of the operator’s hand virtually extend-
ing to the display portion 40. Therefore, the operability fur-
ther improves.

Incidentally, 1n second embodiment, too, the stereoscopic
hand image may also be generated in other forms as shown in
FIGS. 5B to 5D in conjunction with first embodiment.

With regard to second embodiment described above, modi-
fications and improvements as described below are conceiv-
able.

For example, although 1n second embodiment described
above, the three cameras 501, 502, 503 are used, two cameras
for each one of the navigator’s seat side and the driver’s seat
side may be set. In this construction, a stereoscopic 1image
may be generated by using the two camera provided on the
driver’s seat side (the two cameras being apart from each
other in the vehicle width direction) in the case where the
operating portion 20 1s being operated from the driver’s seat
side. In the case where the operating portion 20 1s being
operated from the navigator’s seat side, a stereoscopic image
may be generated by using the two cameras provided on the
navigator’s seat side (the two cameras being apart in the
vehicle width direction).

Furthermore, although in second embodiment described
above, the three cameras 501, 502, 503 are used, a stereo
camera 600 (including cameras 602, 603) movable 1n the
vehicle width direction may be set as shown 1n FIGS. 10A and
10B. In this arrangement, the stereo camera 600 may be
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movably provided, for example, on a slide rail 608 that
extends 1n the vehicle width direction, and may be driven by

a drive source that 1s an appropriate actuator 610, such as an
electric motor or the like. In the construction, in the case
where the operating portion 20 1s being operated from the
driver’s seat side, a stereoscopic image may be generated by
using the stereo camera 600 after moving the stereo cameras
600 to the driver’s seat side, as shown 1n FIG. 10A. In the case
where the operating portion 20 1s being operated from the
navigator’s seat side, a stereoscopic 1mage may be generated
by using the stereo camera 600 after moving the stereo cam-
era 600 to the navigator’s seat side, as shown in FIG. 10B.
Furthermore, 1n the case where the display portion 40 1s
constructed of a liquid crystal parallax barrier system 3D
display, a centrally divided dual view state may be formed as
shown 1 FIG. 11 1n an ordinary occasion, so that different
images (a driver’s seat-side image and a navigator’s seat-side
image) may be displayed 1n the left and right screen portions.
I1 there 1s any operation performed on the operating portion
20, a stereoscopic image (a left-eye image+a right-eye image)
in a stereoscopic view from the side of the operator (the driver
in this case) as shown 1n FIG. 11 may be generated and output.

Third Embodiment

Third embodiment 1s different from first and second
Embodiments described above, 1n that the graphic images F1
to F8 1n the operation menu 1mage that represent operation
switches are also stereoscopically displayed. The component
clements that may be the same as those of first embodiment
are assigned with the same reference characters, and the
descriptions thereot will be omutted.

FIG. 12 1s a diagrammatic side sectional view of an oper-
ating device 200 1n accordance with third embodiment.

The background 1mage generation circuit 710 generates a
background image (an operation menu 1mage in this case) to
be displayed in the display portion 40, and supplies the gen-
erated background 1mage to the left-eye image compounding
circuit 72 and the right-eye image compounding circuit 74. In
this embodiment, the background image generation circuit
710, as shown 1n FIG. 13, generates the graphic images F1 to
F8 1n the operation menu 1mage that represent the operation
switches 1n the form of stereoscopic parallax display images.

The stereoscopic 1image generation circuit 760 generates a
stereoscopic 1mage that conforms with the display portion 40
that allows stereoscopic image to be viewed by naked-eye, on
the basis of the left-eye image from the left-eye 1mage com-
pounding circuit 72 and the right-eye image from the right-
eye 1mage compounding circuit 74. In this occasion, the ste-
reoscopic 1mage generation circuit 760 generates the
stereoscopic 1mage so that the portion of the operation menu
image excluding the graphic images F1 to F8 1s retlected as a
two-dimensional plane in the user’s eyes and so that the hand
image and the graphic images F1 to F8 of the operation menu
image are reflected as three-dimensional solids 1n the user’s
eyes. In this embodiment, the stereoscopic 1mage generation
circuit 760 generates a stereoscopic 1mage that provides a
stereoscopic vision 1 which a plane offset by a predeter-
mined height A [mm] from the display plane of the display
portion 40 1s set as a first reference plane of zero height and
the heights of the individual fingers of the hand of the hand
image relative to the first reference plane correspond to the
actual heights of the fingers or sites of the hand relative to the
operating portion 20. Besides, the stereoscopic image gen-
eration circuit 760 generates the graphic images F1 to F8 1n
the stereoscopic 1image so that upper surfaces 140 of the

graphic images F1 to F8 (see FIGS. 14 A and 14B) are stereo-
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scopically seen with a predetermined height B [mm] relative
to a reference plane of zero height that 1s the display plane of
the display portion 40. The stereoscopic image generated by
the stereoscopic 1mage generation circuit 760 1s displayed by
the display portion 40.

FIG. 13 1s a diagram showing an example of the graphic
images F1 to F8 1n the operation menu image displayed 1n the
display portion 40. The graphic images F1 to F8 1n the opera-
tion menu 1mage, as shown in FIG. 13, are stereoscopically
displayed (displayed 1n a protruded fashion) so as to appear as
if the upper surfaces 140 thereof existed at the predetermined
height B [mm] to the operator side from the display plane of
the display portion 40. Hereinafter, the graphic images F1 to
F8 1n the operation menu image that are stereoscopically
displayed in this manner will be termed “the stereoscopic
switch 1images”. Incidentally, the graphic images representing,
the operation switches that cannot be operated during the
running of the vehicle due to driving regulation or the like (the
graphic image F3 1n this example) may be two-dimensionally
displayed, as shown 1n FIG. 13. This allows the user to easily
recognize the operation switches that are presently not oper-
able.

FIGS. 14A and 14B are diagrams schematically showing
views ol what 1s shown 1n FIG. 13 taken 1n a direction indi-
cated by an arrow “view A”. F1G. 14 A shows a state 1n which
the operation switches 1n the operating portion 20 that corre-
spond to the stereoscopic switch images F1, FS are not oper-
ated. F1G. 14B shows a state in which the operation switch 1n
the operating portion 20 that corresponds to the stereoscopic
switch 1mage F1 has been operated, that 1s, has been turned
on. In the case where a operation switch 1n the operating
portion 20 1s operated, the stereoscopic 1mage generation
circuit 760 changes the height of the upper surface 140 of the
stereoscopic switch 1mage corresponding to the operated
operation switch (the stereoscopic switch image F1 1n this
example) to B' (<B) [mm] relative to the reference plane (the
display plane of the display portion 40), on the basis of the
operation signal (operation position signal) generated on the
transparent touch panel. This allows the user to visually per-
ceive that the user’s operation on the operation switch has
been detected by the operating device 200.

FIGS. 15A and 15B are diagrams schematically showing a
relationship 1n relative height between the stereoscopic
switch 1mage and the stereoscopic hand image. FIG. 15A
shows a relationship 1n height between a user’s hand and the
operation surface (the touch panel surface) on the operating
portion 20. FIG. 15B shows a relationship 1n height between
the stereoscopic switch images and the stereoscopic hand
image 1n the display portion 40 that corresponds to the state
shown 1n FIG. 15A.

When the user’s finger tip comes to such a position as to
contact the operation surface (i.e., comes to the zero position
in the y coordinate in the drawing) as shown in FIG. 15A, the
finger tip G 1n the stereoscopic hand 1image appears at the
position of a predetermined height A (a height along the Y
axis) relative to the display plane of the display portion 40 as
shown 1n FIG. 15B. At this time, 11 the predetermined height
A 1s set so as to be equal to the height B of the upper surtace
140 of the stereoscopic switch 1mages (1.€., so as to have a
relationship of A=B), the display portion 40 produces a ste-
reoscopic display 1n which the finger tip G 1n the stereoscopic
hand 1mage 1s touching the upper surface 140 of the stereo-
scopic switch 1image as shown 1n FIG. 15B. That 1s, a stereo-
scopic display 1n which the finger tip G 1n the stereoscopic
hand 1image 1s placed on the upper surface 140 of the stereo-
scopic switch image 1s produced. Theretfore, the actual state
of contact with the touch panel of the operating portion 20 and
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the state of the stereoscopic display in the display portion 40
conform with each other, so that user operability improves.

Incidentally, 1f from the state shown 1n FIG. 15A, the user
depresses the operation surface (performs a switching opera-
tion), the operation switch in the operating portion 20 turns
on, and the stereoscopic switch 1image 1s sterecoscopically
displayed so as to appear as if the mechanical switch were
depressed (see a one-dot chain line). Therefore, the user can
have a virtually real operation perception, that 1s, can feel as
if the user had operated an actual hardware switch.

If from the state shown in F1G. 15A, the user’s hand moves
away from the operation surface (e.g., moves away to a height
h 1n the v coordinate), the finger tip G 1n the stereoscopic hand
image comes to a position of a height H (a height along the Y
axi1s 1n the drawing) relative to the display plane of the display
portion 40). This height H may be equal to h+A, or may also
be equal to h'+A depending on the scaling factor of the ste-
reoscopic 1mage or the like, where h'=k-h (k 1s a constant).

According to third embodiment, the stereoscopic switch
images and the stereoscopic hand image can be displayed
with an approprate height relationship therebetween by dis-
playing the stereoscopic switch images and displaying the
stereoscopic hand 1image with an offset of the height corre-
sponding to the height of the stereoscopic switch images as
described above. Therelfore, the user can more easily grasp
the sense of the distance of the hand to the operation switches
of the operating portion 20, and can have a virtually real
operation perception, so that operability improves.

With regard to third embodiment described above, modi-
fications and improvements as described below are conceiv-
able.

For example, although 1n the foregoing embodiment, the
predetermined height A 1s set so as to be equal to the height B
of the upper surfaces 140 of the stereoscopic switch images,
it sullices that the predetermined height A be substantially
equal to the height B of the upper surfaces 140 of the stereo-
scopic switch images. For example, the predetermined height
A may be an appropriate value selected from the range of the
height being less than or equal to the height B and being
greater than or equal to the height B' of the upper surface 140
ol any one of the stereoscopic switch 1image 1n an operated
state. For example, the predetermined height A may be
A=(B-B")2+B'". Or, the predetermined height A may be a
value that 1s slightly greater than the height B of the upper
surfaces 140 of the stereoscopic switch images.

In the case where the display portion 40 1s constructed of a
three-dimensional display capable of displaying a recessed
image, the stereoscopic switch image corresponding to an
operation switch operated by a user may be stereoscopically
displayed as a recessed 1mage (i.e., the height B' may be a
minus value).

While the preferred embodiments of the invention have
been described, the invention 1s not restricted by the forego-
ing embodiments. On the contrary, the foregoing embodi-
ments may also be provided with various modifications and
replacements without departing from the scope of the inven-
tion.

For example, the circuit construction of the display image
generation circuit 70 shown in FIGS. 2 and 8 1s a mere
example, and the function of a portion of the circuit may be
realized by another circuit. Furthermore, with regard to the
circuit construction of the display image generation circuit 70
shown as a mere example 1n FIGS. 2 and 8, the function of a
portion of a circuit may be realized by software. For example,
a portion or the whole of the display image generation circuit
70 may be constructed of a microcomputer, and the functions
thereol may be realized by firmware. Furthermore, a portion

10

15

20

25

30

35

40

45

50

55

60

65

16

or the whole of the display image generation circuit 70 and the
function of the display control portion 80 shown in the FIGS.
2 and 8 may be incorporated, for example, 1n an ECU of a
navigation system.

In the foregoing embodiments, the operation on the oper-
ating portion 20 1s possible, and therefore, the display 1n the
display portion 40 does not need to be of a touch panel type.
However, the display 1n the display portion 40 may be of a
touch panel type.

Furthermore, 1n the foregoing embodiments, the operation
menu 1mage may be an image obtained by superimposing
graphic 1mages that correspond to the operation switches of
the operating portion 20 on another 1image, for example, an
image obtained by superimposing the graphic images of the
operation switches on various images, such as a TV image, a
DVD image being reproduced, etc., a map image of a navi-
gation system, or the like.

Furthermore, although 1n the foregoing preferable embodi-
ments, the operating devices 10, 100 are embodied as oper-
ating devices for vehicles, the invention 1s not limited so. The
invention 1s applicable to operating devices for use 1n other
applications as well.

While the invention has been described with reference to
what are considered to be preferred embodiments thereof, 1t 1s
to be understood that the invention 1s not limited to the dis-
closed embodiments or constructions. On the contrary, the
invention 1s mtended to cover various modifications and
equivalent arrangements. In addition, while the various ele-
ments of the disclosed mvention are shown in various com-
binations and configurations, which are exemplary, other
combinations and configurations, including more, less or
only a single element, are also within the scope of the mnven-
tion.

What 1s claimed 1s:

1. An operating device comprising:

an operating portion in which an operation switch 1s dis-
posed, the operating portion being disposed between a
driver’s seat and a navigator’s seat and being arranged 1n
a vehicle width direction within a cabin;

a display that displays a stereoscopic image, the display
being disposed between the driver’s seat and the navi-
gator’s seat and being arranged in the vehicle width
direction within the cabin;

an 1mage pickup mechanism that includes at least two
image pickup devices that look obliquely downward at
the operating portion from a driver’s seat side and are
arranged 1n the vehicle width direction and takes pic-
tures of a hand of a user operating the operating portion,
from a plurality of directions;

a displayed image generation device that generates a ste-
reoscopic 1mage of the hand based on parallax 1mages
obtained from the at least two 1image pickup devices; and

an operator determination portion that determines whether
the operating portion 1s being operated from the driver’s
seat side or from a navigator’s seat side, wherein

a compounded 1mage obtained by compounding an opera-
tion menu 1mage that depicts a position of the operation
switch 1n the operating portion and a function of the
operation switch, and the stereoscopic image of the hand
generated by the displayed image generation device 1s
displayed in the display, and

the displayed image generation device generates the ste-
reoscopic image of the hand 1n a sight line direction from
the driver’s seat side 11 1t 1s determined by the operator
determination portion that the operating portion is being
operated from the driver’s seat side, and the displayed
image generation device generates the stereoscopic
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image 1n a sight line direction from the navigator’s seat
side 1t 1t 1s determined by the operator determination
portion that the operating portion 1s being operated from
the navigator’s seat side.

2. The operating device according to claim 1, wherein:

the image pickup mechanism includes three or more 1mage
pickup devices that are apart from each other in the
vehicle width direction;

the displayed 1mage generation device generates the ste-
reoscopic 1mage of the hand based on the parallax
images obtained from two 1mage pickup devices pro-
vided at the driver’s seat side 11 it 1s determined by the
operator determination portion that the operating por-
tion 1s being operated from the driver’s seat side; and

the displayed image generation device generates the ste-
reoscopic 1mage of the hand based on the parallax
images obtained from two 1mage pickup devices pro-
vided at the navigator’s seat side if 1t 1s determined by
the operator determination portion that the operating
portion 1s being operated from the navigator’s seat side.

3. The operating device according to claim 1, wherein:

the 1image pickup mechanism includes two 1image pickup
devices that are movable 1n the vehicle width direction;

the displayed image generation device moves the two
image pickup devices based on a result determined by
the operator determination portion 1n the vehicle width
direction, and

the displayed image generation device generates the ste-
reoscopic 1mage of the hand based on the parallax
images obtained from two 1image pickup devices moved
to the driver’s seat side 11t 1s determined by the operator
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determination portion that the operating portion 1s being,
operated from the driver’s seat side, and the displayed
image generation device generates the stereoscopic
image of the hand based on the parallax images obtained
from two 1mage pickup devices moved to the navigator’s
seat side 1f 1t 1s determined by the operator determination
portion that the operating portion 1s being operated from
the navigator’s seat side.

4. The operating device according to claim 1, wherein the
displayed image generation device stereoscopically displays,
in the display, an image portion in the operation menu 1image
that represents the operation switch, and displays the stereo-
scopic image of the hand while using a first reference plane of
zero height that 1s a plane offset by a predetermined height
from a display plane of the display.

5. The operating device according to claim 4, wherein the
image portion 1n the operation menu 1image that represents the
operation switch 1s stereoscopically displayed while the dis-
play plane of the display 1s used as a second reference plane
of zero height, and the predetermined height by which the
reference plane of zero height 1s offset from the display plane
of the display 1s substantially equal to a stereoscopic height of
the 1mage portion that represents the operation switch.

6. The operating device according to claim 4, wherein the
height of a finger of the hand displayed 1n the stereoscopic
image ol the hand from the display plane of the display when
the finger touches the operating portion 1s substantially equal
to a stereoscopic height of the image portion that represents
the operation switch 1n the operation menu 1mage.
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