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302
Monitor multimedia data flows

316 No

Congestion relieved?

Yes

218
Entries in flow drop table?

Yes

320
Determine which muitimedia data flows to remove from drop

fable (See Fig. 3C)

Figure 3A
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308
Analyze accounting infoermation in Incoming multimedia data

packet header

310
Identify flows of the lowest priority multimedia data packets

212
Randomly select an entire fiow of the lowest priosity

multimedia data packets

214
Maik the selected flow as dropped in the flow drop table
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Step 320

322
Analyze accounting mformation of mulimedia flows in the
drop table

324
|dentify flows of the highest priority multimedia data packets
in the drop table

228
Randomly select an entire flow of the highest pricrity

multimedia data packets in the drop table

328 ml
Mark the selected flow as removed from the drop table
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Yes

408

Randomly selact a flow from the high-priority queus to drop

408
Mark the seilected high-priority flow as dropped in the flow

drop table

[_______ 410
Mark all lower-priority flows as dropped in the flow drop
table

Figure 4(a)
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Yes

414
Randomly select a flow from the medium-priority queue to

drop

416
Mark the selected medium-priority flow as dropped in the
fiow drop table

418
Mark all lower-priority flows as dropped in the flow drop

table

RETURN

Figure 4(b)
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420
Low priority queue fuli? o

Yes

422
Eandmnlyse!eﬁaﬂmnﬁomﬂielmﬁoﬁtyqueuemdmp

424

Mark the selected low-priority flow as dropped in the flow
drop table

Figure 4(c)
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Detect a congestion condition
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614
FFor each destination of a
dropped flow, create a
notification message that
identifies all dropped
multimedia data flows to

the destination

see Fiqg. 6B
(see Fig. 6B)

616
Send the notification message
to the destination of the
dropped multimedia data
flows

Notification received by
dropped destination J

619
Dropped destination
performs an action

(possibly different for
different flows) |
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Step 606

626

Collect the accounting information for header (identifies
flow source as recipient of message)

628
For each dropped multimedia flow for this
source

630
Construct a first portion of the notification message
identifying a type and length of the value portion of the
notification message

632
Construct a “value” portion of the notification message
identifying the source and destination of the dropped
multimedia data flow

636
Add “type = end”

Figure 6B

Notification for a

single source,
multiple flows
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Step 614

646
Collect the accounting information for header (identifies
flow destination as recipient of message)

648
For each dropped multimedia flow for this
destination

650
Construct a first portion of the notification message
identifying a type and length of the value portion of the
notification message

52

Construct a “value® portion of the notification message
identifying the source and destination of the dropped
multimedia data flow

654
£nd Loop

636
Add “type = endt’

Figure 6C
Notification for a single
destination, multiple flows
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MULITIMEDIA DATA FLOW DROPPING
WITH NOTIFICATION

RELATED APPLICATION

This application 1s a continuation-in-part of U.S. patent
application Ser. No. 11/225,302, entitled “Multimedia Data
Flow Dropping” of Mark Litwack, that was filed on Sep. 12,
20035, which 1s herein incorporated by reference.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates generally to resource man-
agement and admission control of multimedia data flows and
more specifically to management of multimedia data flows
that are congested.

2. Description of Background Art

Multimedia data broadcast over an IP (Internet Protocol)
inirastructure 1s a well-known way of transmitting and receiv-
ing multimedia data 1n today’s information age. Unlike other
forms of data (like text data), multimedia data 1s dependent
upon an uninterrupted, constant flow of data packets (con-
stant bit rate or CBR), to maintain the quality of the data
received by an end user. The data packets in a multimedia data
flow for standard cable TV viewing proceed through the IP
network at a constant bit rate, such as 3.75 M bits per second
which corresponds to 356 IP packets/second. Multimedia
data flow for CATV or HDTV systems 1s transmitted through
the IP network to an end user’s set top box (STB). The set top
box 1s designed to recerve the multimedia data flow and
format the data properly for display on the user’s television.

Difficulties arise during management of multimedia data
over an IP network during times of congestion. CBR multi-
media data over IP networks cannot use conventional conges-
tion control techniques such as RED, WRED, etc. Applying
these methods causes severe degradation to all multimedia
data flows traversing the link. In conventional systems during
periods of congestion, all degraded multimedia data flows are
allowed to pass through the IP network and are received by
the set-top box. Because the STB 1s recetving some informa-
tion, albeit corrupted information, the STB 1s unable to detect
and report a problem to the data sender. Conventional con-
gestion control methods do not always preserve the integrity
of any of the multimedia data flows during a period of net-
work link congestion.

When congestion occurs 1n a conventional network, a need
arises to notily the source. Several congestion notification
techniques exist for notifying a source of a congestion con-
dition within a network. In Internet Control Message Protocol
(ICMP), a gateway within the IP network may send a source
quench message to an internet source of a multimedia data
flow 11 the multimedia data 1s being sent too fast for the
gateway to handle. A destination host may also send a source
quench message 1 multimedia data flows arrive too fast to be
processed. The source quench message 1s a request to the
source to decrease the rate at which 1t 1s sending multimedia
data flows to the internet destination. On receipt of a source
quench message, the source host decreases the rate at which 1t
1s sending traffic to a predetermined rate or pauses the traflic
to the specified destination for a predetermined period of
time.

Another method for congestion notification 1s forward-
explicit congestion notification (FECN) and backward-ex-
plicit congestion notification (BECN) within a Frame Relay
network. FECN 1nvolves a header bit transmitted by the
source (sending) terminal requesting that the destination (re-
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2

ceiving) terminal slow down its requests for data. BECN
(backward explicit congestion notification) involves a header
bit transmitted by the destination terminal requesting that the
source terminal send data more slowly. FECN and BECN are
controlled by a single bit contained in the Frame Relay frame
header. The Frame Relay frame header also contains a Dis-
card Eligibility (DE) bit, which 1s used to 1dentify less impor-
tant traffic that can be dropped during periods of congestion.

Significant drawbacks are present within the ICMP and
Frame Relay congestion notification techmques. The source
quench message of ICMP and Frame Relay are sent only to
the source. Moreover, the techniques do not take into consid-
eration the fact that in today’s media-rich environment, a
single entity on a network may be a source or destination for
multiple streams of data.

What 1s needed 1s an eflicient way of improving network
congestion notification.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a block diagram of a multimedia data over IP
network 1n accordance with an embodiment of the present
ivention.

FIG. 2A 1s a block diagram of a congestion control unit
operating during a period of un-congested flow, 1n accordance
with an embodiment of the present invention.

FIG. 2B 1s a block diagram of a congestion control unit
operating during a period of congested tlow, 1n accordance
with an embodiment of the present invention.

FIGS. 3A-3C are a series of tlow diagrams describing a
method for congestion control 1n a network 1n accordance
with an embodiment of the present invention.

FIGS. 4A-4C are a series of tlow diagrams describing a
method for determining which multimedia data tlows to drop
in accordance with a strict priority dequeuing embodiment of
the present invention.

FIG. 5 1s a block diagram of a multimedia data flow drop
table 1n accordance with an embodiment of the present inven-
tion.

FIGS. 6 A-6C are flow diagrams describing a method for
notilying a source and destination of one or more multimedia
data flows that the one or more multimedia data flows have
been dropped, according to an embodiment of the present
invention.

FIG. 7 1s a diagram 1llustrating a congestion notification
message, 1n accordance with an embodiment of the present
ivention.

DETAILED DESCRIPTION OF PREFERRED
EMBODIMENTS

A preferred embodiment of the present invention 1s now
described with reference to the FIGs where like reference
numbers indicate 1dentical or functionally similar elements.
Also 1n the FIGs, the leftmost digit(s) of each reference num-
ber correspond(s) to the FIG 1n which the reference number 1s
first used.

An embodiment of the present invention introduces a con-
gestion control mechamism for constant bit rate (CBR) mul-
timedia data flows 1n IP networks. A flow drop method within
a congestion control unit of the present invention chooses a
subset of multimedia data flows to drop, 1n whole, to alleviate
a congestion condition. Substantial benefits are provided by
the claimed invention. After the congestion condition 1s
detected and the congestion control unit begins dropping
multimedia data flows, the remaining multimedia data flows
are no longer degraded for the end user, as compared to
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conventional congestion management systems. Also, the
complete drop of only a portion of the multimedia data flows
allows those user devices associated with the dropped tlows to
detect the problem and take corrective or alternate action.

According to an embodiment, the present invention 1s
invoked by a congestion condition being reached, or by a
configurable bandwidth threshold. After detecting the con-
gestion condition, the flow drop method randomly selects one
or more of the multimedia data flows to be dropped. This
randomly selected flow 1s completely dropped from the data
transmission. If congestion continues, another tlow, as deter-
mined by the congestion control unit, 1s dropped, and so on,
until congestion subsides or the configurable bandwidth
threshold 1s reached.

FIG. 1 1s a block diagram of multimedia data over an IP
network 1n accordance with an embodiment of the present
invention. The multimedia data over IP network of FIG. 1
contains a first multimedia data source 102 and a second
multimedia data source 104 communicatively coupled, via a
wired or wireless connection 130, to an IP network 112. The
first multimedia data source 102 produces a first and a second
multimedia data flow 106, 108 of constant bit rate multimedia
data and the second multimedia data source 104 produces a
third multimedia data tlow 110 of constant bit rate video data.
Each multimedia data flow 1s passed to the IP network 112 by
way of the wired or wireless connection 130. The multimedia
data flows 106, 108, 110 contain a sequence of multimedia
data packets that represent one or more streams of multimedia
data. An example of a multimedia data flow containing a
single stream of data 1s video-on-demand, carried in MPEG
Single Program Stream format. An example of a multimedia
data flow containing multiple streams of data i1s network
television programming (each stream represents a different
television program), carried in MPEG Multiple Program
Stream format. A skilled artisan will appreciate various
embodiments similar to the one described 1n FIG. 1 where any
particular number of multimedia data sources are available,
cach producing one or more tlows of constant bit rate multi-
media data into IP network 112.

Within the IP network 112 1s a first router 114, a second
router 118, and a third router 116. IP network 112 1s commu-
nicatively coupled, via a wired or wireless connection 140, to
an end user’s set-top-box (STB) 120. First router 114, second
router 118, and third router 116 determine the next network
point to which a data packet within a particular multimedia
data flow should be forwarded, enroute to 1ts destination. First
router 114, second router 118, and third router 116 also create
or maintain a table of the available routes for a given multi-
media data flow and use this information to determine a route
for packets 1n the given multimedia data flow to proceed
through the IP network 112. A skilled artisan will envision a
multimedia data over IP network with any number of routers
within the network arranged to determine routes for transmit-
ting multimedia data flow from a variety of multimedia
sources to one or more destinations (1.€., one or more STBs).

FIG. 2 A 1s a block diagram of a congestion control unit 200
operating during a period of un-congested tlow, 1n accordance
with an embodiment of the present invention. The congestion
control unit 200 diagramed 1n FIGS. 2A and 2B can be imple-
mented on any number of the routers within the IP network
112 of FIG. 1. A flow drop method (or unit) 208, within the
congestion control unit 200, 1s designed to monitor multime-
dia data flow between one or more mgress 1interfaces and an
egress interface 210 of the particular router that 1s hosting the
congestion control unit 200. The flow drop method operates
on the construct of a logical egress queue 207 and a physical
egress mterface 210. The term “logical” 1s used because spe-
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4

cific implementations may distribute queuing to multiple
components within the device, including the physical ingress
interfaces.

FIG. 2A shows six different 1.0 Gbps multimedia data
flows passing between the egress queue 207 and the egress
interface 210. The tlow drop method 208 determines there 1s
a total of 6.0 Gbps of available bandwidth between the egress
queue 207 and the egress interface 210 of this particular
router. In this example, the congestion control unit 200 1s
operating 1n an un-congested state because the total amount
(6.0 Gbps) of multimedia data tlow attempting to exit the
egress interface 210 1s less than or equal to the available
bandwidth (6.0 Gbps). A congestion condition has not been
reached therefore, the flow drop method 208 does not drop
any multimedia data flows. In another embodiment, a skilled
artisan will appreciate that a varnety of different incoming
multimedia data flows that occupy any particular amount of
available bandwidth as required by a particular application.

The individual multimedia data flows, as shown 1n FIG.
2 A, contain certain information that 1s used by the flow drop
method 208 to determine at least one of the source, destina-
tion, or priority level of a particular flow of multimedia data
attempting to pass through the egress interface 210. A more
detailed discussion of the information used to define a par-
ticular multimedia data tflow 1s addressed below.

As shown 1n FIG. 2A, incoming multimedia data flow can
be categorized by the particular priority level of the multime-
dia data flow. In FIG. 2A, an incoming multimedia data tlow
1s categorized as a high 202, medium 204, or low 206 priority.
The priority level 1s defined, for example, by the source and
destination information embedded within the header infor-
mation of data packets within a particular multimedia flow, or
it could be directly encoded in the IP ToS/DSCP (Type of
Service or Differentiated Services Code Point) field. There
may also be additional information mm a multimedia data
packet, such as RTP (Real-Time Protocol) header informa-
tion, that routers may want to examine to determine priority
information. In an embodiment, priority levels are critical
broadcast data (high prionty), paid for video-on-demand
(medium priority), and free video-on-demand (low priority).
A skilled artisan will appreciate that any variety of priority
levels that can be assigned to the mncoming multimedia data
flows passing through egress interface 210. Other embodi-
ments may use more or fewer priority levels depending on the
particular constraints of the network.

In an embodiment, within a network router, a separate
logical egress queue (or multiple queues) can be established
to store multimedia data tlows of a particular prionty level to
be sent out egress iterface 210. The congestion control unit
200, operating on the logical egress queue 207, and the tlow
drop method 208 make decisions as to which queue 1s filled 1f
there are multiple queues present within egress queue 207.
These decisions are based on values in the multimedia data
flow header, such as IP addresses, UDP port numbers, and
DSCP/TOS values, using well-known routing techniques.
The flow drop method 208 can be implemented 1n either
hardware or software.

FIG. 2B 1s a block diagram of a congestion control unit 200
operating during a period of congested tlow, 1n accordance
with an embodiment of the present invention. FIG. 2B con-
tains three 1.0 Gbps multimedia data flows assigned with a
high priority 212, four 1.0 Gbps multimedia data flows
assigned with a medium priority 214, and three 1.0 Gbps
multimedia data flows assigned with a low priority 216. The
total multimedia data flow 1nto the logical egress queue 207 1s
10.0 Gbps. In FIG. 2B, flow drop method 208 determines
there 1s only 6.0 Gbps available bandwidth at the egress
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interface 210. In this embodiment, the congestion control unit
200 1s operating 1n a congested state. A congestion condition
has been reached because the total amount (10.0 Gbps) of
multimedia data entering the egress queue 207 1s greater than
the available bandwidth (6.0 Gbps) of the egress interface
210. In another embodiment, a congestion condition 1is
reached when the total amount of multimedia data entering,
the egress queue 207 1s at 99% of the available bandwidth at
the egress interface 210. In another embodiment, a congestion
condition 1s determined when one or more egress queues are
tull. A skalled artisan will appreciate that a variety of methods
can be used to determine a congestion condition. In general,
any particular condition that 1s causing sustained packet loss
can be considered a congestion condition. In an embodiment,
a congestion condition can be determined when a particular
flow of multimedia data 1s losing one multimedia data packet
per second of data.

When a congestion condition has been reached, the flow
drop method 208 1s adapted to drop lower priority multimedia
data flows. A more detailed discussion of dropping multime-
dia data flows occurs later on. Once an appropriate number of
multimedia data flows have been dropped, the congestion
condition 1s relieved and the flow of multimedia data flows
from the logical egress queue 207 to the egress interface 210
returns to an un-congested state. Here, tlow drop method 208
drops all of the low prionty flows (8, 9, 10) and one randomly
chosen medium priorty tlow (6). Dropped packets are logged
or archived in memory 220. The flow dropping method of the
present invention 1s adapted to drop all packets and streams
associated with a particular tlow that 1s marked as dropped. In
certain embodiments, because an entire flow 1s being
dropped, the source receives some form of notification that
the flow has been dropped, thus discontinuing the transmis-
sion of that particular flow. The recerver of a dropped tlow
may also receive a notification that the flow has been dropped
by the network. Certain accounting information, including,
UDP, IP, RTP source and destination addresses, can be used to
identify a packet as a member of a particular tlow when
determining which flows to drop. The accounting information
can also aid 1n the determination of the priority level of a
particular multimedia data flow.

FIGS. 3A-3C are a series of flow diagrams describing a
method for congestion control in a network in accordance
with an embodiment of the present invention. In FIG. 3A, the
congestion control umt 200 monitors 302 the flow of multi-
media data flows mto egress queue 207. In an embodiment, a
network router, similar to the routers shown in FIG. 1, con-
tains the egress interface 210 and congestion control unit 200.
The frequency with which the congestion control unit 200
monitors the flow of multimedia data depends on the con-
straints of the particular network that 1s hosting the conges-
tion control unit 200. The rate at which the flows are moni-
tored can be based on available router resources, such as
suificient CPU power. In another embodiment, the invocation
of the tlow drop method 208 can be on-demand, triggered by
the detection of a congestion condition. In an embodiment,
monitoring the multimedia data flows can occur once every
second, once every half-second, or once every minute. Other
embodiments can support monitoring multimedia data flows
more or less frequently.

Within the congestion control unit 200, the flow drop
method 208 monitors 302 the multimedia data flows and
determines 304 whether a congestion condition occurs. If no
congestion occurs, the flow drop method 208 instructs the
congestion control unit 200 to continue monitoring the flow
of multimedia data flows until a congestion condition does
occur. Once a congestion condition occurs, the flow drop
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method 208 determines 306 which tlow or sets of tlows are to
be dropped 1n order to relieve 316 the congestion condition.

The determination of which tlows are dropped by tlow drop
method 208 continues 1n FIG. 3B. The flow drop method 208
analyzes 308 the accounting information embedded within
the header of an incoming multimedia data packet and 1den-
tifies 310 flows of the lowest priority multimedia data pack-
ets. The tflow drop method 208 then randomly selects 312 an
entire flow of the lowest priority multimedia data packets and
marks 314 the selected tlow as dropped 1n a tlow drop table. In
another embodiment, the flow drop method 208 1s capable of
estimating how many lower priority multimedia data flows 1n
a set of tlows are needed to alleviate the congestion condition.
The flow drop method 208 adds up the bandwidth for each
lower priority flow and compares the sum with the available
bandwidth to determine how many flows, 1n a set of flows, to
drop from the network. In this embodiment, the method then
drops the estimated set of multimedia data flows to alleviate
the congestion condition. The dropped multimedia data flows
(or information about them) are then logged or archived 1n
memory unit 220, and the method returns the congestion
control unit 200 to monitoring multimedia data tlows. In an
embodiment, accounting information about the non-dropped
multimedia data flows 1s also recorded and used for later
calculations.

The tlow drop method 208 1s adapted to continue dropping,
flows until the congestion condition 1s relieved. Once the
congestion condition 1s relieved 316, the flow drop method
208 determines 318 whether any entries remain 1n the flow
drop table. If the flow drop method 208 determines there are
entries 1n the tlow drop table, the flow drop method 208 1s
adapted to carry out the steps outlined 1n FIG. 3C for remov-
ing entries from the flow drop table. It the flow drop method
determines 1n step 318 that no entries remain 1n the flow drop
table, then the method 1s complete.

The determination of which flows are removed by tlow
drop method 208 from the flow drop table continues 1n FIG.
3C. The flow drop method 208 analyzes 322 the accounting
information embedded within the header of any multimedia
data flows listed in the flow drop table. The flow drop method
208 identifies 324 flows of the highest priority multimedia
data packets in the drop table and randomly selects 326 an
entire flow of the highest priority multimedia data packets.
The flow drop method 208 marks 328 the selected flow as
removed from the flow drop table and the selected flow 1s
allowed to pass through the network. In another embodiment,
the flow drop method 208 1s capable of estimating how many
higher priority multimedia data tlows 1n a set of flows can be
allowed to return to the network without re-introducing the
congestion condition. The flow drop method adds up the
bandwidth for each higher priority tlows 1n the drop table and
compares the sum with the available bandwidth to determine
how many tlows, in a set of flows, to release back into the
network. In this embodiment, the flow drop method 208
removes the estimated set of multimedia data flows from the
flow drop table without re-introducing the congestion condi-
tion. After the flow drop method 208 determines 320 which
multimedia data tlows to remove from the drop table, the
method 1s complete.

FIGS. 4A-4C are a series of flow diagrams describing a
method 400 for determining which multimedia data tlows to
drop 1n accordance with a strict priority dequeuing embodi-
ment of the present invention. The method described 1n FIGS.
4 A-4C assumes that incoming multimedia data packets at an
egress interface (like those shown in FIG. 1) are sorted
through a strict priority queuing basis. During strict priority
queuing, multimedia data packets arriving at the egress queue
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are sorted 1nto one or more queues based on their priority. The
priority can be ascertained by examining the TOS or DSCP
header bits or other header information within the multimedia
data packet. A dequeuing and transmitting algorithm
dequeues the packets on a strict priority basis: I1 the highest
priority queue has a packet to be sent 1t 1s sent immediately, 1T
there 1s no packet in the highest priority queue, then the next
highest priority queue 1s examined, and so on. If a packet 1s
found 1n a queue it 1s sent and the dequeuing algorithm starts
from the beginming at the highest priority queue. This method
guarantees that all packets in a higher priority queue are sent
betfore any other lower priority queue. Congestion starves the
lower priority queues, and 1n severe congestion they are not
able to send any packets at all.

The congestion control unit 200 1s adapted to monitor
multimedia data flows 1n a strict priority dequeuing embodi-
ment. In this embodiment, when the flow drop method 208
detects a full egress queue 1n step 304 of FIG. 3 A, the method
208 15 adapted to begin dropping all packets 1n a multimedia
data flow or all packets 1n multiple multimedia data flows to
combat the congestion condition. A process 400 for determin-
ing which flow or sets of flows to drop from the flow 1is
outlined i FIGS. 4A-4C for an IP network that supports
multimedia data tlows of at least three different priorty lev-
els, like those shown 1n FIG. 2B.

Initially, the flow drop method 208 determines 404 if the
high priority queue 1s full. If the high priority queue 1s tull, the
flow drop method 208 randomly selects 406 a high-priority
flow to drop and marks 408 the selected high-prionty flow as
dropped 1n the flow drop table. The flow drop method 208
then marks 410 all multimedia data flows 1n the lower priority
queues as dropped 1n the flow drop table. The dropped mul-
timedia data flows (or mformation about them) are then
logged or archived in memory unit 220 and the method 208
returns the congestion control unit 200 to step 316. In another
embodiment, the tlow drop method 208 1s capable of estimat-
ing how many high-priority multimedia data tlows, 1n a set of
high-priority flows, to drop 1n order to alleviate the conges-
tion condition. In this embodiment, the method then drops the
estimated set of high-priority multimedia data flows, along
with all multimedia data flows from the lower priority queues,
to alleviate the congestion condition.

If the flow drop method 208 determines 404 that the high-
priority queue 1s not full, the method moves to F1G. 4B where
it determines 412 11 the medium-priority queue within egress
interface 210 1s full. If the medium priority queue 1s 1ull, the
flow drop method 208 randomly selects 414 a medium-prior-
ity tlow to drop and marks 416 the selected medium-priority
flow as dropped 1n the flow drop table. The tlow drop method
208 then marks 418 all multimedia data flows in lower prior-
ity queues as dropped 1n the flow drop table. The dropped
multimedia data flows (or information about them) are then
logged or archived in memory unit 220 and the method 208
returns the congestion control unit 200 to step 316. In another
embodiment, the flow drop method 208 1s capable of estimat-
ing how many medium-priority multimedia data flows, 1n a
set of medium-priority flows, to drop 1n order to alleviate the
congestion condition. In this embodiment, the method then
drops the estimated set of medium-priornity multimedia data
flows, along with all multimedia data flows from the lower
priority queues, to alleviate the congestion condition.

If the flow drop method 208 determines 412 that the
medium-priority queue 1s not full at the egress interface 210,
the method moves to FIG. 4C where 1t determines 420 if the
low priority queue 1s full. If the low priority queue 1s tull, the
flow drop method 208 randomly selects 422 a low-priority
flow to drop and marks 424 the selected low-priority tlow as
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dropped 1n the tlow drop table. The dropped multimedia data
flows (or information about them) are then logged or archived
in memory unit 220 and the method 208 returns the conges-
tion control unit 200 to step 316. In another embodiment, the
flow drop method 208 i1s capable of estimating how many
low-priority multimedia data flows, 1n a set of low-priority
flows, to drop 1n order to alleviate the congestion condition. In
this embodiment, the method then drops the estimated set of
low-priority multimedia data flows to alleviate the congestion
condition. If the low priority queue 1s not full then the flow
drop method ends.

FIG. 5 15 a block diagram of a multimedia data tflow drop
table 506 in accordance with an embodiment of the present
invention. FIG. 5 contains an incoming flow of multimedia
data 502 containing packets from three different incoming
flows; a multimedia data flow drop table 506; and an outgoing
flow of multimedia data 504 containing packets from two
flows. Packets of flow 3 have been marked as dropped due to
the presence ol a congestion condition.

In this embodiment, flow drop table 506 contains at least
two fields:; a flow 1dentification field and a flow drop field.
Flow drop table 506 1s capable of supporting one or more
multimedia data tlows, as determined by the network admin-
istrator. The tflow 1dentification field contains certain account-
ing mformation that allows the congestion control unit 200
the ability to uniquely identily the source, destination, and
priority of a particular multimedia data flow. This information
umquely 1dentifies multimedia data packets belonging to the
multimedia tflow. The tlow 1dentification field can be defined
by source IP, source UDP, source RTP, destination IP, desti-
nation UDP, and destination RTP. In another embodiment, the
flow 1dentification field can be defined by the destination IP
and the destination UDP. The flow 1dentification field can also
contain a numerical designation representing a particular
multimedia data flow passing through the IP network. The
flow drop field contains a symbolic designation representing
that a particular flow has been marked to be dropped. One
skilled 1n the art will appreciate other embodiments of tlow
drop table 506 that contain only the flow identification field
and the flow drop field.

FIG. 5 represents a graphical display of packets of a par-
ticular multimedia data flow (number 3) being selected from
an incoming flow 3502 of multimedia data flow data and
marked for dropping 1n the flow drop table 506. The outgoing
flow 504 of multimedia data does not contain packets from
multimedia data flow number 3 as 1t has been dropped com-
pletely. By completely dropping all packets of multimedia
data flow number 3, multimedia data flow numbers 1 and 2 are
able to pass through an IP network, uncorrupted, shortly after
a congestion condition has been detected.

FIGS. 6 A-6C are flow diagrams describing a method for
notifying a source and destination of one or more multimedia
data tlows have that the one or more multimedia data flows
have been dropped, according to an embodiment of the
present invention. FIG. 6B describes a method for sending a
notification message to a source. FIG. 6C describes a method
for sending a notification message to a destination. As
described above 1n relation to FIG. 2 and FIGS. 4A-4C, and
illustrated 1in FIG. 6 A, the flow drop method 208 1s adapted to
detect 602 a congestion condition and drop 604 all multime-
dia data packets from one or more marked multimedia data
flows. It will be understood that the multiple dropped multi-
media datatlows may not all have the same source or desti-
nations. Preferred embodiments of this mvention combine
notification for multiple dropped multimedia data flows 1nto
cach notification message 11 there are multiple dropped tlows
for the receiver of the message. A notification message 1s sent
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to each of the sources of multiple dropped tlows and a noti-
fication message 1s sent to each of the destinations of multiple
dropped multimedia flows. Because not all flows have the
same source and destination and because each notification
message can refer to more than one data flow, separate noti-
fication messages are needed for the various sources and

destinations.

As shown 1n FIG. 6A, the flow drop method 208 creates
606/614 a notification message for each source of a dropped
multimedia data flow. Each of these notification messages to
a source or a destination can refer to more than one dropped
flow. More details on the creation of a notification message
for sources are discussed later in relation to FIGS. 6B and 7.

Once anotification message is created 606 for the source of
cach dropped tlow (also called a “dropped source”), the flow
drop method 208 sends 608 a notification message to each of
the sources of the dropped multimedia data flows. When the
notification message 1s received 610 by the dropped source,
the source of the dropped multimedia data flows discontinues
614 transmission of the dropped multimedia data flows.

As also shown in FIG. 6A, for each destination of a
dropped flow, the tlow drop method 208 creates 614 a notifi-
cation message for each destination of a dropped multimedia
data tflow. Each of these notification messages can refer to
more than one dropped flow. More details on the creationof a
notification message for destinations are discussed later in
relation to FIGS. 6C and 7.

Once a notification message 1s created 614 for the destina-
tion of each dropped flow (also called a “dropped destina-
tion”), the tlow drop method 208 sends 616 a notification
message to each of the destinations of the dropped multime-
dia data flows. When the notification message 1s recerved 618
by the dropped destination, each destination of the dropped
multimedia flows performs 619 at least one predetermined
action, such as displaying a notice that the multimedia data
flow has been temporarily dropped. Another example of an
action taken by a destination recerving notice that a multime-
dia flow has been dropped 1s that the destination re-requests
the stream to be sent after a timeout. In this situation, for
example, the source might use the information and/or report
it to an upstream management system to help correlate the
failure. In some embodiments, the different destinations per-
form different predetermined actions. In some embodiments,
any single destination may perform different predetermined
actions for different dropped tlows.

It will be noted that in the described embodiment, notifi-
cation messages are sent to both the source and destination of
a dropped multimedia data flow. Because multiple dropped
data tlows are included 1n these packets, the notification mes-
sages are sent to the source and destination

In FIG. 6B, a flow diagram illustrates a method for creating
a notification message for a source of one or more dropped
multimedia data flows, according to an embodiment of the
present invention. It will be understood that such a notifica-
tion message 1s created for each source of one or more
dropped flows. Initially, the tflow drop method 208 1s adapted
to collect 626 information for the notification header, 1denti-
tying the source as the recipient of the notification message.
Next, for each 628 dropped multimedia data flow from the
source, the tlow drop method 208 constructs 630 a {irst por-
tion of the notification message 1dentifying a type and length
of the value portion of the notification message. The type
corresponds to a “nofification” type. Next, the tlow drop
method 208 constructs 632 a “value” portion of the notifica-
tion message that uniquely identifies the dropped multimedia
data tlow.
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This “value™ portion™ can contain any information that
identifies the multimedia data flow. For example, the value
portion might contain information extracted from multimedia
data flow packets such as a unique IP source and IP detination
address for the dropped flow. As another example, the value
portion might contain a UDP source port and a UDP destina-
tion port of the dropped tlow. Elements 630 and 632 are
repeated 634 for each flow dropped from this source. Lastly,
a type of “end” 1s added to indicate the end of the notification
message and the notification message 1s ready to be sent, so
the flow drop method 208 returns to step 608 of FIG. 6A.

In FI1G. 6C, a flow diagram 1llustrates a method for creating,
a notification message for a destination of one or more
dropped multimedia data tlows, according to an embodiment
of the present imvention. It will be understood that such a
notification message 1s created for each destination of one or
more dropped flows. Initially, the flow drop method 208 1s
adapted to collect 646 information for the notification header,
identifying the flow destination as the recipient of the notifi-
cation message. Next, for each 648 dropped multimedia data
flow to the destination, the flow drop method 208 constructs
650 a first portion of the notification message identifying a
type and length of the value portion of the notification mes-
sage. The type corresponds to a “notification” type. Next, the
flow drop method 208 constructs 652 a “value™ portion of the
notification message identifying the dropped multimedia data
flow. This “value” portion” can contain any information
extracted from the multimedia data tlow packets that 1denti-
fies the multimedia data flow. For example, the value portion
might contain a unique IP source and IP destination address
for the data flow. As another example, the value portion might
contain a UDP source port and a UDP destination port of the
dropped flow. Elements 630 and 632 are repeated 634 for each
flow dropped for this destination. Lastly, a type of “end” 1s
added to indicate the end of the notification message and the
notification message 1s ready to be sent, so the flow drop
method 208 returns to step 616 of F1G. 6A.

FIG. 7 1s a diagram 1illustrating a format of a congestion
notification message 700, 1n accordance with an embodiment
of the present invention. As described in FIGS. 6A-6C, the
flow drop method 208 1s adapted to construct and send noti-
fication messages 700 to the source(s) and destination(s) of
dropped data flows 1n response to determining that entire
multimedia data flows are to be dropped. Each notification
message can reference multiple data flows. In an embodi-
ment, the notification message 700 has a header 702 and a one
or more ficlds 704/704'. Also, the notification message con-
tains an end field 706 indicating that the end of the notification
message has been reached. It will be understood that the
notification message can contain other fields not shown
herein.

In an embodiment, the source of the notification message 1s
an in-line router located within the network. In some embodi-
ments, a notification message 1s sent {from a node or entity
dedicated to that function instead of by the node or entity that
made a decision to drop the multimedia data flow. Thus, 1n
some embodiments, the function of sending notification
packets can be offloaded to a separate functional unit.

The header 702 of the notification message 700 1dentifies,
among other things, a destination of the notification message,
such as an IP address of the flow source or flow destination
that will receive the notification message. Other embodi-
ments may contain, for example, a UDP port number for the
destination of the notification message.

Each of the fields 704/704" of the notification message
contain information identifying a dropped multimedia data
flow. The information also includes a type of “notification™
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and a length of the value information. The value information
identifies a dropped multimedia data flow. Here, a message
sent to a source might identily a first subgroup of the multi-
media tlows to be dropped (1.e., the dropped flows originating
at that source). A message sent to a destination might identity
a second subgroup of the multimedia tlows to be dropped (1.¢.,
the dropped tlows destined for that destination). In another
embodiment, the value information contains at least an IP
address for the source of the dropped multimedia data flow
and an IP address for a destination of the dropped multimedia
data flow since these two pieces of information are sufficient
to 1dentily a multimedia data flow. In another embodiment,
the value information contains at least an IP address for the
source of the dropped multimedia data flow, an IP address for
the destination of the dropped multimedia data flow, a UDP
port number for the source of the dropped multimedia data
flow, and a UDP port number for the destination of the
dropped multimedia data flow. In another embodiment, the
value information contains at least an IP address for the
source of the dropped multimedia data flow, a IP address for
the destination of the dropped multimedia data flow, a UDP
port number for the source of the dropped multimedia data
flow, a UDP port number for the destination of the dropped
multimedia data flow, an RTP address header for the source of
the dropped multimedia data flow, and an RTP address header
for the destination of the dropped multimedia data flow. In an
embodiment, the specific value information stored within
field 704/704' 1s a user-configurable value. One of ordinary
skill 1n the art will appreciate that the value information
contains at least enough information to suificiently identily
the dropped multimedia data flow.

In an embodiment, the field 704 1s packaged 1n a value field
of a type-length-value (TLV) encoded payload. In this
embodiment, the length field of the type-length-value
encoded payload determines the size (1n bytes or any particu-
lar unit) of the second set of accounting information packaged
within the value field of the TLV encoded payload. In an
embodiment, the length of the TLV encoded payload repre-
senting the size of the second set of accounting information 1s
64 bytes. In an embodiment, the length and value fields 1n the

TLV encoded payload are user-configurable values that can
be set to a length and value sufficient to uniquely 1dentify the
multimedia data flow that has been dropped. The type field of
the type-length-value encoded payload identifies what type of
multimedia data 1s 1dentified by the second set of accounting,
information. In an embodiment, the number of fields 704' in
stored 1n a notification message 700 depends upon a network
maximum transmission limit. In the case that the notification
message 700 exceeds the network maximum transmission
limat, the tlow drop method 208 1s adapted to create additional
notification messages 700 that alert the source and destination
of the dropped multimedia data flows regarding the status of
all of the dropped multimedia data flows. In an embodiment,
a network maximum transmission unit1s 1500 bytes, as 1s the
case with Ethernet.

Once the notification message 700 1s created, the flow drop
message 1s adapted to send the message 700. The notification
message 700 can be sent based upon a variety of conditions.
In an embodiment, the message 700 1s sent when the message
exceeds the network maximum transmission limit. In an
embodiment, the message 700 1s sent when the processing of
the drop table 506 1s complete and the flow drop method 208
determines that no multimedia data flows remain to be
dropped. In an embodiment, the notification message 700 1s
sent when an administrative configurable timeout occurs,
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which can be 100 milliseconds, or any particular time suitable
to the particular network constraints envisioned by the net-
work administrator.

As will be understood by those familiar with the art, the
invention may be embodied 1n other specific forms without
departing from the spirit or essential characteristics thereof.
Likewise, the particular naming and division of the modules,
managers, features, attributes, methodologies and other
aspects are not mandatory or significant, and the mechanisms
that implement the invention or its features may have difier-
ent names, divisions and/or formats. For example, modules
can be implemented as portions of computer readable instruc-
tions contained 1n a memory of a data processing system and
executed by a processor of the data processing system. In one
embodiment, computer-executable istructions may be con-
tained on a computer readable medium that 1s included 1n a
computer program product. Furthermore, as will be apparent
to one of ordinary skill in the relevant art, the modules, man-
agers, features, attributes, methodologies and other aspects of
the mvention can be implemented as software, hardware,
firmware or any combination of the three. Of course, wher-
ever a component can be implemented as a standalone pro-
gram, as part of a larger program, as a plurality of separate
programs, as a statically or dynamically linked library, as a
kernel loadable module, as a device driver, and/or in every and
any other way known now or 1n the future to those of skill 1in
the art of computer programming.

In another embodiment, a separate network entity provides
congestion relieving services to one or more network entities,
such as routers or other network nodes, by performing the
sending of notification messages (as described above) at the
behest of the entity, once when the entity has determined
which data flows to drop.

While the present invention has been described with refer-
ence to certain preferred embodiments, those skilled in the art
will recognize that various modifications may be provided.
For example, certain embodiments employ multiple applica-
tion servers, acting in cooperation to perform a function or
request. Any of the above functions or requests can be sent

across a network, or using local cables such as IEEE1394,
Universal Serial Bus, or wireless networks such as IFEE
802.11 or IEEE 802.15 networks, in any combination. Varia-
tions upon and modifications to the preferred embodiments
are provided for by the present invention, which 1s limited
only by the following claims.

What 1s claimed 1s:
1. A method for correcting a congestion condition within a
network by a device 1n the network, comprising:

recewving, by the device, a plurality of data packets to be
forwarded by the device, each data packet being associ-
ated with one of a plurality of multimedia data flows via
header information 1n the respective data packet;

from the plurality of multimedia data flows, identifying at
least a first multimedia data flow to be dropped by the
device to relieve the congestion condition within the
network, based on a priority level associated with the
first multimedia data flow, wherein a second multimedia
data tlow of the plurality of multimedia data flows 1s not
identified to be dropped;

torwarding data packets associated with the second multi-
media data flow and not data packets associated with the
first multimedia data flow, wherein the data packets
associated with the first multimedia data flow are
dropped;
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sending a {irst notification message to a source from which
the first multimedia data flow originates 1n the network,
to 1nstruct the source to stop sending the first multimedia
data flow; and

sending a second notification message to a destination of

the first multimedia data flow, to instruct the destination
to perform a predefined action responsive to the device
identifying the first multimedia data flow to be dropped.

2. The method of claim 1, wherein the device comprises an
in-line router located within the network.

3. The method of claim 2, wherein a count of data flows 1n
the first multimedia data flow 1s a user-configurable value.

4. The method of claim 1, wherein the first notification
message contains information identifying the first multime-
dia data flow, where the first multimedia data flow 1s to be
dropped by the source.

5. The method of claim 4, wherein the information 1denti-
tying the first multimedia data flow includes at least an IP
address for the source of the noftification message, an IP
address for the source of the first multimedia data flow, a UDP
port number for the source of the notification message, and a
UDP port number for the source of the first multimedia data
flow.

6. The method of claim 4, wherein the information 1denti-
tying the first multimedia data flow includes at least an IP
address for the source of the first multimedia data flow and an
IP address for each destination of the first multimedia data
flow.

7. The method of claim 4, wherein the information 1denti-
tying the first multimedia data flow includes at least an IP
address for the source of the first multimedia data flow, an IP
address for the destination of first multimedia data flow, a
UDP source port number for the source of the first multimedia
data flow, a UDP destination port number for the destination
of the first multimedia data flow, an RTP address header for
the source of the first multimedia data flow, and an RTP
address header for the destination of the first multimedia data
flow.

8. The method of claim 4, wherein the information 1denti-
tying the first multimedia data tlow 1s packaged in a value
field of a type-length-value encoded payload, wherein the

first multimedia data flow 1s to be dropped by the source.

9. The method of claim 1, wherein the second notification
message contains information identifying the first multime-
dia data flow, where the first multimedia data flow i1s to be
dropped by the destination.

10. The method of claim 9, wherein the information i1den-
tifying the first multimedia data flow includes at least an 1P
address for the source of the first multimedia data flow, an IP
address for the destination of the first multimedia data flow, a
UDP source port number for the source of the first multimedia
data flow, a UDP destination port number for the destination
of the first multimedia data flow, an RTP address header for
the source of the first multimedia data flow, and an RTP
address header for the destination of the first multimedia data
flow.

11. The method of claim 9, wherein the information i1den-
tifying the first multimedia data flow includes at least an IP
address for the source of the first multimedia data flow and an
IP address for each destination of the first multimedia data
flow.

12. The method of claim 9, wherein the information 1den-
tifying the first multimedia data flow includes at least an 1P
address for each source of the first multimedia data flow, an IP
address for the destination of the first multimedia data flow, a

10

15

20

25

30

35

40

45

50

55

60

65

14

UDP port number for the source of the first multimedia data
flow, and a UDP port number for the destination of the first
multimedia data flow.

13. The method of claim 12, wherein a count of data flows
in the first multimedia data flow depends upon a network
maximum transmission limit.

14. The method of claim 1, wherein the destination of the
first multimedia data flow 1s a set-top-box.

15. The method of claim 1, wherein the destination of the

first multimedia data flow 1s a cable modulator that 1s serving
a set-top-box.

16. The method of claim 1, wherein the device includes a
plurality of prioritized queues, wherein the priority level
associated with each data packet 1s determined based on the
header information associated with the respective data
packet, and wherein each data packet 1s stored 1n a prioritized
queue selected from the plurality of prioritized queues, based
on the priority level of the respective data packet;

wherein the congestion condition 1s determined to exist

when a prioritized queue of the plurality of prioritized
queues 1s Tull, wherein the prioritized queue that 1s full
stores at least two multimedia data flows, and wherein
the first multimedia data tlow 1s selected randomly from
the at least two multimedia data flows;

wherein the predefined action comprises at least one of: (1)

outputting an indication that the first multimedia data
flow has been dropped; and (11) upon a predetermined
time period elapsing, requesting the source to re-send
the first multimedia data flow;

wherein a plurality of multimedia data flows are 1dentified

to be dropped, wherein the plurality of multimedia data
flows 1ncludes the first multimedia data flow, wherein a
first subset of the plurality of multimedia data flows
originate from the source, wherein a second subset of the
plurality of multimedia data tlows 1s to be forwarded by
the destination, wherein the second subset 1s different
from the first subset;

wherein the first notification message 1nstructs the source

to stop sending the first subset of the plurality of multi-
media data flows, and wherein the second notification
message 1s sent to a destination of the first multimedia
data flow, to instruct the destination to perform the pre-
defined action.

17. A computer program product imncluding a non-transi-
tory computer-readable medium having computer-executable
instructions contained thereon, the computer-readable
istructions capable of causing a computer of a network
device 1n a network to perform the following;:

receving, by the computer of the network device, a plural-

ity of data packets to be forwarded by the network
device, each data packet being associated with one of a
plurality of multimedia data flows via header informa-
tion 1n the respective data packet;

recerving an 1dentification of at least a first multimedia data

flow of the plurality of multimedia data tflows, to be
dropped by the network device to relieve a congestion
condition within the network, wherein the identification
1s based on a prionty level associated with the first
multimedia data flow, wherein no identification of a
second multimedia data flow of the plurality of multi-
media data flows 1s received, and wherein the network
device 1s configured to forward data packets associated
with the second multimedia data tflow and not data pack-
ets associated with the first multimedia data flow,
wherein the data packets associated with the first multi-
media data flow are dropped;
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sending a {irst notification message to a source from which
the first multimedia data flow originates, to instruct the
source to stop sending the first multimedia data flow; and

sending a second notification message to a destination of
the first multimedia data flow, to instruct the destination
to perform a predefined action responsive to the 1denti-
fication of the first multimedia data flow to be dropped
by the network device.

18. A system, comprising:

a module that recetves a plurality of data packets to be
forwarded by the system, each data packet being asso-
ciated with one of a plurality of multimedia data flows
via header information 1n the respective data packet;

a module that receives an 1dentification of at least a first
multimedia data flow to be dropped by the system to
relieve a congestion condition 1n a network, wherein the
identification 1s based on a priority level associated with
the first multimedia data flow, wherein no 1dentification
of a second multimedia data flow of the plurality of
multimedia data flows 1s recerved, and wherein the sys-
tem 1s configured to forward data packets associated
with the second multimedia data flow and not data pack-
ets associated with the first multimedia data flow,
wherein the data packets associated with the first multi-
media data flow are dropped;

a module that sends, by operation of a computer processor,
a first notification message to a source from which the
first multimedia data flow originates, to instruct the
source to stop sending the first multimedia data flow; and

a module that sends a second notification message to a
destination of the first multimedia data flow, to instruct
the destination to perform a predefined action responsive
to the 1dentification of the first multimedia data tlow to
be dropped by the system.

19. The system of claim 18, further comprising at least one

a source module recerving the first notification message
and at least temporarily stopping transmission of the first
multimedia data flow; and

a destination module recerving the second notification
message and performing the predefined action 1n accor-
dance with the received second notification message.

20. The system of claim 18, further comprising a module,

coupled to the module that recerves, that 1dentifies the first
multimedia data flow to be dropped by the system to relieve
the congestion condition.

21. A source entity 1n a computer network, comprising:

a first module of the source entity 1n the computer network,
for sending a plurality of data packets to a transmitting
entity 1n the computer network, to be forwarded by the
transmitting entity to a destination entity in the computer
network, wherein each data packet 1s associated with
one of a plurality of multimedia data tlows via header
information 1n the respective data packet;

a second module of the source entity, for recerving a first
notification message from the transmitting entity,
wherein the first notification message identifies, from
the plurality of multimedia data flows, at least a first
multimedia data flow to be dropped by the transmitting
entity based on a priority level associated with the first
multimedia data flow and to relieve a congestion condi-
tion within the computer network, wherein a second
multimedia data flow of the plurality of multimedia data
flows 1s not 1dentified to be dropped; and

a third module of the source entity to effect, by operation of
a computer processor, stopping transmission ol data
packets associated with the first multimedia data tlow
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identified 1n the first notification message received by
the second module of the source entity and not data
packets associated with the second multimedia data
flow;

wherein the transmitting entity 1s configured to send a
second notification message to the destination entity, to
instruct the destination entity to perform a predefined
action responsive to the transmitting entity identifying
the first multimedia data tlow to be dropped based on the

priority level associated with the first multimedia data
flow and.

22. A destination entity 1in a computer network, compris-

ng:

a first module of the destination entity in the computer
network, for receiving a plurality of data packets for-
warded by a transmuitting entity in the computer network,
wherein the plurality of data packets originate from a
source enfity in the computer network, wherein each
data packet 1s associated with one of a plurality of mul-
timedia data flows via header information 1n the respec-
tive data packet, wherein the transmitting entity 1s con-
figured to send a first notification message to the source
entity, wherein the first notification message 1dentifies,
from the plurality of multimedia data flows, at least a
first multimedia data flow to be dropped by the transmit-
ting entity based on a priority level associated with the
first multimedia data flow and to relieve a congestion
condition within the computer network;

a second module of the destination entity, for receving a
second nofification message from the transmitting
entity, wherein the second notification message 1denti-
fies the first multimedia data flow to be dropped by the
transmitting entity based on the priority level associated
with the at least one multimedia data flow, wherein the
second notification message does not 1dentily a second
multimedia data flow of the plurality of multimedia data
flows, and wherein the transmitting entity 1s configured
to forward data packets associated with the second mul-
timedia data flow and not data packets associated with
the first multimedia data flow, wherein the data packets
associated with the first multimedia data flow are
dropped; and

a third module of the destination enftity to perform, by
operation of a computer processor, a notification func-
tion to mform a second entity that transmission of the
first multimedia data flow 1dentified 1n the second noti-
fication message received by the second module of the
destination entity 1s to cease.

23. A method, performed by a device 1n a network that

provides a congestion relieving service to at least one other
entity 1n the network, comprising:

receving, by the device 1n the network, a plurality of data
packets to be forwarded by the device, each data packet
being associated with one of a plurality of multimedia
data flows via header information 1n the respective data
packet;

recerving, from the at least one other entity, information
identifying at least a first multimedia data flow that
needs to be dropped to relieve a congestion condition
within the network, wherein the i1dentification 1s based
on a priorty level associated with the at least one mul-
timedia data flow, wherein the information does not
identily a second multimedia data tlow of the plurality of
multimedia data flows, wherein the device 1s configured
to forward data packets associated with the second mul-
timedia data flow and not data packets associated with
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the first multimedia data flow, wherein the data packets sending a second notification message, 1n response 1o

associated with the first multimedia data flow are receiving the information 1dentifying the first multime-

dropped; dia data flow from the entity, to a destination of the first
sending a {irst notification message, 1n response to receiv- multimedia data flow, to 1nstruct the destination to per-

ing the information 1dentifying the first multimedia data 5 form a predefined action responsive to the first multime-

flow from the entity, to a source from which the first dia data flow being identified to be dropped by the

multimedia data flow originates in the network, to device.

instruct the source to stop sending the first multimedia
data flow; and % & % ok
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