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(57) ABSTRACT

The present disclosure 1s directed to a method for communi-
cation between an 1initiator system and a block storage cluster.
The method may comprise recerving an 1nitial data request
from the 1nmitiator system to a first storage system, a portion of
the data requested 1n the mitial data request 1s not stored by
the first storage system, but 1s stored by a second storage
system; retrieving the portion of the data that 1s stored by the
second storage system; forwarding the portion of the data to
the itiator system; and transmitting a referral list compris-
ing at least one referral from the first storage system to the
initiator system, wherein the initiator system 1s configured for
maintaining a referral cache based on the referral list, and a
subsequent data request initiated by the mitiator system 1s
directed to the block storage cluster based on the referral
cache.

20 Claims, 4 Drawing Sheets
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System, but is Stored by a Second Storage System Included in
the Plurality of Storage Systems of the Block Storage Cluster

Retrieving Utilizing the First Storage System the Portion of 7004
the Data that is Stored by the Second Storage System

Forwarding the Portion of the Data Retrieved by

7006

the First Storage System to the Initiator System

Transmitting a Referral List Comprising at Least One Referral from
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Referral Providing Information for an Optimal Path for Retrieving

the Portion of the Data that is Stored by the Second Storage
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System, wherein the Initiator System is Configured for Maintaining

a Referral Cache Based on the Referral List, and a Subsequent

Data Request |nitiated by the Initiator System is Directed to the
Block Storage Cluster Based on the Referral Cache
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Receiving a Data Request Transmitted from the Initiator System
to a First Storage System Included in a Plurality of Storage
Systems of the Block Storage Cluster, a Portion of the Data 7002
Requested in the Data Request is Not Stored by the First Storage
System, but is Stored by a Second Storage System Included in
the Plurality of Storage Systems of the Block Storage Cluster

Retrieving Utilizing the First Storage System the Portion of 7004

the Data that i1s Stored by the Second Storage System

Forwarding the Portion of the Data Retrieved by | ~ 7006
the First Storage System to the Initiator System |

Transmitting a Referral List Comprising at Least One Referral from
the First Storage System to the Initiator System, the at Least One
Referral Providing Information for an Optimal Path for Retrieving
the Portion of the Data that is Stored by the Second Storage 7008
System, wherein the Initiator System is Configured for Maintaining
a Referral Cache Based on the Referral List, and a Subsequent
Data Request Initiated by the Initiator System is Directed to the
Block Storage Cluster Based on the Referral Cache

FIG. 7



US 8,055,815 B2

1

OPTIMAL PATHS WITH SCSI 1/O
REFERRALS

FIELD OF THE INVENTION

The present invention relates to the field of electronic data
storage and particularly to a system and method for providing
referrals for Small Computer System Interface (SCSI) Input/
Output (I/O) referrals.

BACKGROUND OF THE INVENTION

Small Computer System Interface (SCSI) Input/Output
(I/0) referral techniques may be utilized to facilitate commu-
nication between an nitiator system and a block storage
cluster. For example, the imitiator system (e.g., a data
requester) may transmit a data request command to a first
storage system ol the block storage cluster. I the data
requested 1s stored in the first storage system, the data may be
retrieved and transferred to the initiator system. If a portion of
the data requested 1s not stored by the first storage system, but
1s stored by a second storage system of the block storage
cluster, scale-out techniques such as data forwarding may be
utilized for accessing data stored by the second storage sys-
tem. However, data forwarding penalties may be associated
with such forwarding techniques.

Therefore, it may be desirable to provide a storage system
which addresses the above-referenced problems of currently
available storage system solutions.

SUMMARY OF THE INVENTION

Accordingly, an embodiment of the present invention 1s
directed to a method for communication between an 1nitiator
system and a block storage cluster. The method may comprise
receiving an initial data request transmitted from the mitiator
system to a first storage system included in a plurality of
storage systems of the block storage cluster, a portion of the
data requested 1n the 1nitial data request 1s not stored by the
first storage system, but 1s stored by a second storage system
included in the plurality of storage systems of the block
storage cluster; retrieving utilizing the first storage system the
portion of the data that 1s stored by the second storage system;
torwarding the portion of the data retrieved by the first storage
system to the imitiator system; and transmitting a referral list
comprising at least one referral from the first storage system
to the mmtiator system, the at least one referral providing
information for an optimal path for retrieving the portion of
the data that 1s stored by the second storage system, wherein
the mitiator system 1s configured for maintaining a referral
cache based on the referral list, and a subsequent data request
initiated by the initiator system 1s directed to the block storage
cluster based on the referral cache.

A Turther embodiment of the present invention 1s directed
to a storage system. The storage system may comprise means
for recerving an 1nitial data request transmitted from the 1ni-
tiator system to a first storage system included in a plurality of
storage systems of the block storage cluster, a portion of the
data requested 1n the 1nitial data request 1s not stored by the
first storage system, but 1s stored by a second storage system
included 1n the plurality of storage systems of the block
storage cluster; means for retrieving utilizing the first storage
system the portion of the data that 1s stored by the second
storage system; means for forwarding the portion of the data
retrieved by the first storage system to the mitiator system;
and means for transmitting a referral list comprising at least
one referral from the first storage system to the 1nitiator sys-
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tem, the at least one referral providing information for an
optimal path for retrieving the portion of the data that 1s stored
by the second storage system, wherein the initiator system 1s
configured for maintaining a referral cache based on the refer-
ral list, and a subsequent data request initiated by the mitiator
system 1s directed to the block storage cluster based on the
referral cache.

An additional embodiment of the present invention 1s
directed to a computer-readable medium having computer-
executable nstructions for performing a method for commu-
nication between an initiator system and a block storage
cluster. The method may comprise receving an initial data
request transmitted from the mitiator system to a first storage
system 1ncluded 1n a plurality of storage systems of the block
storage cluster, a portion of the data requested 1n the initial
data request 1s not stored by the first storage system, but 1s
stored by a second storage system included 1n the plurality of
storage systems of the block storage cluster; retrieving utiliz-
ing the first storage system the portion of the data that 1s stored
by the second storage system; forwarding the portion of the
data retrieved by the first storage system to the initiator sys-
tem; and transmitting a referral list comprising at least one
referral from the first storage system to the imitiator system,
the at least one referral providing information for an optimal
path for retrieving the portion of the data that 1s stored by the
second storage system, wherein the 1nitiator system 1s con-
figured for maintaining a referral cache based on the referral
list, and a subsequent data request initiated by the initiator
system 1s directed to the block storage cluster based on the
referral cache.

It 1s to be understood that both the foregoing general
description and the following detailed description are exem-
plary and explanatory only and are not necessarily restrictive
of the invention as claimed. The accompanying drawings,
which are incorporated in and constitute a part of the speci-
fication, illustrate embodiments of the invention and together
with the general description, serve to explain the principles of
the invention.

BRIEF DESCRIPTION OF THE DRAWINGS

The numerous advantages of the present invention may be
better understood by those skilled in the art by reference to the
accompanying figures 1n which:

FIG. 1 1s a networked storage implementation/system
accessible via a block storage protocol in accordance with an
exemplary embodiment of the present invention;

FIG. 2 1s an 1llustration of a referral list;

FIG. 3 1s an 1llustration depicting a referral list containing
referrals;

FIG. 4 1s an 1llustration depicting another referral list con-
taining referrals;

FIG. 5 1s an 1llustration of a referral cache;

FIG. 6 1s an illustration of a populated referral cache;

FIG. 7 1s a flow chart 1llustrating a method for providing
referrals for Small Computer System Interface (SCSI) Input/
Output (I/O) referrals, 1n accordance with an exemplary
embodiment of the present disclosure.

DETAILED DESCRIPTION OF THE INVENTION

Reference will now be made in detail to the presently
preferred embodiments of the mvention, examples of which
are 1llustrated 1n the accompanying drawings.

Referring to FIG. 1, a networked storage implementation/
system accessible via a block storage protocol 1n accordance
with an exemplary embodiment of the present disclosure 1s
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shown. An 1n1tiator system may be configured for accessing a
block storage cluster via a storage area network. The target
devices may be disks, storage arrays, tape libraries, and/or
other types of storage devices. The mitiator system may 1ssue
I/0 requests. An I/0 request may be a SCSI command.

Small Computer System Interface (SCSI) Input/Output
(I/0) may be utilized to facilitate communication between an
initiator system and a block storage cluster. The SCSI com-
mand may 1dentity the requested data by a starting address of
the data and a length of the data 1n a volume logical block
address space. For example, the mnitiator system (e.g., a data
requester) may transmit a data request command to a first
storage system (e.g., target 100 through port 0) included 1n a
plurality of storage systems of the block storage cluster.
When the data requested 1n the data request 1s stored 1n the
first storage system, the data may be retrieved and transferred
to the mitiator system. However, when a portion of the data
requested 1s not stored by the first storage system, but is stored
by a second storage system (e.g., target 101) included 1n the
block storage cluster, scale-out techniques such as data for-
warding may be utilized for accessing data stored by the
second storage system.

Target side scale-out techniques such as data forwarding
may allow an initiator system to access data on Logical Unit
Numbers (LUNs) that are spread across a plurality of target
devices. Utilizing such techniques, all virtual volume data
may be accessed from any port on any target device in the
cluster. However, 11 data 1s accessed from a port on a target
device which does not contain the data, a data forwarding
penalty may be incurred while the target device retrieves the
requested data.

Alternatively, when a portion of the data requested 1s not
stored by the first storage system, a referral response may be
transmitted from the first storage system to the initiator sys-
tem. The referral response may provide an indication to the
initiator system that not all of the requested data was trans-
terred. The referral response may further provide information
tor directing the imitiator system to the second storage system
(e.g., accessing target 101 through port 1). This approach,
however, may not provide the flexibility as provided in the
data forwarding approach described above, where data may
be accessible from any of the storage systems.

The present disclosure 1s directed to a method for commu-
nication between an 1initiator system and a block storage
cluster. Target side scale-out techniques such as data forward-
ing may be utilized when a portion of the data requested 1s not
stored by the storage system processing the request, but by
another storage system 1in the storage cluster. In addition,
referrals may be provided to inform the mitiator system of an
optimal path for accessing data stored by the other storage
system. The initiator may cache the referral information pro-
vided, and utilize the referral cache to assist routing of sub-
sequent 1/0 requests. The initiator may also split I/O requests
that span multiple data segments when necessary based on the
referral information. Therefore, the method of the present
disclosure may enable every node in the storage cluster to
service every I/O request without the need for any forced I/O
redirects. In addition, the referral path data may enable the
initiator to correctly route subsequent 1/O requests without
incurring data forwarding penalties.

In one embodiment, when data forwarding 1s utilized for a
given 1/0 request, the storage system handling the I/O request
may inform the imitiator about optimal paths to the underlying,
data segments by returning a list of referrals after all data
transiers have successiully finished. A referral list may be
generated for each 1I/0 request that triggers data forwarding.
The referral list may inform the initiator that although the

10

15

20

25

30

35

40

45

50

55

60

65

4

storage system was able to successtully complete the /O,
future I/O operations to the data segment should be directed
clsewhere (e.g., to a particular storage system that actually
stores the requested data) for optimal performance.

In the illustrated configuration shown 1n FIG. 1, the block
storage cluster’s virtual volume may comprise data segments
200, 201, 202 and 203. These data segments may be acces-
sible through ports 0, 1, 2 and 3, respectively. If each of these
data segments has a length of 100 blocks, the resulting virtual
volume may have a length of 400 blocks.

In one example, consider a case where an i1nitial data
request to LBA 0 for 400 blocks 1s sent to Port 0. The four data

segments 200, 201, 202 and 203 each may contain 100 blocks
of data. Utilizing data forwarding, Target Device 100 may be
able to retrieve the requested data from other data segments,
and service the iitial data request even though the request
spans all four data segments.

In one embodiment, in addition to providing data requested
by the in1tial data request, a referral list may be generated and
provided to the imitiator system. A referral list may be pro-
vided for each data request where a portion of the requested
data 1s stored by another storage device different from the
storage device receiving the data request. Referring to FIG. 2,
a referral list contaiming a plurality of referrals 1s shown. In
one embodiment, each referral may comprise a port indicator,
an offsetlogical block address (LBA) and a data block length.
The port indicator may indicate a port to be utilized for
communication between the 1nitiator system and a particular
storage device. The offset LBA may indicate the LBA of the
portion of the data that 1s stored by the particular storage
device. The data block length may indicate the number of
blocks of the portion of the data that1s stored by the particular
storage device.

For instance, 11 only Target Device 100 recerved the data
request from the 1mtiator system, but Target Devices 100,
101, 102 and 103 each stores a portion of the requested data,
Target Device 100 may utilize scale-out techniques such as
data forwarding to tully service the data request. In addition,
upon completion of all data transfers, Target Device 100 may
provide the imtiator system a referral list comprising a plu-
rality of referrals as shown 1n FIG. 3.

In one embodiment, each referral may inform the initiator
ol the optimal path for accessing the portion of the requested
data (the 1mitial data request) that 1s stored by a particular data
segment. For example, referral 3002 may be generated 1n
response to the initial data request (LBA 0 for 400 blocks)
indicating that data segment 201 contains a portion of the
requested data (LBA 100 for 100 blocks), and that the optimal
path for accessing this portion of data may be through Port 1.
Similarly, referral 3004 and 3006 may be generated 1n
response to the same data request indicating the optimal paths
for accessing portions of data that are stored on data segment
202 and 203, respectively.

Utilizing data forwarding, the mitial data request may be
tully serviced by Target Device 100, hence the 1mitiator sys-
tem may discard the referral list. However, in one embodi-
ment, the mitiator system may be configured for generating
and maintaining a referral cache based on the referral list. The
initiator may thus be encouraged to utilize the referral cache
for directing future 1I/O operations so the penalties associated
with data forwarding may be avoided.

Referring to FIG. 5, a referral cache 5000, 1n accordance
with an exemplary embodiment of the present disclosure 1s
shown. When the mitiator system receives a referral list, the
LBA and the port identifier of each referral contained in the
referral list may be obtained and stored in the referral cache
5000 accessible to the initiator system. The referral cache
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5000 may be configured and utilized as presented by Zwisler
et al, Caching of SCSI I/O Referrals, U.S. patent application
Ser. No. 12/383,396 filed Mar. 24, 2009, which i1s hereby

incorporated by reference in its entirety.

Aspresented by Zwisler et al, each row 1n the referral cache
5000 may comprise a data segment referral. Each data seg-
ment referral may include a starting LBA and a corresponding,
port identifier for referring to a particular data segment avail-
able in the virtual volume. For example, a referred data stored
in data segment X of a given virtual volume may start at the
virtual volume’s LBA L, and may be accessible through port
P_. Forinstance, in the example illustrated in FIG. 5, row 5004
may store the starting LBA and the port identifier for access-
ing data segment 0, and row 5006 may store the starting LBA
and the port identifier for accessing data segment N.

In one embodiment, the starting LBA for a particular data

il

segment may be determined as the lowest (smallest) offset
LBA that the imtiator recerved regarding this particular data
segment. For example, 11 a first referral generated for a first
data request indicated a first offset LBA of 120 for data
segment 201, and a second referral generated for a second
data request 1indicated a second offset LBA of 100 for data
segment 201, then the lowest offset LBA for data segment 201
known to the mitiator 1s LBA 100 (hence LBA 100 may be
recorded as the starting LBA for data segment 201). It 1s
understood that the starting LBA for a data segment stored in
the referral cache may be updated based on the referral
received.

The referral cache may be populated over time based on the
referral lists recerved. For example, a tully populated initiator
accessible referral cache 6000 corresponding to the storage
cluster of the above example may be depicted 1n FIG. 6. The
initiator systems may utilize the data stored in their corre-
sponding referral caches to direct/route 1/O requests. For
example, 1n one embodiment, when an I/O request needs to be
transmitted ifrom the initiator system to the block storage
cluster, the 1nitiator system may determine a requested LBA
specified 1n the I/O request. The mitiator system may locate
the greatest starting . BA stored 1n the referral cache 6000 that
1s less than the requested LBA. The mitiator may then direct
the I/O request to the block storage cluster based on the
greatest starting LBA and its corresponding port identifier.

For example, in the exemplary configuration described
above, 1f the initiator system 1ssues an I/O request to LBA 150
with length of 50 blocks, the imitiator system may correctly
direct the I/O request to the appropriate data segment utilizing
the data stored 1n the referral cache 6000. In one embodiment,
the mitiator system may search in the referral cache 6000 to
locate a data segment with the greatest starting LBA that 1s
less than 150 (the requested LBA). In this example, data
segment 201 has the greatest starting LBA of 100 that 1s less
than the requested LBA of 150. Therefore, the mitiator sys-
tem may direct the I/O request to data segment 201 through a
corresponding port stored in the referral cache 6000, 1.e., port
1 1n this example.

It 1s contemplated that the mitiator may also utilize infor-
mation stored in the referral cache to correctly split I/O
requests that may span multiple target devices. For example,
utilizing the LBA and length specified in a given 1/0 request,
the mitiator may calculate whether this given 1I/O request
spans multiple data segments. If the I/O request does span
multiple data segments, the initiator may split the I/O request
into multiple child I/O requests along the data segment
boundaries. Each of the child I/O requests may then be
directed to its appropriate data segment as previously
described. The mitiator may be configured for aggregating
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the responses received from the child IO requests and return-
ing status for the original I/O requests as appropriate.
For example, consider an I/O request to LBA 150 with

length o1 100 blocks 1n the same configuration as 1llustrated in
FIG. 6. Since this I/O request accesses LBAs 150 through
249, 1t spans both data segment 201 and data segment 202.

Based on the data stored in the referral cache 6000, the 1ni-
tiator may detect this situation and may split the I/O request
along the data segment boundary between segment 201 and
202. For instance, the original I/O request may be split into
the following two child 1/O requests:

Port 1, LBA 150, Length 50

Port 2, LBA 200, Length 50

Each of these child I/O requests may be performed without

any further referral responses. The 1nitiator may be config-
ured to aggregate the responses recerved from these two child
I/O requests and return the aggregated results for the original
I/O request.

In another embodiment, a referral may further comprise a
referral type as illustrated 1n FIGS. 2-4. The referral type may
indicate whether the portion of the data referred to 1s provided
to the imitiator by data forwarding. For example, a “soit”
referral type may be utilized to indicate that the portion of the
data referred to by this referral 1s forwarded to the initiator,
but the path provided 1n this referral may be optionally uti-
lized by the mitiator to improve future data request efficiency.
In another example, a “hard” referral type may be utilized to
indicate that the portion of the data referred to by this referral
1s not forwarded to the initiator, and that the initiator should
issue a child data request based on this particular referral to
retrieve the portion of the data.

In this configuration, the referral type may indicate
whether a child data request 1s necessary to complete the
initial data request. Referring to FIG. 4, there 1s shown a
referral list with two “soft” referrals 4002 and 4004 and one
“hard” referral 4006. In this example, referrals 4002 and 4004
indicate that 1n response to the mnitial data request (e.g., LBA
0 for 400 blocks), a portion of the data that 1s stored on data
segment starting at LBA 100 for 100 blocks (retferral 4002)
and another portion of the data that 1s stored on data segment
starting at LBA 200 for 100 blocks (referral 4004) have been
retrieved and forwarded to the imitiator system. However,
referral 4006 1n this example 1s a “hard” referral, thus no data
forwarding 1s provided for this portion of the data, and the
initiator may need to 1ssue a child data request to retrieve data
from LBA 300 for 100 blocks through port 3.

It 1s understood that the referral type may not have any
clfect on the referral cache as previously described. The refer-
ral type may be configured to merely indicate whether data
forwarding 1s provided for the portion of the data referred.
The referral cache may be generated and maintained as
described above without taking the referral type into consid-
eration. It 1s also understood that any predetermined type
assignment may be utilized for referral type configuration.
That 1s, the referral type may not be limited to “soft” and
“hard” types.

FIG. 7 shows a tlow diagram 1illustrating steps performed
by a communication method 7000 1n accordance with the
present disclosure. The method 7000 may be utilized 1n a
storage system for communication between an 1mitiator sys-
tem and a block storage cluster. Step 7002 may receive a data
request transmitted from the mitiator system to a first storage
system 1ncluded 1n a plurality of storage systems of the block
storage cluster. A portion of the data requested 1n the data
request may not be stored by the first storage system, but
stored by a second storage system.
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In step 7004, the first storage system may retrieve the
portion of the data that1s stored by the second storage system,
and step 7006 may forward the portion of the dataretrieved by
the first storage system to the mitiator system.

Step 7008 may transmit a referral list comprising at least
one referral from the first storage system to the 1nitiator sys-
tem. The referral may provide information for an optimal path
for retrieving the portion of the data requested (1n the 1nitial
data request) that 1s stored by a storage system different from
the first storage system (e.g., the second storage system). The
initiator system may process the referral list to generate and
maintain a referral cache. Therefore, a subsequent data
request initiated by the nitiator system may be directed to the
block storage cluster based on the referral cache.

It 1s to be noted that the foregoing described embodiments
according to the present invention may be conveniently
implemented using conventional general purpose digital
computers programmed according to the teachings of the
present specification, as will be apparent to those skilled in
the computer art. Approprate software coding may readily be
prepared by skilled programmers based on the teachings of
the present disclosure, as will be apparent to those skilled in
the software art.

It 1s to be understood that the present invention may be
conveniently implemented 1n forms of a software package.
Such a software package may be a computer program product
which employs a computer-readable storage medium includ-
ing stored computer code which 1s used to program a com-
puter to perform the disclosed function and process of the
present imvention. The computer-readable medium may
include, but 1s not limited to, any type of conventional floppy
disk, optical disk, CD-ROM, magnetic disk, hard disk drive,
magneto-optical disk, ROM, RAM, EPROM, EEPROM,
magnetic or optical card, or any other suitable media for
storing electronic 1structions.

It 1s understood that the specific order or hierarchy of steps
in the foregoing disclosed methods are examples of exem-
plary approaches. Based upon design preferences, 1t 1s under-
stood that the specific order or hierarchy of steps in the
method can be rearranged while remaining within the scope
of the present invention. The accompanying method claims
present elements of the various steps 1n a sample order, and
are not meant to be limited to the specific order or hierarchy
presented.

It 1s believed that the present mvention and many of its
attendant advantages will be understood by the foregoing
description. It 1s also believed that it will be apparent that
various changes may be made in the form, construction and
arrangement ol the components thereof without departing
from the scope and spirit of the mvention or without sacrific-
ing all of its material advantages. The form herein before
described being merely an explanatory embodiment thereof,
it 1s the mtention of the following claims to encompass and
include such changes.

What 1s claimed 1s:
1. A method for communication between an 1nitiator sys-
tem and a block storage cluster, comprising;:

receiving an initial data request transmitted from the 1ni-
tiator system to a first storage system included in a
plurality of storage systems of the block storage cluster,
a portion of the data requested 1n the initial data request
1s not stored by the first storage system, but 1s stored by
a second storage system included in the plurality of
storage systems of the block storage cluster;

retrieving utilizing the first storage system the portion of
the data that 1s stored by the second storage system;
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forwarding the portion of the data retrieved by the first
storage system to the mitiator system; and

transmitting a referral list comprising at least one referral
from the {irst storage system to the initiator system, the
at least one referral providing information for an optimal
path for retrieving the portion of the data that 1s stored by
the second storage system,

wherein the 1nitiator system 1s configured for maintaining
a referral cache based on the referral list, and a subse-

quent data request imitiated by the initiator system 1s
directed to the block storage cluster based on the referral
cache.

2. The method as claimed 1in claim 1, wherein the at least
one referral comprises:

a port indicator indicating a port to be utilized for commu-
nication between the initiator system and the second
storage systems:

an offset logical block address (LBA) for the portion of the
data that 1s stored by the second storage system; and

a data block length of the portion of the data that 1s stored
by the second storage system.

3. The method as claimed in claim 2, wherein the at least

one referral further comprises:

a referral type indicating whether a child data request 1s
necessary to complete the initial data request.

4. The method as claimed 1n claim 2, wherein the referral
cache 1s configured for storing at least one data segment
referral, the at least one data segment referral comprising a
starting LBA and at least one port identifier.

5. The method as claimed in claim 4, wherein the subse-
quent data request 1imitiated by the mitiator system 1s directed
to the block storage cluster based on the referral cache, further
comprising:

determiming a requested LBA specified in the subsequent
data request;

locating within the referral cache a greatest starting LBA
that 1s less than the requested LBA; and

directing the subsequent data request to the block storage
cluster based on the greatest starting LBA and the at least
one port identifier corresponding to the greatest starting
LBA.

6. The method as claimed 1n claim 4, wherein the subse-
quent data request initiated by the initiator system 1s directed
to the block storage cluster based on the referral cache, further
comprising:

determiming a requested length specified in the subsequent
data request; determining whether the subsequent data
request spans more than one data segment;

splitting the subsequent data request into a plurality of
child requests along at least one data segment boundary
when the subsequent data request spans more than one
data segment; and

directing each of the plurality of child requests to the block
storage cluster based on the plurality of starting LBAs
and the plurality of corresponding port identifiers stored
in the referral cache.

7. The method as claimed in claim 1, wherein the data
request 1s a Small Computer System Interface (SCSI) com-
mand, the first storage system 1s a SCSI storage system, and
the mnitiator system 1s a SCSI 1nitiator system.

8. A storage system, comprising;:

means for recerving an 1nitial data request transmitted from
the mitiator system to a {irst storage system included in
a plurality of storage systems of the block storage clus-
ter, a portion of the data requested in the initial data
request 1s not stored by the first storage system, but 1s
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stored by a second storage system included 1n the plu-
rality of storage systems of the block storage cluster;

means for retrieving utilizing the first storage system the
portion of the data that 1s stored by the second storage
system;

means for forwarding the portion of the data retrieved by
the first storage system to the mitiator system; and

means for transmitting a referral list comprising at least
one referral from the first storage system to the mitiator
system, the at least one referral providing information
for an optimal path for retrieving the portion of the data
that 1s stored by the second storage system,

wherein the imitiator system 1s configured for maintaining
a referral cache based on the referral list, and a subse-
quent data request mitiated by the initiator system 1s
directed to the block storage cluster based on the referral
cache.

9. The storage system as claimed 1n claim 8, wherein the at

least one referral comprises:

a port indicator indicating a port to be utilized for commu-
nication between the initiator system and the second
storage system;

an offset logical block address (LBA) for the portion of the
data that 1s stored by the second storage system; and

a data block length of the portion of the data that 1s stored
by the second storage system.

10. The storage system as claimed 1n claim 9, wherein the

at least one referral turther comprises:

a referral type indicating whether a child data request 1s
necessary to complete the initial data request.

11. The storage system as claimed 1n claim 9, wherein the
referral cache 1s configured for storing at least one data seg-
ment referral, the at least one data segment referral compris-
ing a starting LBA and at least one port 1dentifier.

12. The storage system as claimed 1n claim 11, wherein the
subsequent data request 1nitiated by the mitiator system 1s
directed to the block storage cluster based on the referral
cache, further comprising:

means for determining a requested LBA specified 1n the
subsequent data request;

means for locating within the referral cache a greatest
starting L.BA that 1s less than the requested LBA; and

means for directing the subsequent data request to the
block storage cluster based on the greatest starting LBA
and the at least one port identifier corresponding to the
greatest starting LBA.

13. The storage system as claimed 1n claim 11, wherein the
subsequent data request 1nitiated by the mitiator system 1s
directed to the block storage cluster based on the referral
cache, further comprising:

means for determining a requested length specified 1n the
subsequent data request; means for determining whether
the subsequent data request spans more than one data
segment;

means for splitting the subsequent data request into a plu-
rality of child requests along at least one data segment
boundary when the subsequent data request spans more
than one data segment; and

means for directing each of the plurality of child requests to
the block storage cluster based on the plurality of start-
ing LBAs and the plurality of corresponding port iden-
tifiers stored 1n the referral cache.

14. The storage system as claimed 1n claim 8, wherein the
data request 1s a Small Computer System Interface (SCSI)
command, the first storage system 1s a SCSI storage system,
and the mitiator system 1s a SCSI initiator system.

15. A computer-readable storage medium having com-
puter-executable instructions for performing a method for
communication between an mnitiator system and a block stor-

age cluster, said method comprising:
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recerving an initial data request transmitted from the 1ni-
tiator system to a first storage system included in a
plurality of storage systems of the block storage cluster,
a portion of the data requested 1n the initial data request
1s not stored by the first storage system, but 1s stored by
a second storage system included in the plurality of
storage systems of the block storage cluster;

retrieving utilizing the first storage system the portion of
the data that 1s stored by the second storage system;

forwarding the portion of the data retrieved by the first
storage system to the mitiator system; and

transmitting a referral list comprising at least one referral
from the first storage system to the initiator system, the
at least one referral providing information for an optimal
path for retrieving the portion of the data that 1s stored by
the second storage system,

wherein the imitiator system 1s configured for maintaining
a referral cache based on the referral list, and a subse-
quent data request imitiated by the initiator system 1s
directed to the block storage cluster based on the reterral
cache.

16. The computer-readable storage medium as claimed in

claim 15, wherein the at least one referral comprises:

a port indicator indicating a port to be utilized for commu-
nication between the imtiator system and the second
storage system;

an offset logical block address (LBA) for the portion of the
data that 1s stored by the second storage system; and

a data block length of the portion of the data that 1s stored
by the second storage system.

17. The computer-readable storage medium as claimed in

claim 16, wherein the at least one referral further comprises:

a referral type indicating whether a child data request 1s
necessary to complete the 1nitial data request.

18. The computer-readable storage medium as claimed in
claim 16, wherein the referral cache 1s configured for storing
at least one data segment referral, the at least one data seg-
ment referral comprising a starting LBA and at least one port
identifier.

19. The computer-readable storage medium as claimed in
claim 18, wherein the subsequent data request initiated by the
initiator system 1s directed to the block storage cluster based
on the referral cache, further comprising:

determining a requested LBA specified 1n the subsequent
data request;

locating within the referral cache a greatest starting LBA
that 1s less than the requested LBA; and

directing the subsequent data request to the block storage
cluster based on the greatest starting LBA and the at least

one port 1dentifier corresponding to the greatest starting,
LBA.

20. The computer-readable storage medium as claimed 1n
claim 18, wherein the subsequent data request initiated by the
initiator system 1s directed to the block storage cluster based
on the referral cache, further comprising:

determining a requested length specified 1n the subsequent

data request;

determining whether the subsequent data request spans

more than one data segment;

splitting the subsequent data request into a plurality of

child requests along at least one data segment boundary
when the subsequent data request spans more than one
data segment; and

directing each of the plurality of child requests to the block

storage cluster based on the plurality of starting LBAs
and the plurality of corresponding port identifiers stored
in the referral cache.
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