12 United States Patent

Hausteln et al.

US008037332B2

US 8,037,332 B2
Oct. 11, 2011

(10) Patent No.:
45) Date of Patent:

(54) QUAD-STATE POWER-SAVING VIRTUAL
STORAGE CONTROLLER

(75) Inventors: Nils Haustein, Soergenloch (DE); Craig
Anthony Klein, Tucson, AZ (US); Ulf
Troppens, Mainz (DE); Daniel James
Winarski, Tucson, AZ (US); Rainer
Wolafka, Bad Soden (DE)

(73) Assignee: International Business Machines
Corporation, Armonk, NY (US)

(*) Notice: Subject to any disclaimer, the term of this

patent 1s extended or adjusted under 35
U.S.C. 154(b) by 780 days.

(21)  Appl. No.: 12/112,860

(22) Filed: Apr. 30, 2008

(65) Prior Publication Data
US 2009/0276648 Al Nov. 35, 2009

(51) Int.CL.
GO6F 1/32
GOGF 1/00 (2006.01)
GOGF 12/00 (2006.01)

(52) US.CL ..., 713/320; 713/300; 711/114

(58) Field of Classification Search ................... 713/320
See application file for complete search history.

(2006.01)

408

oL o N
{ UNLGADED -
 RANK? 7

SOWER UP |
RANK DRIVE |
SERVCS |

SETRANK

NORMAL

STAIUS 10 |

(56) References Cited

U.S. PATENT DOCUMENTS

5,682,273 A 10/1997 Hetzler

5,872,669 A 2/1999 Morehouse et al.

6,868,501 B2 3/2005 Saitou et al.

7,554,758 B2* 6/2009 Hakamataetal. .............. 360/69

7,840,820 B2* 11/2010 Shimada ....................... 713/300
2005/0210304 Al1* 9/2005 Hartungetal. ............... 713/320

8/2006 Hakamata et al.
3/2007 Yamazaki et al.
6/2007 Watanabe et al.

2006/0193073 Al
2007/0073970 Al
2007/0143542 Al

* cited by examiner

Primary Examiner — Suresh K Suryawanshi
(74) Attorney, Agent, or Firm — Grilliths & Seaton PLLC

(57) ABSTRACT

A method, system and computer program product for reduc-
ing the collective power consumption of a plurality of storage
devices including a plurality of associated storage volumes 1s
provided. The storage volumes are grouped by a last access
time according to a plurality of ranks. The plurality of ranks
corresponds to a level of power consumption based on device
activity. A volume of the plurality of storage volumes 1is
moved between the plurality of ranks according to an access
pattern of the volume.

22 Claims, 8 Drawing Sheets

REPORT |
VOLUME |
NACCESSIBLE




- - L L L L - - L
L L L r - L L L L
L L L L r L - L L
L L L L - L L L -
L L L L r L - L L
L * - L * L * * L * * L - * * - L *
1 1 1 L + 1 1 1 L
. . . CEONREOD . . . . . .
L L L , - L L L -
, , , , , , , , ,
L L L r - L L L L
L - L L , L - - L
, , , , , , , , ,
L - 8 L L] L L 4 £ 8 [N r L L N - LN £ 1 B L £ FF L
LI rd L L , L - L L L] rA -
L L L L L L L L L) L ! L L .
L - - L] , L] - L L L - -
L] ~ .. LI ] - L] L] + 5y - - - x 2 -
L L L .. - - . a LI LI ) L LI LI + rn L . - L z T - £ f T LI ] LI LI . T
L r L
L - - L
L r L
L - L L
L L L
, , , ,
L r L
L - - L
, , ,
L - L L
L , -
, , , ,
L r L
1 T T 1

iiiiiiiiiiiiii-ﬁiiiiiiiii.‘iiiiiiiiiiiiiiiiiiiiiiiiliiiiiiii‘:iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii.‘iiiiiiiii.‘iiiiiiiiiiiii-‘iiiiiiiii.‘iiiiiiii.‘iiiiiiiiiiiiiilﬂiiiiiiiii‘iiiiiiiiiiiiiiiiiiiiiiiiii:iiiiliiiiiiiii‘iiiiiiii‘iiiiiiiiiiiiilﬂiiiiiiiii.‘iiiiiiii.‘
L R N N N N L N N N N N N N N N N N L N e L N N N L L N N N L N N N N L N N L L N N N N N N N N N N L L N N L L N N N U L O B N L N N O L L N L N L N N N L L N N N L L N N N L L N L L N N O N L N L N N N L L N L N N L N N N

Pil Lhh Chi b Uil

US 8,037,332 B2

L R R R

+ 4 L B - f F f 5 F FF + # F £ 5 F5 § 5
- L} L} - L}
- - - -+ - -+ -
- - - - - -+ -+ - - - - -
L} L} L} - L} - -
- - - - - -+ -+ - - - - -
- - - -+ - -+ -
L} L} L} L} L} - - L} L} L} L} -
1 1 1 ] 1 ] ]
- - - - - -+ -+ - - - - -
+ + + - + - -
+ + + + + L + + + + + L
- - - -+ - -+ -
+ + + + + - - + + + + -
+ + + L + + L
- - - - - -+ -+ - - - - -
+ + - + + - + - -
. - . . . . . ] ] . . . . L] ]
- - - - -+ -
- - - - . . L -+ - - - - -+
- L LK | L L - o L} - L ] L} ' -, LK |
* +F Ff F F & + + F5 $ F5 8 F F -5 5 5 & . F F F 5 . 4 - -+ - + Ff F5 5 F ¥ + #f -5 5 F 4 + ¥ ¥+ +F F£ ¥
- -+ - -
L} -
- -+ - -
- -+
. ] ] .
+ L
- -+ - -
+ -
+ + L +
- -+
+ - - +
+ L
- -+ - -
' ]
Ll L} Ll - - L L} L} L} - - - L} L}
LU L L I N N N N N N N N L B N N N N N N N B N N N N L N R N N B R N N N N N N N N N N N N N N N N N N N N N N N N N N N R N N N N N N N N N N N R N N N N N N N A N N N N N N N N N N N N N N N N N N N N N N N N N R R L N N N N N N N N N N N N N N B N N N N N N N N N N L N N N N N N N N N B N N N N R N N N N N N N N N N N N N N N N N N N N N N N N N N N N N N R B N N N N N N N N N N N N N N N N N N N N N N N N N N N N N N N N N N N N

-
L]
-
-
L
-
1
,
,
L
,
L
L L L

L I I I I B I IR B I R I L B L R I B R L B B B L R B I B N I B I I I I RN R I L I IR R N R I R R R I I L

+ ¥ F 4+ FFFFPFEFFFFEFSFEESF ST SFFESF S EESSEESFESESFESSFFEFESFEESFEESESFESESES S EFESFEESESSESESFESSESsESEESEESESESESSESESSFEESESESEESESESESSFFEESFSEESEESESSEES
-
. -
-

+
-
-
L
- r .1.'.1
L N N N L + F F 5 ¥ + £ = F + ¥+ £ 5L L + F ¥ 4 ¥ + ¥+ F 5 EF L + FF Ry L N R N N R N N L + F F 5 F L N L + Ff FFF P + ¥ FFFFF L -
LI I B R BB EBEEEBEBEBEEBEEEBEBRBEBEEBEEEBEEBEBEEBEEERBEBEEEBEEBEEEBEBEBEBEBEEBEBE.EBEBEBEEBEEBEEBEEEBEEBEBEEEBEEBEBEEBEREBEEBE.BEBEEBEBEBEEEBEEREBEEEBEREBIEEREBIEEIIEINENEIEZSIEIE.ZS,.

4 4 4 4
-

-

warven

L BB DL BE BN B B |

-

8 L}
L + L
- + F F ¥+ £ 5+ ¥ F+FP - + + F #5855 F+F
- + - .
+ +
L ] 4 L ]
- - -+
- L} L} - -
- - - -+
- - -+ -+
L} L} L} -
-+ - - -+ -+
- - - -+
+ f 4 5 L} L} - -
4 4 4 4 L ]
- - - -+ -+
LK - L} L} L} -
+ ¥ ¥+ ¥ L + + L L
- - - -+ -
- + + - - +
+ + + L
-+ - - -+ -+ -
+ + + - -
] L] L] ] ] ]
- - - -+ - F F
- - -+ -+ + F F A
L} L} L} -
-+ - -+
- - -+
- L} -
- - -+
- + -
T T T
L + L
- - -+
- + -
+ + L
-+ - -+
+ + -
L + L
-
k)
L}
-+
.1.1 # Ff F 5 5 F5 5 &5
- -
L} -
-+
- -
-
+ L
-+
+ -
L +
- - + # -
- + -
+ L + ¥
-+ + F § 5
+ -
L +
- -
-+
L} -
-+
- -
iii iiiiiiliiiiiiii.‘iiii
L ] 4 A
+
L + -
- + ¥+ P F &5
- + - +
- LR B -
LR L -+ - - -
L L} L} L}
Lk + - - - L
[} N
- - -
L}
- -
-
- L} -
- d
-+ - -
L}
ii . * -
ii iiuniiiiiiiiii.liiiiiiiiiiiiiiiiiiiiiiiiiiiiiii{iiiiiiii.‘ +
-+ -
L} -
-
- -+
- +
L] ]
-
- -+
- L}
- -+
-+ -
L} -
-
- -+ . =
T T T T f T T
- -+ -
-+ -
L} -
+ -
- + 4# F F5 5
- +
*
- -+ -
T T
- - - L}
L - -
. F F -+ -
L}
-
+
L +
-
- +
L}
L +
-
- +
+
-+ -
+ -
L
-
] -
+
-+
+
L
ii +
+ L N N N L L N L R N N e L L L N L N L N N L O L N L N N N N N L N R L N L R L R N L N
-+ + + 4 4 4 F # 5 F 5 £ ¥ + +F F£ F 2 + +F £ 4+ £ 5 £+ $5 £ £+ F £+ +$ F £ $# 5 $5 &= 5 5§ 5§ $£# $5 $ £+ 5 $2 $F $5 5 $5 $£F 5 £ £ £ £ F 4+ $£F $ $F £ £ 5 5 # £ £ 5 $F 5 $F $F #2 §F £ £ §F £ £ 5 $F £ $£ 5§ $5# 5
4 4
LI + -
*_T +
- -+ -
- + -
+ L +
- - -+
+ - +
- -+
L ] 4
+ - + 5 5 55
L +
- -+ .
L} -
. ¥ 9 |
- -+
L}
L] L ]
-
L3

v

iiiii.‘iiiiiiii.‘i iiiiiiiiiiiiii

4 4 & b 4 ohohdohhod o

L LB B DL B BB B DL DL B BN
LR B B N N B N B B B B I )
LR B B N N B N B B B B I )
L I R R

* F £ F F ¥ FFFESF AR F £ F FFFFFFEFFFFR + 4 # 5 F F £ 5 F £ £ 55 + #F £ F F 5 £ F £ £ 5 £ & + F F F F 5 5 F £ F 5+ 5 * F F£ £ F £ £ 5 &5 5 5 F &

SUL

U.S. Patent

LI B B I N NN I RN



US 8,037,332 B2

Sheet 2 of 8

Oct. 11, 2011

U.S. Patent

7834960686000 | 0/35v1-000660)

Wammammmg

mmmmﬁ 01120}

T

mamm%%%m 710344121934

mmwmummum@oo ,
mwm»wmmmwmmmcgg
' 1860860912000000
- yOE5 Oy cBl00000:
mm wﬁﬂmmmgmgmm

mmwmmﬁ%@ooommo €7810-62500

Ove, Gooo b L e
_------ﬁ---------_

| (18600097900000001 G1Ze8y-LCt
' (9/£82068/800000 ] 22Ep00-EFEL00
- (civ8iy9esy00000 ] Cyei00-c00000

Pl il il il il il

821292 ST

Emm ?,@!m

EECE]

BI40)

JNYLSTNIL
JdsSdUovisyl] ,  Sddidls

7

 —

77 0z’ 007

SIWNTIOA |
(YOI90T

Al

SINNTOA
YIS AHd

GOINVY
b INTY

BUC



S. Patent ct. 11, 2011 Sheet 3 of 8 US 8,037,332 B2

4 4
L]
-
LI B B B |
1 1 1
- k& 4 4 4
iiiiiiiii-iii-hiiiiiiiiiiiiiiiii-iiiiiiii-ﬁii-ﬁiiiiiil‘iiiii‘i iiiiii*iiiiiiiiiiiiiiiiiiiiiiii-i-li-iiiiiiiiiii-iiiiiii-i-iiiiiiiiiiii-iiiiiiii-i-iii‘h-iiiiiiii-iiiiiiiiiiiiiiiii*iiﬁiiiiiiiiiii
L] .]
4 &
L B B ]
LI
-
LI
L]
-
-

-

[
= &

ko o o &k FF
lll-.l-

NE VY

VOLUME
UEFINELY

=

L]
-
L]
-
-

L]

L]
-

L]
L]
L]
-
]

DL iE
VOLUME ENTRY

L B I B

= T &

L]
iiiii-ﬁiiiiiiiii-ﬁii‘liiiiiiiiiii

FROM TABLE

L T N N R BOC RO B I N B IO N B IO DO N DO DL O DO BOC B L DL DO IOE B DK AL DN BOC BN DO IOL BN DO DR BOE IR IOE DO O BN DX 1

ok = o o F F F k- F




US 8,037,332 B2

Sheet 4 of 8

4 h hd h kA

LI I I B I RO N B A B B )

-
3

Oct. 11, 2011

+ £ F£ F F F F £ FFFFFEFEFFEF I F S
r

U.S. Patent

L P P N |

4 h ok ohhd ok d ok d

A5 AJUYNI

N TOA
1044

L P N P |

4 h ok ohhd ok d ok d

7 Ol

L N L N N N N N N N N N L N N N N N
o

-

-
L
-
-
L
L
-
L
L
-
-
L
r
-
L
+
-
-
L
-
-
-

LINE TEC BAE B BAE A IOL DEE DL IR DAL L B IOE B BOC BN R IOC BN BN )

LEL UL L L L B I DD DR DR DL L D O D DR B B B I |

A0 ANV
dfl 42M0d

7
W

L N N N N N L N L R BN B N B
a

L

-

L
r
.
L
L
.
-
L
r
.
L
L
.
L
L
r
.
L
r
a
L
L
.
L
L
r
.
L
-
.
L
L
.
.
L

LA L N N N N N N N N N N L L B L L B
4 4 F F FF F F IS I FEF A F SIS E SRS T SE S FAE S FEEAdFS

BETS
- alvad) |

A h bk h b ks h A

90 GV |

h
-

-
-

L]
A
-I-li-l-li‘-lii




U.S. Patent Oct. 11, 2011 Sheet 5 of 8 US 8,037,332 B2

iiiiii

=50

- -
| L]
[ )
4
-
L
-
4
-4
. H -
h ]
L]
4 444
- -
L
-
] &
L]
L]
-
-
L]
- -
L]
) -
4 & 4
. ok
=4 L]
- . -

iiiiiiiiii

GETSIZEOF | e
NEW VOLUME |

“ANY EREE

+
-
-- -
1 )
-
4 -
- -
& -
. -
i
=&
]
o
.
-
=
-
-
-
-
L]
b -
-
L
L
-
-
&
)
. . . .
o I’? -
"] -
I
-
-
L]
- LR |
o ) !
& b -
L]
-
-
-
- - -k
& L]
& -
-
-
-
+
- -
4 i

1 L
]
4
-
bl
]
du
-
L] * L |
-
+
L]
L]
- L]
& -
o LI |
o -
L
L]
+
-
- -
- L]
bl - .
i k]
L]
L}
L]

4 W & A
- & 4 &
L]

-
- &
- ol -
) -
-
L]
L]
-
& 4
& -
& +
e -
-
b L
- -
- & o 4
.k -
-
b
LI |

"PROMOTE FREE |
~ RANKTO |
NORMAL RANK |

] L] - L]
1111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111

RETURN ERROR]
NDICATNG ~ frm524

iiiii

ZIN 522

CREATE NEW CREATE NEW |
VOLUME ON |~ VOLUME TABLE |
NORMAL RANK | f

iiiiiiiiiiiiiiiiiiiiii

-
L] +
-
- -
'
-
LI | LI | L]
- -
4 .
[
4
-
L
- L
L] L]
- -
4 L
-
+
- -
- W a
L
-
L)
L]
4
. -
4 *
&
-
- LI
& -
LI L L |

iiiiii

ENTRY

iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii



US 8,037,332 B2

Sheet 6 of 8

Oct. 11, 2011

U.S. Patent

LR
iiiii
4

N mmmﬁozﬁzngomm

N MOT=1S30

| G3AVOTNN=0YS |

/3 IYAII0SNOD
\_Z080L0D

-
-
a
a
r
a
a
a
-
+ £
.
+*
* £
ii
4
,
*
._

g om Bmmz:.
(TIOHSIHHL mumuuq
e ONIAEFOXE SAWITIOA
| Nt MO
ANY

oz_

ABUNYLS=1540

Ndd MO =045

" 1o
" TI0HSTHHL 8300
SNIG3IOXI STWNIOA .

GEAYOING

+
L

e LnoanL
o~ (ITOHSIYHL S5300Y
ONIGIIOXI STWNTOA.

mmmqum
N .\fzq

AGUNYLS=1540

LR hiChE

iiiiiii

- -
K] a
' a
rr r
E)
r
-
-
-
4 #
]
+
E)
-
a
-
L
L]
L
o .-.1*.--‘.1*.1 o
PR . 2. Rl e Ll Rl Rl Rl Rl Rl
L] -
-
]
-
+
.
a -
+ +
- +
- -
- - »
- -

a
L)
F
iii
-
&,
-
-
1 H“ Z

111111

3 ,mbomﬁﬁ
maﬁxwmm E.
5030V INIdZ 00X
SARMTIOA TYNHON,

mmmqodzmawwmm
| TYA-ON= umm

L
-
] a
&+
- +
-,
-
-
L
-
.
L
.1.1.1.1.1
-
L]
L L
* ¥
-
L) -
T T
L
4 4
4

11111111111111111111111111111111111111111111111111111

U N0
»  QIOHSIHHL
. 9%zU0V wzmmmmuxm

T SdWTIOA ..mﬂam@z
| \ﬁzq ;

iiiii
L

a4
-
4
L)
o -
r
+
r
-
.
-
£
&
.
T+ T
L
. L
Lt
-
4 L]
+ £
T

mwhmmmﬁﬂ
mamcrmmmzw
SHAUUY wzmmmmuxm
OIRTTOA TYINHON

ha _\fzq

E ﬁ,m

ungomwxuqm,

a4
iiiiiiii
LI .



L L

US 8,037,332 B2

Sheet 7 of 8

L N N N B + 4+ F F 4P P+ 45
F 4 FfF FFF FAF A F 44 F 4 45454409

AU0ON
LA NEANYY
NOLLYNILLSZ( L5

4 J = 5 3 2 B 5 2 5 5 5 5 5 N 5 5 N5 5N 8 5 55 35 5 5 J 5 55 55 5N J N AN NS A J 3 55 2 S 2 J A IS

L B LI . + F ¥ LR . + 4 8P
+ 4 f A FFFEFFAFAESR LA N RN RN

LI I N B B RO B O B IO B B BOC NOE IOE B B B WK )

Oct. 11, 2011

U.S. Patent

1.'.'._.1.'.'.'.'.'._.'.-.'.'-i.—iiii-iiiiii-iiiiii-iiiiiini

NOLLYOO T
SNTTOA

(AL IO

LI L I I RN L N N

L}
4 ¥ L]
+ Ff F F5F § 455 # 4 F 5 Ff F 4 FFFFEFFE ] FFEFEFFF AP FE S F ] FF
%mz “ MM‘M§ B
. " " " "
-
N
-+
+
+
-
-
-
L}
- -
’
-
+
+ 1
L} L]
4
4
+ K l
-
i.‘
- +
-+ -
-
4 ¥ LK L | f FF F 45 + FFF AL + FFF FF 4 LI B B N B )
+ +# # 5 F F F 4 FF F 3 5 $F5F FFFJF5FFFFFSAFFFFFF AP EF A
T
“ Fl
=) *
N : '
rurat . i
3 2 1
] [ ]
S .

- h ok h ok h

YiVU AdU

* A F FF S FEA S ST S A ST EP A S AR SRS E SR SES

-

ror r ror
f 41+ L

4 4 4 ) 4 * F ¥ F 2 * F ¥ Fa
L | L
- +

[

| IR I N N NN NN

HdAL 1530
SNLLSIXG ANV NO

r

¥ L
ii-iiiiii-iii
.1......

L

LI N N N N R N N O N L N O

AUON
LM N MNYH

L N N ]

L T P I

42105 145

| B DU B U BN BN DL B B DL I DL U N D N B BN E]

LI I

+ FEFEEAT

L N R N R R R N N N B R N B N R N B N R N N R B N
LA N N N NN N LR B EE B BB EEEEEEEEEEEE BB EEEEEBEEBENEEIEN,

- 1S30=SN1YLS

ANYYH 2104l

LI I B ]
4 h ok kA
Fs

a4
1.'.1.'.1.'.1.'.1 iiii-iiiiiiii.—iiii1.1.1.'.1.'.1.'i.—iiiiniiiiﬁiii.—iiiiniiiiiiii.—iiiiniiiiiiiiiiiiiniiiitiiii‘iii.—iiii-

ANYYH 3-8
df] 8dMOd

-iii‘i“l‘
LI

.I.11.1-_.1in.‘-‘1.1.Iiili.I1.1.1.'.1.1.11.1.1.1-1.1ihiiiiiiniiiiiiniiiiiin

T WALISAS
ONELYOIUN
FOVESdW 150d

P

S

.

a a PR
-
-
r r
L
- L
L
T '
L] T
L .
, +
.
L
a
a
-
L]
Fl a a



US 8,037,332 B2

Sheet 8 of 8

Oct. 11, 2011

U.S. Patent

T SNV (J3AVOING
ONITOHSADYE a4 TN NO SOAHES

NMOQ H3MO04

SMNYM 33N ONY H

L RSONVISTIY | 8 A

NAOT HIMO
“w ﬂ.m\wf

03553004
STAALMNYY TIY.

SUNYN

< Yt MO

MOQ TV MOTS

ON

N[O
e AN
1553004d

iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii

Emwmmuomm ANYE 20_
._mmwﬁmﬂ@} ﬂﬁ

NOLYIOT L I N O 719~
INTIOAMIN |
HLM 318YL 349040

P P P P P
a .
L] EK)
3K ]
FREE ]
T
I
s k)
r rr r
4
EENE ] ¥
L -
H H L) A -
et H
et PP d ] 14
)l EEN Lha Ex]0909090909000 UMK ] ] a s ¥ JFx N £ H M2 EE ™2  WNE RN 3y g4 0 xHD= EN
R a LR
- a -
- r
f ]
-
r r v
]
£l
2 -
-
,
4
4
+
- - ]
- -
] a

wm%ﬁ xz&m |
mE,Qm, =0 MNY wzﬁw?m |
e mmr.m.a ANY NG .E
m E DsmO>

ww B T TYWS 0L 3941 321

+ F 5 4
iiiiiii

mm_mk

T4 | AgINYY NO STWATIOA LHOS

Eg O N qum

| SO0 LHM/TY NDINYY LGRS

NULLYNIL S0 1ds

SER m@{am ..W,uw\m,“ HLIW
mnmﬁxz,qm zmx‘m.mg vmz,q.mmzm

4dAl
dAMO TS

iiiii

L DENOL
JdAL SNV
| 135

%Em@z um&}.m. NV

iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii

FO0N :
| MG NI INYY e Ea@ N Mz,&

44008 135 wumnom,

3 + 1
iiiiiiii




US 8,037,332 B2

1

QUAD-STATE POWER-SAVING VIRTUAL
STORAGE CONTROLLER

BACKGROUND OF THE

INVENTION

1. Field of the Invention

The present invention relates in general to computers, and
more particularly to amethod, system, and computer program
product for reducing the collective power consumption of a
plurality of storage devices including a plurality of associated
storage volumes 1n a computing environment.

2. Description of the Related Art

Computers, and accompanying data storage, are common-
place 1n today’s society. Individuals, businesses, organiza-
tions, and the like have a need for a certain amount of data
storage. Historically, data has been stored on local storage
devices, such as tape drives, hard disk drives (HDDs), and
removable media such as compact discs (CDs) and digital
versatile discs (DVDs). As more of society becomes digital,
the need for data storage has generally increased. As the need
for data storage and data redundancy has proliferated, storage
devices have been implemented in various sites. In some
cases, the data storage 1s maintained in multiple storage serv-
ers as part of multiple data storage subsystems.

In the 21st century, applications for HDDs have expanded
to 1nclude digital video recorders, digital audio players, per-
sonal digital assistants, digital cameras and video game con-
soles. The need for large-scale, reliable storage, independent
of aparticular device, led to the introduction of configurations
such as redundant array of independent disks (RAID) arrays,
network attached storage (NAS) systems and storage area
network (SAN) systems that provide efficient and reliable
access to large volumes of data.

SUMMARY OF THE INVENTION

Hard disk drive (HDD) manufacturers have recently intro-
duced power-saving features in disk drives that allow for
several levels of power savings, including disabling the servo,
lowering the spin rate of the platter, unloading the read-write
head and powering off the disk electronics. To take advantage
of these features 1n a large-scale disk array, 1t would be ben-
eficial to have a method of managing data stored on such
drives such that a subsystem can have a multi-tiered approach
to balancing performance against power savings.

A volume 1s a storage container that may be represented as
a device address to a host system. FEach volume may comprise
a plurality of disks with a certain storage capacity. Disks may
be grouped 1n ranks, and hence each volume may be associ-
ated with one rank. This allows the grouping of volumes with
similar access patterns on one or more ranks.

In light of the foregoing, in one embodiment, by way of
example only, a method for reducing the collective power
consumption of a plurality of storage devices including a
plurality of associated storage volumes 1s provided. The stor-
age volumes are grouped by a last access time according to a
plurality of ranks, the plurality of ranks corresponding to a
level of power consumption based on device activity. A vol-
ume of the plurality of storage volumes 1s moved between the
plurality of ranks according to an access pattern of the vol-
ume.

In an additional embodiment, again by way of example
only, a system for reducing the collective power consumption
of a plurality of storage devices including a plurality of asso-
ciated storage volumes 1s provided. A controller 1s 1n com-
munication with the plurality of storage volumes. The con-
troller 1s adapted for grouping the storage volumes by a last
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access time according to a plurality of ranks, the plurality of
ranks corresponding to a level of power consumption based
on device activity, and moving a volume of the plurality of
storage volumes between the plurality of ranks according to
an access pattern of the volume.

In st1ll another embodiment, again by way of example only,
a computer program product for reducing the collective
power consumption of a plurality of storage devices including
a plurality of associated storage volumes 1s provided. The
computer program product comprises a computer-readable
storage medium having computer-readable program code
portions stored therein. The computer-readable program code
portions comprise a first executable portion for grouping the
storage volumes by a last access time according to a plurality
of ranks, the plurality of ranks corresponding to a level of
power consumption based on device activity, and a second
executable portion for moving a volume of the plurality of
storage volumes between the plurality of ranks according to
an access pattern of the volume.

BRIEF DESCRIPTION OF THE DRAWINGS

In order that the advantages of the invention will be readily
understood, a more particular description of the imvention
briefly described above will be rendered by reference to spe-

cific embodiments that are illustrated 1n the appended draw-
ings. Understanding that these drawings depict only typical
embodiments of the mvention and are not therefore to be
considered to be limiting of 1ts scope, the mvention will be
described and explained with additional specificity and detail
through the use of the accompanying drawings, 1n which:

FIG. 1 depicts an exemplary computing storage system;
and

FIG. 2 depicts an exemplary table;

FIG. 3 depicts a first exemplary method for reducing power
consumption;

FIG. 4 depicts a second exemplary method for reducing
power consumption;

FIG. 5 depicts a third exemplary method for reducing
power consumption;

FIG. 6 depicts a fourth exemplary method for reducing
power consumption;

FI1G. 7 depicts a fifth exemplary method for reducing power
consumption; and

FIG. 8 depicts a sixth exemplary method for reducing
power consumption.

DETAILED DESCRIPTION OF THE DRAWINGS

The 1llustrated embodiments below provide mechanisms
tor reducing the collective power consumption of a number of
storage devices 1n a computing environment including a num-
ber of associated volumes. These mechanisms may group
volumes by a last-access time on a number of ranks. Accord-
ingly, ranks of disk drives, containing volumes of the same
group, may be set into power saving modes based upon the
time since the data was last accessed on a particular volume.

For example, in one embodiment, when a volume 1s
accessed, 1t 1s moved to an active rank. If a volume 1s not
accessed for a first time interval, it 1s moved to a rank that 1s
unloaded (servo unpowered). If the volume has not been
accessed for a second time interval, 1t 1s moved to a rank that
1s slowed. If the volume 1s not accessed for a third interval
time, the volume 1s moved to a rank that i1s 1n standby mode.
Volumes within like-powered ranks are consolidated when
possible to free ranks.
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Thus, the mechanisms of the present invention introduce a
tiered storage concept where power saving 1s the objective.
There may be different tiers represented by ranks of different
power states. Volumes may be automatically moved between
ranks based on their access pattern.

FIG. 1 hereaiter provides one example of a data storage
system architecture in which the mechanisms of the illustra-
tive embodiments may be implemented. It should be appre-
ciated, however, that FIG. 1 1s only exemplary and 1s not
intended to state or imply any limitation as to the particular
architectures 1n which the exemplary aspects of the 1llustra-
tive embodiments may be implemented. Many modifications
to the architecture depicted 1n FIG. 1 may be made without
departing from the scope and spirit of the following descrip-
tion and claimed subject matter.

FIG. 1 illustrates an exemplary storage system. Storage
controller 106 1s connected to hosts 102 via I/O interfaces
104, which can be Fibre Channel, SCSI, SAS, SATA, Fther-
net, Fibre Channel over Ethernet, Infiniband, or any other
storage interface known 1n the art. Storage controller 106
consists of six host bus adapters (HBA) 105, connecting the
controller 106 to the input/output (I/0) interfaces 104, two
central processing unmits (CPUs) 108, a memory/cache 132,
two nonvolatile storage random access memories (NVRAM)
136, and two device adapters (DAs) 138. Each CPU 108 has
a real time clock (RTC) 109q and b, which provide accurate
time. The CPUs 108a and 1085 communicate with the HBAs
105 and memory/cache 132 via host I/O bus 130. CPUs 1084
and 1085 communicate with DAs 138a and 1385 via array 1/0
bus 134. The storage controller 106 1s connected to disk drive
ranks 110-119 via two separate interfaces, array busses 140.
These busses 140 can be Fibre Channel, SCSI, SAS, SATA,
Ethernet, Fibre Channel over Ethernet, Infiniband, or any
other storage interface known in the art. In this exemplary
storage system the disk drives are shown in ranks of 3+1
RAID 5 (effectively 3 data drives and 1 parity drive), but said
disk drives can be 1n any number or combination of disks per
rank. Likewise, storage system 106 may have more or less
processors, HBAs, DAs, NVRAMs, etc.

Disk storage ranks 110 through 119 can each be 1in any one
ol several states or modes; Normal, Rebuilding, Degraded.,
Unloaded, Low_RPM, Standby, and Maintenance (although
other similar classification names and types may be substi-
tuted and are contemplated, as the skilled artisan will appre-
ciate). Their status 1s maintained by controller 106 via a table
stored in NVRAM 136.

An exemplary table 1s shown in FIG. 2. Column 202 has the
rank label which represents a unique name or i1dentifier for
cach rank, column 204 has the power state of the associated
rank, column 206 lists the physical drives which make up the
rank, column 208 lists the logical volumes which reside on the
rank as defined by the host systems, column 210 list the range
of stripes on the physical volumes (drives) where the logical
volumes reside, and column 212 has the time_stamp that the
volume was last accessed by any of the hosts 102.

FIGS. 3-8, following, illustrate exemplary methods for
reducing collective power Consumption As one skilled 1n the
art will appreciate, various steps 1n these methods may be
implemented in differing ways to suit a particular application.
In addition, the described method may be implemented by
various means, such as hardware, software, firmware, or a
combination thereol operational on or otherwise associated
with the storage environment. For example, the method may
be implemented, partially or wholly, as a computer program
product including a computer-readable storage medium hav-
ing computer-readable program code portions stored therein.
The computer-readable storage medium may include disk
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drives, tlash memory, digital versatile disks (DVDs), compact
disks (CDs), and other types of storage mediums.

FIGS. 3-8 illustrate exemplary processes by which the
table shown 1n FI1G. 2 1s maintained and the power states of the
ranks are controlled. In FIG. 3, the main process starts at 302
and flows to 304, where 1t checks for I/O commands. If in step
304 a write command 1s 1ssued to an existing volume (yes),
the process flows to step 320, where it jumps to step 402,
Read/Update, shown in FIG. 4. If 1n step 304 there 1s no write
command to an existing volume (no), then the process flows
to step 306, where it checks for a read command. If a read
command 1s detected (yes), then the process again tlows to
step 320. If 1in step 306, no read command 1s detected (no), the
process flows to step 308, where 1t checks whether a new
volume 1s being defined. If a new volume 1s being defined
(ves), then the process flows to 324, where 1t jumps to step
502, Add, as shown in FIG. 5. If no new volume 1s being
defined in step 308 (no), then the process flows to step 310,
where 1t checks whether a volume 1s being deleted. I a vol-
ume 1s being deleted (yes), the process moves to step 326,
where the volume entry 1s removed from the table shown in
FIG. 2. The process then returns to step 304. If 1n step 310,
there 1s no volume to be deleted (no), then the process returns
to step 304.

FIG. 4 teaches the continuation of the Read/Update pro-
cess. Beginning at step 402, the process flows to step 406,
where the state of the rank containing the volume to beread or
updated 1s determined. If the volume 1s on a rank that 1s 1n
normal mode, degraded mode, or rebuild mode (ves), the
process continues to step 422, where the volume 1s read or
written as known in the art. The process then continues to step
424, where the volume table column 212 (FIG. 2) 1s updated
with the last accessed time_stamp 1n the row corresponding to
said accessed volume, obtained from the RTC 109. The pro-
cess then continues to step 426, where 1t returns to step 304
(FIG. 3). I in step 406 it 1s determined that the requested
volume 1s not on a normal rank, a degraded rank, nor a
rebuilding rank (no), the process tlows to step 408, where 1t
checks 11 the volume 1s located on an unloaded rank. If the
requested volume resides on an unloaded rank (yes), the
process flows to step 414, where the servos for the physical
drives within the rank are powered up. The process moves to
step 420, and the rank state 1s changed 1n column 212 to
normal as demonstrated 1n FIG. 2.

The process continues in step 422, and the volume 1s read
or written as previously described. If in step 408 1t 1s deter-
mined that the requested volume 1s not on an unloaded rank
(no), then the process continues to step 410, where it checks
whether the volume 1s on a rank that 1s 1n the Low RPM state.
If the volume 1s located on a rank that 1s in the Low RPM state
(ves), then the drives within the rank are spun up to normal
speed for read/write access, step 416. In step 420 the rank
status 1s set to normal as previously described and the process
continues. If 1n step 410 1t 1s determined that the volume
requested does not reside on a volume that 1s 1n the Low RPM
state (no), then the process moves to step 412, where the
process checks whether then volume exists on a rank that 1s in
the Standby state. If the requested volume exists on a rank that
1s 1n the standby state (yes), then the process moves to step
418, where the drives 1n the rank are powered up. The process
then moves to step 420 and continues as previously described.

I 1n step 412 1t 1s determined that the volume does not exist
on a rank that 1s in the standby state (no), then the process
continues to step 413, where 1t checks 11 the volume exists on
arank that 1s 1n maintenance mode. If the volume 1s located on
a rank that 1s maintenance mode (yes), then the process con-
tinues to step 428, where 1t 1s reported that the volume 1s
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inaccessible, and the process moves to step 426 where 1t
returns to step 304 (FIG. 3). If in step 413 1t 1s determined that
the volume 1s not 1n maintenance mode (no), then the process
continues to step 430, where 1t reports the volume not found.
The process then flows to step 426, where 1t returns as previ-
ously described.

FIG. 5 continues the process for adding a volume to the
storage system. Beginning at step 502, the process flows to
step 504, where the size of the new volume 1s determined. In
step 508, 1t checks whether the new volume will fit on any
existing rank i1n normal state. IT a rank 1n normal state is
available that provides sulficient storage capacity for the new
volume (yes), the process moves to step 520, where the new
volume 1s created on said rank. The process continues to step
522, where a new volume table entry (column 208 1n FIG. 2)
1s created for the volume under said rank (column 202 of FIG.
2) where the volume was created on. The process then flows
to step 525, where 1t returns to step 304 on FIG. 3.

If 1n step 508 1t 1s determined that there are no ranks in
normal state that will hold the new volume (no), the process
goes to step 310, where 1t checks 11 a rank 1n state Unloaded,
Low_RPM, Standby, Rebuilding or Degraded provide sufili-
cient capacity for said volume. Thereby the search order for
ranks 1n maintained in the above sequence which ensures that
ranks 1n state Rebuilding or Degraded are selected last. In an
alternate embodiment the process only checks if ranks 1n state
Unloaded, Low_RPM or Standby are checked in step 510.
This eliminates the exposure that a new volume 1s created on
a rank 1n state Rebuilding or Degraded until such a rank 1s
back to another state. If the storage system has a such rank
available (yes), the selected rank 1s powered up and promoted
to a normal rank (step 516) and the process continues at step
520 as described previously. If in step 510 1t 1s determined that
there are no Iree ranks available (no), the process moves to
step 524, where an error 1s returned to the request to create a
new volume indicating that the system 1s full. The process
then moves to step 325, where 1t returns to step 304 1n FI1G. 3.

FIG. 6 teaches an exemplary background process that can
be either run repeatedly or initiated at a preset interval when
most appropriate. By comparing the current time from the
RTC 109 to the last accessed time_stamp 1n the table shown 1n
FIG. 2, the process determines whether the time since the last
access ol a volume has exceeded three preset values, known
here as threshold time-out 1, threshold time-out 2, and thresh-
old time-out 3. Threshold time-out 1 will be less than thresh-
old time-out 2, which 1n turn will be less than threshold
time-out 3. These three time-out values either can be set
arbitrarily or adjusted by the system administrator. Based
upon the determination, the process will act accordingly as
tollows, any volume that has not been accessed since thresh-
old time-out 3 will be moved to a standby rank. Volumes that
have not been accessed since threshold time-out 2 shall be
moved to a Low RPM rank, and any volumes that have not
been accessed since threshold time-out 1 will be moved to an
unloaded rank.

Starting at step 602, the process moves to step 604, where
it reads the time_stamp of the last access (column 212 i FIG.
2) for each volume (column 208 mn FIG. 2) from the table
shown in FI1G. 2. It checks whether any volumes thatreside on
a normal rank (a normal rank 1s equivalent to rank 1n normal
state) have an access time_stamp indicating that the time
since last accessed (elapsed time) has exceeded threshold
time-out 3. IT 1t has any such volumes (yes), the process
moves to step 616, where 1t sets two system variables. The
first variable, SRC, 1s used to store the state of the source rank,
set to Normal 1n step 616, and the second variable 1s DEST,
used to store the state of the destination rank, set to Standby in

10

15

20

25

30

35

40

45

50

55

60

65

6

step 616. The process then continues to step 630, where it
mumps to step 702 on FI1G. 7. IT in step 604 1t 1s determined that
no volumes on normal ranks have exceeded threshold time-
out value 3 (no), the process moves to step 606, where 1t
similarly checks to see 1f any volumes on normal ranks have
exceeded threshold time-out 2 since last accessed, as read
from the last accessed time_stamp in the table shown 1n FIG.
2. ITa volume has exceeded the threshold time-out 2 (yes), the
process tlows to step 618, where SRC 1s set to Normal, and
DEST 1s setto Low_RPM. The process then tlows to step 630
as previously described.

If 1n step 606 1t 1s determined that no volumes located on a
normal rank have exceeded threshold time-out 2 (no), the
process continues to step 608, where 1t checks whether any
volumes existing on a normal rank have exceeded threshold
time-out 1. If a volume that exists on a normal rank has
exceeded threshold time-out 1 (yes), the process moves to
step 620, where SRC 1s set to Normal and DEST 1s set to
Unloaded. The process moves to step 630 as described before.
If 1n step 608 no volumes existing on a normal rank have
exceeded threshold time-out 1 (no), the process moves to step
610, where 1t checks whether any volumes existing on an
unloaded rank have exceeded threshold time-out value 3. If a
volume existing on an unloaded rank has exceeded threshold
time-out 3 (yes), the process moves to step 622, where SRC 1s
set to Unloaded and DEST 1s set to Standby. The process then
continues to step 630 as described previously.

If 1n step 610 1t 1s determined that no volumes existing on
an unloaded rank have exceeded threshold time-out 3 (no),
the process moves to step 612, where 1t checks for volumes
existing on an unloaded rank that have exceeded threshold
time-out 2. If a volume 1s found that exists on an unloaded
rank and has exceeded threshold time-out 2 (yes), the process
moves to step 624, where 1t sets SRC to Unloaded and DEST
to Low_RPM. It then moves to step 630 as previously
described. If in step 612 no volumes are detected that exist on
an unloaded volume and has exceeded threshold time-out 2
(no), the process moves to step 614, where i1t checks for
volumes on Low RPM ranks that have exceeded threshold
time-out 3. If such a volume 1s found (ves), the process moves
to step 626, where it sets SRC to Low_RPM, and DEST to
Standby, and then moves to step 630 as described previously.
If 1n step 614 no volumes existing on Low RPM ranks are
found that exceed threshold time-out 3, the process moves to
step 628, where 1t jumps to step 802 1n FIG. 8, to be described
below.

FIG. 7 shows an exemplary process fragment that accom-
plishes the movement of volumes between ranks. The process
continues at step 702, where 1t moves to step 704. The process
then checks whether the source rank drives are in read/write
mode by mspecting the variable SRC, saved previously. The
read/write mode refers to the state of the drive comprised in a
rank. This mode refers to the capability of drives to process
read and write commands. If the source rank drives are not in
read/write mode (no), the process flows to step 730, where the
source rank drives are spun up 1 1n standby or low rpm mode,
and the servos are powered up. The process then moves to step
706. If 1n step 704 1t 1s determined by inspecting the previ-
ously saved variable SRC that the source rank drives are 1n
read/write mode already (yes), the process moves to step 706,
where 1t determines the destination rank type by inspecting
the previously saved variable DEST, and then checks whether
the volume to be moved will {it on any existing ranks of the
same type.

If there are no ranks of the destination type that have
enough free space to hold the volume to be moved, the pro-
cess flows to step 707, where it checks for available free
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ranks. If there are no available free ranks (no), the process
moves to step 730, where a service informational message 1s
posted indicating that the system 1s full. The process then
flows to step 732, where 1t jumps to step 850 1n FIG. 8, to be
discussed later. If 1n step 707 1t 1s determined that a free rank
1s available (yes), the process goes to step 710, where said free
rank 1s powered up. In step 712, the free rank’s status i1s
updated in the rank table (FIG. 2) to match the rank status
previously stored in the variable DEST. The process then
moves to step 716 where a chunk of data consisting of one or
more stripes 1s copied from the source rank to the destination
rank.

The process then moves to step 718, where 1t checks by
inspecting the last accessed time_stamp 1n the rank table
(FIG. 2) whether the source volume has been accessed since
the commencement of the copy operation. If the volume has
been accessed since the copy began (yes), then the copy 1s
terminated and the process tlows to step 726, where 1t returns
to step 304. If 1n step 718 the volume has not been accessed
since the copy began, the process tlows to step 720, where i1t
checks whether the copy 1s complete. If the copy 1s not com-
plete (no), the process returns to step 716 as discussed previ-
ously. If the copy 1s complete (ves), the rank table (FIG. 2) 1s
updated reflecting the new volume location on the destination
rank, step 722

The process then moves to step 726, where 1t returns to step
304. If 1n step 706 1t 1s determined that a rank of DEST type
exi1sts that will hold the volume to be moved (yes), the process
flows to step 708, where 1t checks whether the drives com-
prised in said rank are 1n read/write mode. If the destination
rank 1s not in read/write mode (no), the process continues to
step 714, where the drives pertaining to the destination rank
are powered up 1f in low rpm or standby mode, and the servo
1s powered. The process then moves to step 716 as discussed
previously. If in step 708 1t 1s determined that the destination
rank 1s 1n read/write mode (yes), the process moves to step
716 as previously discussed.

FIG. 8 teaches an exemplary process fragment that per-
forms the consolidation of like volumes. The process contin-
ues at step 802, and then flows to step 804, where the variable
Rank_ type is set to normal. The process then moves to step
806, where 1t determines which rank (column 202 of FIG. 2)
within the rank state defined by variable Rank_type (column
204 of FIG. 2) has the least space used. The spaced used by a
rank 1s determined by the storage controller 106. In step 808,
the process then sorts the volumes located on said determined
rank by size, largest to smallest. Then in step 810, the process
checks whether the first volume on the sorted list, which will
be the largest on the first pass, will fit on any other ranks of the
same type as defined 1n Rank_type.

If the current volume will fit on another rank of the same
type (yes), the process moves to step 826, where 1t checks
whether the source rank drives are in read/write mode. The
read/write mode refers to the state of the drive comprised in a
rank. This mode refers to the capability of drives to process
read and write commands. It the source rank drives are not in
read/write mode (no), the process moves to step 828, where
they are powered up 11 1n standby mode, spun up if 1n low rpm
mode, and the servos powered. The process then moves to
step 830 to be described later. I in step 826 1t 1s determined
that the source rank drives are in read/write mode (yes), then
the process moves to step 830. In step 830, the process checks
whether the destination rank drives are in read/write mode.
Read/write mode refers to the capability of drives to process
read and write commands.

If the destination rank drives are not 1n read/write mode
(no), the process moves to step 832, where they are powered
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up 1f 1n standby mode, spun up 11 1n low rpm mode, and the
servos powered. The process then moves to step 834 to be
described later. If 1n step 830 1t 1s determined that the desti-
nation rank drives are i read/write mode (ves), then the
process moves to step 834. In step 834, one or more stripes of
data are copied from the source drive to the destination drive.
In step 836, the process checks whether the volume has been
accessed during the copy process by looking at the last
accessed time_stamp 1n the rank table (FIG. 2). If the volume

has been accessed since beginning the copy, (ves), then the
process moves to step 814 to be discussed later. If the volume
has not been accessed since beginning the copy (no), the
process continues at step 838, where 1t checks whether the
copy 1s complete.

If the copy 1s not complete (no) 1n step 838, the process
returns to step 834 to copy more stripes. If the copy 1s com-
plete (ves), process flows to step 840, where the rank table
(F1G. 2) 1s updated with the new volume location. The volume
entry 1s deleted under the old rank, and 1s added under the new
rank. The process then moves to step 814, where 1t checks 11
all of the volumes on the source rank have been processed. If
not (no), then the process flows to 812, where the next volume
on the si1ze-sorted list 1s selected for processing. The process
then continues at step 810 as previously described. IT 1n step
814 it 1s determined that all volumes on the source rank have
been processed (yes), the process moves to step 816, where 1t
checks the rank table (FIG. 2) to see 11 the source rank 1s now

empty. If the source rank 1s empty (ves), the process tlows to
step 818, where the rank 1s marked free on the rank table (FIG.

2). The process then flows to step 820 to be described later.
I 1n step 816 1t 1s determined that the current source rank 1s
not empty (no), the process moves to step 820, where 1t 1s
checked whether all rank types have been processed. I fur-
ther rank types need to be processed (no), the process moves
to step 824, where 1t changes the variable Rank_type to the
next slowest rank type. It the rank type just processed was
normal, then 1t 1s changed to unloaded. If 1t was unloaded, the
rank type 1s set to low rpm. I the rank type was low rpm, 1t 1s
set to standby. I the rank type was standby, then all have been
processed (maintenance, rebuild, and others are not pro-
cessed). The process then continues at 806 as previously
described. I 1n step 820 1t 1s determined that all rank types
have been processed (yes), the process moves to step 850, and
all standby and drives in free ranks are powered down. Then,
in step 852, all low rpm rank drives are slowed. The process
continues at step 854, where all servos on drives 1n unloaded
ranks are powered off. The process then ends at step 822.
While one or more embodiments of the present invention
have been 1llustrated 1n detail, the skilled artisan will appre-
ciate that modifications and adaptations to those embodi-
ments may be made without departing from the scope of the
present invention as set forth in the following claims.

What 1s claimed 1s:
1. A method for reducing the collective power consumption
of a plurality of storage devices including a plurality of asso-
ciated storage volumes, comprising:
grouping the storage volumes by a last access time accord-
ing to a plurality of ranks, the plurality of ranks corre-
sponding to a level of power consumption based on
device activity, including one of a normal, rebuilding,
degraded, unloaded, low revolutions-per-minute
(RPM), standby, and maintenance rank; and

moving a volume of the plurality of storage volumes
between the plurality of ranks according to an access
pattern of the volume.
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2. The method of claim 1, wherein moving a volume of the
plurality of storage volumes between the plurality of ranks
according to an access pattern of the volume includes:

detecting one of a read command and an update command,

determining if the volume 1s on one of the normal rank and
the rebuilding rank,

performing one of reading the volume and updating the

volume, and

updating a volume last accessed timestamp.

3. The method of claim 1, wherein moving a volume of the
plurality of storage volumes between the plurality of ranks
according to an access pattern of the volume includes:

detecting one of a read command and an update command,

determining 11 the volume 1s on the unloaded rank, wherein
if the volume 1s on the unloaded rank, powering up at
least one drive servo associated with the volume, and
setting a to the normal rank,
determining 1f the volume 1s on the low RPM rank, wherein
if the volume 1s on the low RPM rank, spinning up at
least one drive associated with the volume,

determining 11 the volume is on the standby rank, wherein
if the volume 1s on the standby rank, powering up the at
least one drive associated with the volume,

setting the rank to the normal rank,

performing one of reading the volume and updating the

volume, and

updating a volume last accessed timestamp.

4. The method of claim 1, wherein moving a volume of the
plurality of storage volumes between the plurality of ranks
according to an access pattern of the volume includes:

detecting one of a read command and an update command,

determining 11 the volume 1s on the maintenance rank,
wherein 1f the volume 1s on the maintenance rank,
reporting the volume as maccessible, and

determining if the volume 1s not on one of the normal,

rebuilding, unloaded, low RPM, standby, and mainte-
nance ranks, wherein i1f the volume 1s not on one of the
normal, rebuilding, unloaded, low RPM, standby, and
maintenance ranks, reporting the volume as not found.

5. The method of claim 1, wherein moving a volume of the
plurality of storage volumes between the plurality of ranks
according to an access pattern of the volume includes:
detecting an add volume command to add a new volume,
determining a size of the new volume,
determining 1f the new volume will fit on at least one

normal rank, wherein 11 the volume will fit, creating the

new volume on the at least one normal rank, otherwise:
determining if any iree ranks are available, and promot-
ing a iree rank to the at least one normal rank, other-
wise:
returning a system full error.

6. The method of claim 1, wherein moving a volume of the
plurality of storage volumes between the plurality of ranks
according to an access pattern of the volume includes execut-
ing a background process whereby:

the volume 1s monitored to determine whether an elapsed

time since the last access time has exceeded at least one

of a plurality of predetermined values, wherein i1 the

clapsed time has exceeded the at least one of a plurality

of predetermined values:

the volume 1s moved to a new rank of the plurality of
ranks, the new rank selected based on the elapsed
time.

7. The method of claim 6, wherein moving the volume to a
new rank of the plurality of ranks includes determining at
least one of:
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10

whether a source rank of the volume 1s 1n a read/write

mode,

whether the volume fits on at least one existing destination

rank,

whether the destination rank 1s 1n a read/write mode, and

whether a free rank 1s available.

8. The method of claim 6, wherein 11 the elapsed time has
not exceeded the at least one of a plurality of predetermined
values:

the volume 1s analyzed to determine 11 the volume fits on an

existing rank of a same rank type, wherein 11 the volume
fits on an existing rank of a same rank type, the volume
1s consolidated with a like volume on the existing rank.

9. A system for reducing the collective power consumption
of a plurality of storage devices including a plurality of asso-
ciated storage volumes, comprising;:

a controller in commumnication with the plurality of storage

volumes, the controller adapted for:

grouping the storage volumes by a last access time
according to a plurality of ranks, the plurality of ranks
corresponding to a level of power consumption based
on device activity, including one of a normal, rebuild-
ing, degraded, unloaded, low revolutions-per-minute
(RPM), standby, and maintenance rank, and

moving a volume of the plurality of storage volumes
between the plurality of ranks according to an access
pattern of the volume.

10. The system of claim 9, wherein the controller 1s further
adapted for:

detecting one of a read command and an update command,

determining 1f the volume 1s on one of the normal rank and

the rebuilding rank,

performing one of reading the volume and updating the

volume, and
updating a volume last accessed timestamp.
11. The system of claim 9, wherein the controller 1s further
adapted for:
detecting one of a read command and an update command,
determining 1f the volume 1s on the unloaded rank,
wherein 11 the volume 1s on the unloaded rank, powering
up at least one drive servo associated with the volume,
and setting a to the normal rank,
determiming 11 the volume 1s on the low RPM rank, wherein
if the volume 1s on the low RPM rank, spinning up at
least one drive associated with the volume,

determining 11 the volume 1s on the standby rank, wherein
if the volume 1s on the standby rank, powering up the at
least one drive associated with the volume,

setting the rank to the normal rank,

performing one of reading the volume and updating the

volume, and

updating a volume last accessed timestamp.

12. The system of claim 9, wherein the controller 1s further
adapted for:

detecting one of a read command and an update command,

determiming if the volume 1s on the maintenance rank,

wherein 1f the volume 1s on the maintenance rank,
reporting the volume as maccessible, and

determining 1f the volume 1s not on one of the normal,

rebuilding, unloaded, low RPM, standby, and mainte-
nance ranks, wherein i1f the volume 1s not on one of the
normal, rebuilding, unloaded, low RPM, standby, and
maintenance ranks, reporting the volume as not found.

13. The system of claim 8, wherein the controller 1s further
adapted for:

detecting an add volume command to add a new volume,

determining a size of the new volume,
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determining if the new volume will fit on at least one
normal rank, wherein 11 the volume will fit, creating the
new volume on the at least one normal rank, otherwise:
determining 1f any free ranks are available, and promot-

ing a iree rank to the at least one normal rank, other-
wise:
returning a system full error.

14. The system of claim 8, wherein the controller 1s further
adapted for:

monitoring the volume to determine whether an elapsed
time since the last access time has exceeded at least one
of a plurality of predetermined values, wherein it the
clapsed time has exceeded the at least one of a plurality
of predetermined values:
moving the volume to a new rank of the plurality of

ranks, the new rank selected based on the elapsed
time.

15. The system of claim 9, wherein the controller 1s further
adapted for determining at least one of:

whether a source rank of the volume 1s 1n a read/write
mode,

whether the volume fits on at least one existing destination
rank,

whether the destination rank 1s 1n a read/write mode, and

whether a free rank 1s available.

16. The system of claim 14, wherein the controller 1s fur-
ther adapted for, 1f the elapsed time has not exceeded the at
least one of a plurality of predetermined values:

analyzing the volume to determine 11 the volume fits on an
existing rank of a same rank type, wherein 11 the volume
fits on an existing rank of a same rank type, the volume
1s consolidated with a like volume on the existing rank.

17. A computer program product for reducing the collec-
tive power consumption ol a plurality of storage devices
including a plurality of associated storage volumes, the com-
puter program product comprising a non-transitory com-
puter-readable storage medium having computer-readable
program code portions stored therein and executed by a pro-
cessor device, the computer-readable program code portions
comprising:

a first executable portion for grouping the storage volumes
by alast access time according to a plurality of ranks, the
plurality of ranks corresponding to a level of power
consumption based on device activity, including one of a
normal, rebuilding, degraded, unloaded low revolutions-
per-minute RPM standby, and maintenance rank; and

a second executable portion for moving a volume of the
plurality of storage volumes between the plurality of
ranks according to an access pattern of the volume.

18. The computer program product of claim 17, wherein
the first executable portion for moving a volume of the plu-
rality of storage volumes between the plurality of ranks
according to an access pattern of the volume includes a fourth
executable portion for:

detecting one of a read command and an update command,

determining if the volume 1s on one of the normal rank and
the rebuilding rank,

performing one of reading the volume and updating the
volume, and

updating a volume last accessed timestamp.

19. The computer program product of claim 17, wherein
the second executable portion for moving a volume of the
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plurality of storage volumes between the plurality of ranks
according to an access pattern of the volume includes a fourth
executable portion for:

detecting one of a read command and an update command,

determining 1f the volume 1s on the unloaded rank, wherein

if the volume 1s on the unloaded rank, powering up at
least one drive servo associated with the volume, and
setting a to the normal rank,
determining 11 the volume 1s on the low RPM rank, wherein
if the volume 1s on the low RPM rank, spinning up at
least one drive associated with the volume,

determining 1f the volume 1s on the standby rank, wherein
if the volume 1s on the standby rank, powering up the at
least one drive associated with the volume,

setting the rank to the normal rank,

performing one of reading the volume and updating the

volume, and

updating a volume last accessed timestamp.

20. The computer program product of claim 17, wherein
the second executable portion for moving a volume of the
plurality of storage volumes between the plurality of ranks
according to an access pattern of the volume includes a fourth
executable portion for:

detecting one of a read command and an update command,

determining 1f the volume 1s on the maintenance rank,

wherein 1f the volume 1s on the maintenance rank,
reporting the volume as maccessible, and

determiming 1f the volume 1s not on one of the normal,

rebuilding, unloaded, low RPM, standby, and mainte-
nance ranks, wherein i1f the volume 1s not on one of the
normal, rebuilding, unloaded, low RPM, standby, and
maintenance ranks, reporting the volume as not found.

21. The computer program product of claim 17, wherein
the second executable portion for moving a volume of the
plurality of storage volumes between the plurality of ranks
according to an access pattern of the volume includes a third
executable portion for:
detecting an add volume command to add a new volume,
determining a size of the new volume,
determiming 1f the new volume will {it on at least one

normal rank, wherein i1 the volume will fit, creating the

new volume on the at least one normal rank, otherwise:
determining 1f any free ranks are available, and promot-
ing a free rank to the at least one normal rank, other-
wise:
returning a system full error.

22. The computer program product of claim 17, wherein
the second executable portion for moving a volume of the
plurality of storage volumes between the plurality of ranks
according to an access pattern of the volume includes a third
executable portion for executing a background process
whereby:

the volume 1s monitored to determine whether an elapsed

time since the last access time has exceeded at least one

of a plurality of predetermined values, wherein 1t the

clapsed time has exceeded the at least one of a plurality

of predetermined values:

the volume 1s moved to a new rank of the plurality of
ranks, the new rank selected based on the elapsed
time.
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