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PANORAMIC VIEWING SYSTEM
ESPECIALLY IN COMBAT VEHICLES

BACKGROUND OF THE INVENTION

The 1nvention pertains to a panoramic viewing system
especially in a combat vehicle.

A panoramic viewing system 1s described 1n, for example,
DE 102 17 177 Al. This direct view system with glass lenses
1s designed as a panoramic viewing device.

A panoramic viewing system of the applicant 1s described
in detail 1n Jane’s “International Detfense Review” of Aug. 1,
2004. This system, which was introduced at an exhibition 1n
Paris, comprises eight commercial cameras with 1 megapixel
outputs. The cameras themselves can zoom into the areas
which they cover. By means of a computer mouse, the opera-
tor can also look at images in the rear without having to turn
his head 1n that direction. In this case, for example, digitally
superimposed signatures tell the operator what direction he 1s
looking 1n at the time. Digital correction, as briefly men-
tioned, 1s used to improve the transition when the operator
switches his view from one camera to another. No further
discussion of the panoramic viewing system 1s provided.

The company called “United Defense” also offers a pan-
oramic viewing system, which it calls the “Enhanced Situ-
ational Awareness System—Eagle Vision™”, and which cov-
ers a 360° horizontal range. A display 1s located 1n the helmet
of the operator.

At the Internet site www.octec.com/image processing
products/Tunctionality/-mosaic.html, a process 1s presented
by means of which 1t 1s possible to connect individual digital
images of an individual sensor to each other 1n such a way that
a complete 1image 1n the form of a panoramic display 1is

created. No overlaps are visible.

A panoramic monitoring system with a stationary camera
1s described 1n DE 694 29 028 T2 (EP 0 610 863 B1), where
the device and also an algorithm for transforming individual
visual or viewing fields with distorted perspective into several
normal 1mages with undistorted perspective are discussed.
The device comprises means for controlling the omnidirec-
tional view and for digitizing an imcoming or previously
recorded video signal, eftc.

SUMMARY OF THE INVENTION

Building on the known viewing systems, the ivention
proposes to accomplish the task of providing a process by
means of which a panoramic image generated from individual
images supplied by several different cameras can be made
available to the operator.

The mvention 1s based on the idea of using simple 2D
cameras to make a quasi- or effectively 3D panoramic view
available to the operator, where the operator can zoom 1nto the
section of the panoramic view which he 1s viewing at the
moment. Overlaps between the images are also avoided.

To implement this 1dea, 1t 1s proposed that the digital data
acquired by the individual cameras and 1mages converted to
digitized 1images be projected onto virtual 3D screens (which
can be realized virtually by means of 3D-accelerated hard-
ware) but not actually presented in 3D. So that no special
hardware has to be developed for this purpose, the invention
proposes the use of the 3D technology of graphics cards. The
virtual 3D scenario (screens with the current camera 1images)
1s thus projected and presented to the user in 2D. This process
makes 1t possible to use simple cameras with single lenses.
There 1s no need for cameras with a zoom function.
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The images supplied by the lenses are first compensated by
a computer algorithm to remove distortion. As a result, good
match-up 1s obtained between the images which overlap and
must be merged.

To prevent the overlaps of the individual images from being,
visible and thus to offer the best-possible panoramic display
(uniform i1mage), the so-called “alignment” of the virtually
unrolled screens (=cameras) 1s read in first. A light beam 1s
then sent through each pixel of each screen and a check 1s run
to see whether this beam also passes through another screen.
IT 1t does not, the intensity of this pixel 1s set at 100%. I 1t
does, the 1ntensity of the pixels on the two screens 1s adjusted
in such a way that the total intensity of the two pixels on the
two screens 1s 100%. This creates a smooth transition. The
intensity at the overlaps between screens 1s therefore always
adjusted to 100%. The result 1s then stored 1n a table.

The panoramic viewing system should preferably consist
of eight cameras covering a range of 360° 1n the horizontal
direction. A computer unit joins the images from these cam-
eras 1nto a seamless panorama in real time. The operators can
choose any desired individual sections. A display or the dis-
play 1s attached preferably to the operator’s helmet. Together
with a motion sensor, which tracks the position of the helmet,
this forms a human-machine 1nterface.

In another embodiment of the invention, 1t 1s provided that
several different image sections can be offered simulta-
neously to several different users.

The precise alignment of the cameras with each other 1s
also implemented 1n software. The alignment process 1s auto-
mated by means of a correlation method.

By the use of an external reference system (position mea-
surement), the image made available to the operator can also
be stabilized. The stabilization 1tself 1s performed 1n the com-
puter; there 1s no need to stabilize the cameras. The reference
axis (usually the longitudinal axis of the vehicle) can be
adjusted by pushing a button.

By means of various alignments (=orientation of the cam-
era), the matching (and brightness) can be controlled, so that
the matchings are optimal in the short, medium, and long
ranges.

For display in the short, medium, and long ranges, it 1s
provided 1n accordance with an embodiment of the invention
that the operator can zoom in digitally on the image 1n the
monitor; the camera lens 1tself does not move. Each operator,
independently of the other, can choose a different image
section and zoom 1n on 1t as desired. To zoom, the operator
uses his computer mouse, joystick, keyboard, etc., to move
into the image and to enlarge it, which occurs as soon as
zooming starts. The same operating elements are also used for
the general control of the system.

The advantage of this invention is therefore that several
camera images with overlapping view areas can be merged. In
addition, the system can be used simultaneously by several
operators looking in different directions. The alignment of the
stationary cameras with respect to each other 1s measured
automatically by a correlation method. In addition, only one
alignment needs to be selected for various view areas.
Another advantage 1s that the data are processed in the same
way even 1f different cameras and different lenses are being
used. The configuration of the cameras can be easily man-
aged, and their number can be quickly changed and/or
adapted. The failure of one camera or frame grabber does not
lead to the total failure of the system; only one sector 1s lost.

The system 1s not limited to panoramic views. By arrang-
ing the cameras approprately, any conceivable area can be
covered and the images merged.
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A system 1s therefore offered which 1s characterized by a
seamless 360° panorama 1n real time, 1n which any desired
section of the image can be realized (angle, zoom position)
individually, and several different image sections can be
made available simultaneously to several users. The desired
sections of the image or the entire panorama can be transmit-
ted over standardized links to higher-level and/or adjacent
guidance systems. Vital additional information such as mes-
sages from a Battle Management System, warnings, target
information, etc, can be offered by superimposition.

Color and/or black-and-white camera 1images from several
cameras, which can be nstalled in fixed positions, can be
processed. The images 1n question are usually digital.

This panoramic view (360°) or partial view (less than 360°)
can be used not only for driving, either forward or 1n reverse,
and for applications on ships and aircrait, including helicop-
ters, but also for monitoring purposes such as entryway moni-
toring, store monitoring, vehicles for transporting currency,
etc.

BRIEF DESCRIPTION OF THE DRAWINGS

The 1nvention 1s to be explained 1n greater detail below on
the basis of an exemplary embodiment and the associated
drawing:

FI1G. 1 shows a general block circuit diagram of the system:;

FIG. 2 shows a possible arrangement of the cameras on a
carrier; and

FIG. 3 shows part of a panoramic view diagram.

DESCRIPTION OF THE INVENTION

FIG. 1 shows a functional block diagram of a possible
embodiment of the system 1, with several cameras 2, which
are mounted in the forward area 11 and also 1n the rear area 12
of a carnier 10 such as a vehicle or other object (FIG. 2).
Image-generating circuits or color processing units 3, are
connected to the cameras 2, ; the image-generating circuits
are connected to associated frame grabbers 4, , which take the
images from the cameras 2 and make them available to a
computer 5 on demand over a bus. The outputs of these
grabbers 4, are sent to the computer 5, which for its own part
has additional inputs and several outputs, which are con-
nected, for example, to the individual displays 6, of the indi-
vidual operators 7, (notshown). The computer 5, including its
graphics card, has the task of realizing the quasi-3D pan-
oramic 1mage 30 (FIG. 3).

FIG. 2 shows the overlaps 20, between the images 21,
recorded by the cameras 2 . These are reflected 1n the pan-
oramic diagram 30 according to FIG. 3.

The process for displaying the view of the panoramic
image 30 (here a 360° view, although this 1s not a necessary
condition) takes place as follows:

All of the camera 1images 21, are read in from the various
frame grabbers 4, . The computer S establishes the direction
(camera 2, ) in which the user 7 wants to look and determines
the camera 2, required for the view and the data or section to
be obtained from that camera. It 1s assumed that the computer
5 knows the arrangement of the cameras 2, and that the
computer 5 obtains the information concerning the viewing
direction of the user via an HMI (Human-Machine Interface).
On the basis of thus mnformation, the 1image data are now
calculated for the user. For this purpose, the data are sent over
the bus from the appropnate grabbers 4 to the computer 5. IT
the images 21, have become distorted because of the use of
single lenses, the distortion 1s removed by means of conven-
tional software.
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In an mtermediate step, the intensity of the images 21, 1n
the overlapping areas 20 1s adjusted (to a so-called alpha
value, as will be explained below) 1n order to produce clean
transitions, where values stored for this purpose 1n a relevant
table are used. Although the images 21' thus created are
projected onto 3D screens 31, (running virtually on 3D-ac-
celerated hardware 1n the computer 5), the result 1s not dis-
played in 3D. The 3D scenery (screens 31, with the current
camera 1mages 21 ) 1s projected and displayed to the user in
2D. If the user wants, he can zoom into this scenery. This 1s
done 1n the conventional manner.

If the HMI (Human-Machine Interface) establishes that a
certain user 7 has changed the direction 1n which he 1s look-
ing, the previously described process 1s run through again as
required.

According to an elaboration of the previously described
process, an additional correction process by means of which
the alpha values can be determined and stored 1n the computer
5 1s run to cut out or correct these views.

The correction process and the process for displaying the
view proceed approximately as follows:

Before the system 1s started, a so-called alpha file 1s pret-
erably generated. In the first step, the alignment of the screens
31, (=cameras 2, ) 1s read 1n (alignment). A light beam 1s sent
through each pixel of each screen 31 , and 1t 1s determined
whether this beam also passes through another screen 31, . IT
it does not, the intensity 1s setto 100%. If 1t does, however, the
intensity of the two screens 31 1s adjusted 1n such a way that
that the sum of the itensities of the two screens 31, 1s 100%
and a smooth transition 1s obtained. The intensities which
have been determined and adjusted for the overlaps 20 of two
or more screens 31 are stored or filed 1n a table 1n a memory
unit of the computer 5. During the run time, various alpha files
can be loaded to achieve optimal overlap (20, ) 1n the short,
medium, and long ranges.

As previously mentioned, the system 1 1s characterized 1n
that different individual views can be provided simulta-
neously to several different users 7, .

The view for the user 7 1s preferably provided on a display
(not shown) which can be attached to a helmet 1n the manner
known 1n and of itself. Together with a motion sensor, which
detects the position of the helmet, a user-friendly MMI (Ma-
chine-Machine Interface) interface 1s thus obtained. The
operator 7 has the impression of being able to look through
the walls of the object 10. If the object 10 1s a combat vehicle
or the like, the viewing direction of the commander forms the
basis for short-range targeting assignments.

Other features and advantages of the present invention will
become apparent from the following description of the mnven-
tion that refers to the accompanying drawings.

The invention claimed 1s:

1. A panoramic viewing system, comprising:

several cameras, which are distributed over an object to
record scenarios around the object;

a computer connected to the cameras and to which all
camera 1mages ol the cameras are sent, the camera
images being processed 1n the computer and presented
to at least one operator for viewing;

image-generating circuits, the cameras being connected to
the 1mage-generating circuits;

associated frame grabbers connected to the 1image-gener-
ating circuits, the associated frame grabbers having out-
puts connected to the computer, the computer having
several outputs;

at least one display for the at least one operator of the
panoramic viewing system, the computer outputs being
connected to the display, wherein 1images are projected
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onto virtual 3D screens, which are made available 1n 2D
as a quasi-3D panoramic 1mage to the at least one opera-
tor; and

a so-called alpha file 1s generated before the system 1s

started, for which purpose, in a first step, an alignment of >

the virtual screens 1s read 1nto the computer; an 1magi-
nary light beam 1s sent through each pixel of each screen
and 1t 1s determined whether this beam also passes
through another screen, where, if 1t does not, the inten-
sity 1s set to 100%, whereas, 111t does, the intensity of the
screens 1n question are adjusted so that a sum of the
intensities of the two screens 1n question 1s 100% and
these determined and adjusted intensities are stored or
filed 1n a table 1n a memory umt of the computer.

2. The panoramic viewing system according to claim 1,
wherein several cameras are installed 1n a forward area and
also 1n a rear area of the object.

3. The panoramic viewing system according to claim 1,
wherein the system 1s configured so that several operators can
simultaneously access the system, and each can be offered a
quasi-3D panoramic image different from those being viewed
by the other operators.

4. The panoramic viewing system according to claim 1,
wherein the display 1s attached to a helmet of the operator and
1s Tunctionally connected to a motion sensor, which detects
position of the helmet and tracks viewing direction of the
operator.

5. The panoramic viewing system according to claim 1,
wherein the object 1s a land vehicle, a watercrait, an aircrait or
a building.

6. A process for presenting scenarios occurring around an
object, comprising the steps of:
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recording the scenarios with cameras mounted on the
object;

processing the scenarios 1n a computer; and

offering the scenarios to an operator as a panoramic 1mage;

the process further including reading all camera images of
the cameras 1nto associated frame grabbers and making
the camera 1images available to the computer, the pro-
cessing including the computer establishing a direction
in which the operator 1n question wants to look and
determining the camera required to present that view and
the data or section to be obtained from that camera, the
computer then having the data sent to 1t from the appro-
priate associated frame grabbers, and projecting these
camera 1mages 1 2D onto virtual 3D screens in the
computer, and presenting them to the operator 1n ques-
tion for viewing; and

the process further including generating a so-called alpha
file before the system 1s started, for which purpose, 1n a
first step, an alignment of the virtual screens 1s read into
the computer; an imaginary light beam 1s sent through
cach pixel of each screen and it 1s determined whether
this beam also passes through another screen, where, 111t
does not, the intensity 1s set to 100%, whereas, 11 1t does,
the mtensity of the screens 1n question are adjusted so
that a sum of the intensities of the two screens 1n ques-
tion 15 100% and these determined and adjusted inten-
sities are stored or filed 1n a table 1n a memory unit of the
computer.

7. The process according to claim 6, wherein the individual

operator 1n question can zoom in on the displayed scenery.
8. The process according to claim 6, wherein while the
system 1s running, various alpha files are loaded to achieve

optimal overlap 1n short, medium, and long ranges.
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