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1

IMAGING DEVICE AND MANUFACTURING
METHOD THEREOFK

TECHNICAL FIELD

The present invention relates to a small, low-profile imag-
ing device and a manufacturing method thereof.

BACKGROUND ART

A conventional imaging device 1s disclosed, for example,
in JP 2001-78213A. FIG. 50 1s a cross-sectional view show-
ing the configuration of the conventional imaging device.

In FIG. 50, an imaging system 9010 1s an optical process-
ing system that images light from an object on the 1maging
surface of an 1maging element 9120 via an aperture 9110 and
an 1maging lens 9100. The aperture 9110 has three circular
openings 9110a, 91105 and 9110c¢. The object light from the
openings 9110a, 91105 and 9110¢ that 1s incident on a light
incidence surface 9100e of the imaging lens 9100 1s ematted
from three lens units 9100a, 910056 and 9100c¢ of the 1maging
lens 9110 and forms three object images on the 1maging
surface of the imaging element 9120. A shading film 1s
formed on a flat portion 91004 of the imaging lens 9100.
Three optical filters 9052a, 90525 and 90352¢ that transmut
light of different wavelength ranges are formed on the light
incidence surface 9100e of the imaging lens 9100. Three
optical filters 90534, 90535 and 9053¢ that transmait light of
different wavelength ranges are also formed on three imaging
areas 9120a, 912056 and 9120¢ on the 1imaging element 9120.
The optical filters 9052a and 90534 have a spectral transmiut-
tance characteristic of mainly transmitting green (marked G),
the optical filters 90525 and 90535 have a spectral transmit-
tance characteristic of mainly transmitting red (marked R),
and the optical filters 9052¢ and 9053¢ have a spectral trans-
mittance characteristic of mainly transmitting blue (marked
B). Thus, the imaging areas 9120a, 91206 and 9120¢ are
respectively sensitive to green (G), red (R) and blue (B) light.

With an imaging device such as this having a plurality of
imaging lenses, the mutual spacing between the plurality of
object images respectively formed by the plurality of imaging
lenses on the 1maging surface of the imaging element 9120
changes when the distance from the camera module to the
object changes.

With the above conventional camera module, the optical
axis spacing of the plurality of imaging systems is set such
that the mutual spacing between the plurality of object images
when the object 1s at a virtual subject distance D[m] and the
mutual spacing between the plurality of object images when
the object 1s at infinity changes by less than twice the pixel
pitch of a reference image signal, where D=1.4/(tan 0/2), with
the virtual subject distance D[m] as a function of the angle of
view 0[°] of the plurality of imaging systems. That 1s, color
shift in the images of an object at infinity can be suppressed to
a permissible level, even when the same 1image processing
optimized for capturing an image of an object at a virtual
subject distance D[m] 1s performed on an object at infinity,
because the optical axis spacing is set such that the difference
in mutual spacing between the two sets of object images on
the 1maging surface will be less than twice the pixel pitch of
a reference signal.

In the conventional imaging device, the optical axes of the
three lens unmits 9100a, 91005 and 9100c¢ of the 1maging lens
9100 are disposed so as to pass respectively through the
centers of the three circular openings 9110aq, 911056 and
9110¢ of the aperture 9110 and the centers of the 1maging
areas 9120a, 91205 and 9120c. However, the optical axes of
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the three lens units 91004, 910056 and 9100¢ of the 1maging
lens 9100 can deviate from the respective centers of the three
circular opemings 9110a, 911056 and 9110c¢ of the aperture
9110 due to variability 1n component precision, assembly or
the like. A characteristic particular to the lens 1s that the light
intensity around the periphery of the imaging surface of the
imaging element 9120 (peripheral brightness) decreases 1n
comparison to the center, although the extent to which periph-
eral brightness decreases differs when the optical axes of the
three lens units 9100a, 91005 and 9100c¢ of the imaging lens
9100 deviate in different directions from the centers of the
three circular openings 9110a, 91105 and 9110c¢ of the aper-
ture 9110.

FIG. 51 1llustrates the relationship between the aperture,
the lens units, and peripheral brightness. In FIG. 51, only the
lens 9100, the aperture 9110 and the imaging element 9120
are shown for sitmplicity. The curves marked G, R and B show
the respective light 1ntensities of the colors green, red and
blue. Here, the positive sense of the y direction 1s upwards on
the page, as shown 1n FIG. 51. As 1n FIG. 51, the peripheral
brightness on the imaging surface of the imaging element
9120 decreases symmetrically 1n the positive and negative
senses of the y direction, when the center of the circular
opening 91105 coincides with the optical axis of the lens unit
91105 (curved distribution marked R). Thus, the light inten-
sity distribution for red 1s positively and negatively symmetri-
cal in relation to the y direction. However, when the center of
the circular opening 9110q deviates from the optical axis of
the lens unit 9100q 1n the negative sense of the y direction, the
peripheral brightness on the imaging surface of the imaging
clement 9120 decreases to a greater extent in the negative
sense of the y direction (curved distribution marked ). Thus,
the light imntensity distribution for green 1s pronounced 1n the
positive sense in relation to the y direction. On the other hand,
when the center of the circular opening 9110¢ deviates from
the optical axis of the lens unit 9100¢ 1n the positive sense of
the y direction, due to varnability 1n processing precision of
the lends 9100 or the apertures 9110, brightness on the 1mag-
ing surface of the imaging element 9120 decreases to a greater
extent 1n the positive sense of the y direction (curved distri-
bution marked B). Thus, the light intensity distribution for
blue 1s pronounced in the negative sense 1n relation to the y
direction. Note that when the aperture 9110 and the lens 9100
are made from thermoformed resin, variability as i FI1G. 51

can arise from differences in the coellicient of thermal expan-
s10on resulting from compositional differences.

FIG. 52 shows the light intensity distributions for the
green, red and blue components. The y-axis 1s shown on the
horizontal axis and light intensity 1s shown on the vertical
axis. Where, for example, images of a gray subject are cap-
tured and synthesized when the above variability 1s present,
colors (false color) other than the actual colors (gray in the
present example) of the subject are produced, such as red in
central portions in the y direction, green in positive positions,
and blue 1n negative positions, since the light intensity distri-
bution for red (curve marked R) will be positively and nega-
tively symmetrical in relation to the y direction, the light
intensity distribution for green (curve marked G) will be
pronounced 1n the positive sense 1in relation to the y direction,
and the light intensity distribution for blue (curve marked B)
will be pronounced 1n the negative sense 1n relation to the y
direction, as shown 1n FIG. 52. That 1s, a conventional imag-
ing device that has a plurality of lens units and recerves red,
green and blue light of the subject independently 1n 1imaging
areas corresponding respectively to the lens units produces
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false colors when the light intensity distribution 1s biased
because of differing light intensities for red, green and blue
light.

False colors thus are produced when the light axes of the
three lens units 9100a, 91005 and 9100¢ of the imaging lens
9100 devaate from the respective centers of the circular open-
ings 9110a, 91105 and 9110¢ of the aperture 9110 due to
variability 1n component precision, assembly or the like.

Note that the above problem does not arise with an 1imaging
device constituted by a single lens unit and a single 1maging
area, and having an 1maging element in which a Bayer array
of color filters 1s disposed 1n the 1maging area (e.g., imaging
clement 1s a CCD, and has 3 different color filters red, green
and blue disposed 1n a lattice on the surface of the imaging
clement, each color filter corresponding to a different photo-
diode). That 1s, false colors are not produced even 1f the lens
unit deviates from the center of the aperture and light inten-
sities are biased due to the aforementioned variability 1n
component precision, assembly or the like, because the light
intensity distributions for red, green and blue will be similar,
since the red, green and blue color filters are disposed 1n a
lattice 1n proximity to each other, and the red, green and blue
light of the subject 1s received at an 1imaging area that brings
them close together. However, the si1ze and profile of an imag-
ing device constituted by a single lens unit and a single
imaging element cannot be reduced because of the long opti-
cal length.

DISCLOSURE OF INVENTION

The present invention, which was made 1n consideration of
the above problems, has as its object to provide a small,
low-profile imaging device that obtains 1maging signals hav-
ing similar light intensity distributions for different colored
light, even when there 1s variability in component precision or
assembly.

An mmaging device of the present mvention includes a
plurality of lens units each including at least one lens, a
plurality of imaging areas corresponding one-to-one with the
plurality of lens units, and each having a light receiving
surface substantially perpendicular to an optical axis direc-
tion of the corresponding lens unit, an 1maging signal input
unit that receives as mput a plurality of 1imaging signals each
output from a different one of the plurality of imaging areas,
an itensity correction coetlicient saving unit that saves an
intensity correction coetlicient, which i1s mformation con-
cerning intensity unevenness in the imaging areas, and an
intensity correcting unit that corrects the intensity of each of
the plurality of imaging signals using the intensity correction
coellicient, so as to reduce the effect of intensity unevenness
in the 1maging areas.

The present invention 1s able to provide a small, low-profile
imaging device that obtains 1imaging signals having similar
light intensity distributions for different colored light, even
when there 1s variability in component precision or assembly.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 1s a cross-sectional view showing the configuration
of an 1maging device according to Embodiment 1 of the
present invention.

FIG. 2 1s a top view of the lens of the imaging device
according to Embodiment 1 of the present invention.

FI1G. 3 1s a top view of the circuit unit of the imaging device
according to Embodiment 1 of the present invention.
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FIG. 4 1s a characteristics diagram of color filters of the
imaging device according to Embodiment 1 of the present
invention.

FIG. 5 1s a characteristics diagram of an IR filter of the
imaging device according to Embodiment 1 of the present
invention.

FIG. 6 1llustrates the position of 1mages of an object at
infinity in the imaging device according to Embodiment 1 of
the present invention.

FIG. 7 illustrates the position of images of an object at a
finite distance 1n the 1maging device according to Embodi-
ment 1 of the present invention.

FIG. 8A illustrates the relationship between an in-focus
image and a contrast evaluation value 1n the 1maging device
according to Embodiment 1 ofthe present invention, and FIG.
8B illustrates the relationship between an out-oi-focus 1mage
and a contrast evaluation value 1n the 1maging device accord-
ing to Embodiment 1 of the present invention.

FIG. 91llustrates the relationship between lens position and
the contrast evaluation value 1n the 1imaging device according
to Embodiment 1 of the present invention.

FIG. 10 1s a block diagram of the imaging device according,
Embodiment 1 of the present invention.

FIG. 11 1s a tlowchart showing the operations of the imag-
ing device according to Embodiment 1 of the present inven-
tion.

FIG. 12 1s a flowchart showing an autofocus control opera-
tion according to Embodiment 1 of the present invention.

FIG. 13 illustrates the coordinates of an 1imaging signal of
the imaging device according to Embodiment 1 of the present
invention.

FIG. 14 1s a flowchart showing an intensity correction
operation according to Embodiment 1 of the present imnven-
tion.

FIG. 15 illustrates distortion correction coellicients
according to Embodiment 1 of the present invention.

FIG. 16 1s a flowchart showing a distortion correction
operation according to Embodiment 1 of the present inven-
tion.

FIG. 17 1s a flowchart showing a parallax correction opera-
tion according to Embodiment 1 of the present invention.

FIG. 18 illustrates block dividing in the imaging device
according to Embodiment 1 of the present invention.

FIG. 19 illustrates a calculation area for calculating paral-
lax evaluation values 1n the 1maging device according to
Embodiment 1 of the present invention.

FIG. 20 illustrates the relationship between parallax and
parallax evaluation values 1n the 1imaging device according to
Embodiment 1 of the present invention.

FIG. 21 1s a cross-sectional view showing the configuration
of an 1maging device according to Embodiment 2 of the
present invention.

FI1G. 22 1s a block diagram of the imaging device according,
Embodiment 2 of the present invention.

FIG. 23 1s an external view of the imaging device and other
devices when generating correction coelficients according to
Embodiment 2 of the present invention.

FIG. 24 1s an external view of an intensity correction chart
used 1n generating intensity correction coellicients according
to Embodiment 2 of the present invention.

FIGS. 25A to 25C are wavelorm diagrams showing an
imaging signal, an intensity correction coelificient and an
imaging signal after correction in the imaging device accord-
ing to Embodiment 2 of the present invention.

FIG. 26 1s an external view of an origin correction chart
used 1n generating origin correction coeltlicients according to
Embodiment 2 of the present invention.
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FIGS. 27A to 27D show imaging signals when 1images are
captured of the origin correction chart according to Embodi-
ment 2 of the present invention.

FIG. 28 1s an external view of a distortion correction chart
used 1n generating distortion correction coetlicients accord-
ing to Embodiment 2 of the present invention.

FIG. 29 shows an imaging signal when an 1mage 1s cap-
tured of the distortion correction chart according to Embodi-
ment 2 of the present invention.

FIG. 30 1s a flowchart showing a method of generating
intensity correction coeltlicients, origin correction coeifl-
cients, and distortion correction coeltficients according to
Embodiment 2 of the present invention.

FIG. 31 shows coordinates referenced when generating
distortion correction coetlicients by linear interpolation.

FIGS. 32A and 32B are external views of distortion cor-
rection charts used in generating distortion correction coetfi-
cients 1 a modification of Embodiment 2 of the present
invention.

FI1G. 33 1s a cross-sectional view showing the configuration
of an 1maging device according to Embodiment 3 of the
present invention.

FI1G. 34 1s a block diagram of the imaging device according,
Embodiment 3 of the present invention.

FI1G. 35 1s an external view of the imaging device and other
devices when generating correction coelficients according to
Embodiment 3 of the present invention.

FIG. 36 1s an external view of an intensity/origin correction
chart used in generating intensity correction coellicients and
origin correction coelflicients according to Embodiment 3 of
the present invention.

FIG. 37 1s a flowchart showing a method of generating
intensity correction coeltlicients, origin correction coeifl-
cients, and distortion correction coeltlicients according to
Embodiment 3 of the present invention.

FI1G. 38 1s a cross-sectional view showing the configuration
of an 1maging device according to Embodiment 4 of the
present invention.

FI1G. 39 1s a block diagram of the imaging device according,
Embodiment 4 of the present invention.

FI1G. 40 1s an external view of the imaging device and other
devices when generating correction coelficients according to
Embodiment 4 of the present invention.

FI1G. 41 1s an external view of an intensity/origin/distortion
correction chart used 1n generating intensity correction coet-
ficients, origin correction coellicients, and distortion correc-
tion coellicients according to Embodiment 4 of the present
invention.

FIG. 42 1s a flowchart showing a method of generating
intensity correction coeltlicients, origin correction coeifl-
cients, and distortion correction coeflicients according to
Embodiment 4 of the present invention.

FI1G. 43 1s a cross-sectional view showing the configuration
of an 1maging device according to Embodiment 5 of the
present invention.

FIG. 44 1s a top view of the lens of the imaging device
according to Embodiment 5 of the present invention.

FIG. 45 1s a top view of the circuit unit of the 1imaging
device according to Embodiment 5 of the present invention.

FI1G. 46 1s a block diagram of the imaging device according
Embodiment 5 of the present invention.

FI1G. 47 1s a flowchart showing the operations of the 1 imag-
ing device according to Embodiment 5 of the present mnven-
tion.

FIG. 48 1s a flowchart showing a distance calculation
operation according to Embodiment 5 of the present imven-
tion.
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FIG. 49 illustrates a calculation area for calculating paral-
lax evaluation values 1n the 1maging device according to

Embodiment 5 of the present invention.

FIG. 501s a cross-sectional view showing the configuration
ol a conventional imaging device.

FIG. 51 illustrates the relationship between the aperture,
the lens units, and peripheral brightness.

FIG. 52 shows the light intensity distributions for the
green, red and blue components.

BEST MODE FOR CARRYING OUT TH
INVENTION

(L]

An 1imaging device of the present invention has a plurality
of lens units each including at least one lens, a plurality of
imaging areas corresponding one-to-one with the plurality of
lens units, and each having a light receiving surface substan-
tially perpendicular to the optical axis direction of the corre-
sponding lens unit, an 1maging signal input unit that recerves
as input a plurality of imaging signals each output from a
different one of the imaging areas, an intensity correction
coellicient saving unit that saves an intensity correction coet-
ficient, which 1s information concerning intensity unevenness
in the 1maging areas, and the intensity correcting unit that
corrects the intensity of each of the plurality of imaging
signals using the intensity correction coeflicient, so as to
reduce the effect of intensity unevenness 1in the imaging areas.

When there 1s variability 1n component precision or assem-
bly, light intensity distribution 1s biased relative to the center
of the optical axis depending on the color, producing false
colors. The 1imaging device of the present invention enables
biasing of light intensity distribution to be compensated by
saving intensity correction coelflicients and correcting the
intensity ol 1maging signals based on the mtensity correction
coellicients, so as to reduce the effect of intensity unevenness
in the imaging areas. The occurrence of false colors 1s thereby
suppressed where, for example, images are synthesized from
imaging signals after correction, enabling fine 1mages to be
synthesized.

The above 1imaging device preferably further includes an
optical element on a light path of light incident on at least two
of the plurality of 1maging areas that has transmission char-
acteristics substantially centered on a first wavelength, and an
optical element on a light path of light incident on the remain-
ing 1imaging areas that has transmission characteristics sub-
stantially centered on a different wavelength from the first
wavelength. Further, the mtensity correcting unit preferably
corrects the intensity of at least the 1imaging signals corre-
sponding to the 1maging areas, of the plurality of the imaging
areas, that receive light passing through the optical elements
having transmission characteristics substantially centered on
the first wavelength. Note that the first wavelength preferably
1s perceiwved as substantially green by human vision, for
example.

The above imaging device preferably further includes a
parallax calculating umt that derives a parallax between
images formed by the plurality of lens units, based on the
imaging signals whose intensity has been corrected by the
intensity correcting unit, and a parallax correcting unit that
corrects the plurality of imaging signals and performs image
synthesis based on the parallax.

When there 1s variability in component precision or assem-
bly, light intensity distribution 1s biased relative to the center
of the optical axis depending on the color, and parallax cannot
be dertved correctly. This preferable configuration enables
correct parallax to be derived since biasing of light intensity
distribution 1s compensated by correcting the intensity of the




US 8,023,016 B2

7

imaging signals and parallax 1s derived based on the cor-
rected 1maging signals. Also, since 1image synthesis 1s per-
formed based on the correct parallax so as to reduce the eflect
ol parallax, fine 1images can be synthesized.

Alternatively, the above imaging device preferably further
includes a parallax calculating unit that derives a parallax
between images formed by the plurality of lens units, based
on the imaging signals whose intensity has been corrected by
the itensity correcting unit, and a distance calculating unit
that derives a distance to a subject based on the parallax.

When there 1s variability in component precision or assem-
bly, light intensity distribution 1s biased relative to the center
ol the optical axis depending on the color, and parallax cannot
be correctly derived. This preferable configuration enables
the correct parallax to be derived since biasing of light inten-
sity distribution 1s compensated by correcting the intensity of
the 1maging signals, and parallax 1s dertved based on the
corrected 1maging signals. Also, the distance to the subject
can be correctly derived based on the correct parallax.

The above 1maging device preferably further includes a
block dividing unit that divides at least one of the plurality of
imaging signals 1mto a plurality of blocks, and the parallax
calculating unit preferably calculates the parallax between
images formed by the plurality of lens units for each block.

According to this configuration, at least one of the plurality
of 1imaging signals 1s divided into a plurality of blocks, the
intensity of imaging signals corresponding to the at least two
imaging areas that receive light passing through the light
transmission elements having the same wavelength charac-
teristics 1s corrected, biasing of light intensity distribution 1s
compensated, and the correct parallax can be derived for each
block based on the corrected imaging signals. Also, since
image synthesis 1s performed based on correct parallax so as
to reduce the effect of parallax for each block, fine images can
be synthesized. Alternatively, the distance to the subject can
be derived correctly based on the correct parallax.

The above 1maging device preferably further includes an
origin correction coelficient saving unit that saves an origin
correction coellicient, which 1s information concerning cor-
respondence between an origin of the optical axes of the
plurality of lens units and an origin of the imaging signals,
and an origin correcting unit that corrects an origin of each of
the plurality of imaging signals based on the origin correction
coellicient.

The above imaging device preferably further includes a
distortion correction coelificient saving unit that saves a dis-
tortion correction coetficient, which 1s information concern-
ing distortion of the lens units, and a distortion correcting unit
that corrects each of the plurahty of imaging signals based on
the distortion correction coetlicient, so as to reduce the effect
of distortion of the plurality of lens units.

In the above 1maging device, the intensity correcting unit
preferably corrects the plurality of imaging signals such that
intensity levels are equal.

A 1maging device manufacturing method according to the
present invention 1s for an imaging device that has a plurality
of lens units each including at least one lens, a plurality of
imaging areas corresponding one-to-one with the plurality of
lens units, and each having a light receiving surface substan-
tially perpendicular to the optical axis direction of the corre-
sponding lens unit, an 1maging signal input unit that recerves
as mput a plurality of imaging signals each output from a
different one of the 1maging areas, an intensity correction
coellicient saving unit that saves an intensity correction coet-
ficient, which 1s information concerning intensity unevenness
in the 1imaging areas, and an intensity correcting unit that
corrects the mtensity of the imaging signals using the inten-
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sity correction coellicient, so as to reduce the etiect of inten-
sity unevenness in the 1maging areas, and includes a first
image capturing step of using the imaging device to capture
an 1mage ol a substantially white object, an intensity correc-
tion coeill

icient calculating step of calculating the intensity
correction coelficient based on an 1imaging signal obtained 1n
the first image capturing step, and a step of saving the inten-
sity correction coellicient calculated in the intensity correc-
tion coellicient calculating step to the intensity correction
coellicient saving unit.

By generating intensity correction coellicients based on
imaging signals obtained by capturing an image of a substan-
tially white object such as a display or a test chart displaying
uniform white light, for example, and writing the intensity
correction coeflicients to an intensity correction coelficient
saving unit in the manufacturing process, biasing of the light
intensity distribution can be compensated and the occurrence
of false colors can be suppressed even i1f the variability 1n
component precision or assembly 1s different for each device,
cnabling fine 1mages to be synthesized.

In the above manufacturing method, preferably the imag-
ing device further includes an origin correction coetficient
saving unit that saves an origin correction coefficient, which
1s information concernming correspondence between an origin
of the optical axes of the plurality of lens units and an origin
of the mmaging signals, and an origin correcting unit that
corrects an origin of the imaging signals based on the origin
correction coellicient, and the manufacturing method further
includes a second 1mage capturing step of using the 1maging
device to capture an 1mage of an object having a pattern that
includes a cross 1n a central portion thereof, an origin correc-
tion coellicient calculating step of calculating the origin cor-
rection coellicient based on an 1maging signal obtained 1n the
second 1image capturing step, and a step of saving the origin
correction coellicient calculated in the origin correction coet-
ficient calculating step to the origin correction coefficient
saving unit.

Origin correction coelficients for compensating origin
deviation resulting from manufacturing variability caused by
deviation 1n the lens units during manufacture, positional
displacement of the imaging elements, or the like, thereby can
be calculated and saved to an origin correction coefficient
saving unit.

In the above manufacturing method, preferably the imag-
ing device further includes a distortion correction coetficient
saving unit that saves a distortion correction coefficient,
which 1s information concerning distortion of the lens units,
and a distortion correcting unit that corrects the imaging
signals based on the distortion correction coetlicient, so as to
reduce the effect of distortion of the plurality of lens units, and
the manufacturing method further includes a third 1mage
capturing step of using the imaging device to capture an
image of an object having a lattice pattern, a distortion cor-
rection coellicient calculating step of calculating the distor-
tion correction coelficient based on an i1maging signal
obtained in the third image capturing step, and a step of saving
the distortion correction coellicient calculated in the distor-
tion correction coelficient calculating step to the distortion
correction coelll

icient saving unit.

This manufacturing method enables distortion correction
coellicients for compensating lens distortion to be calculated
and saved to a distortion correction coelificient saving unit.

In the above manufacturing method, preferably the imag-
ing device further includes an origin correction coetficient
saving unit that saves an origin correction coefficient, which
1s information concernming correspondence between an origin
of the optical axes of the plurality of lens units and an origin
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of the 1maging signals, and an origin correcting unit that
corrects an origin of the imaging signals based on the origin
correction coellicient, an object having a substantially white
background and a pattern that includes a cross in a central
portion thereof 1s used as the object 1n the first image captur-
ing step, and the manufacturing method further includes an
origin correction coeldlicient calculating step of calculating
the origin correction coelficient based on the imaging signal
obtained 1n the first image capturing step, and a step of saving
the origin correction coellicient calculated 1n the origin cor-
rection coellicient calculating step to the origin correction
coellicient saving unit.

This manufacturing method enables the number of times
image capture 1s performed in the manufacturing process to
be reduced and the tact time of the manufacturing process to
be shortened, since intensity correction coelificients and ori-
g1n correction coellicients are generated using the same 1imag-
ing signal obtained by performing image capture once.

In the above manufacturing method, preferably the imag-
ing device further includes a distortion correction coelficient
saving unit that saves a distortion correction coetlicient,
which 1s information concerning distortion of the lens units,
and a distortion correcting unit that corrects the imaging
signals based on the distortion correction coetlicient, so as to
reduce the effect of distortion of the plurality of lens units, an
object having a substantially white background and a lattice
pattern 1s used as the object 1n the first image capturing step,
and the manufacturing method further includes a distortion
correction coetlicient calculating step of calculating the dis-
tortion correction coellicient based on the imaging signal
obtained 1n the first image capturing step, and a step of saving
the distortion correction coellicient calculated 1n the distor-
tion correction coellicient calculating step to the distortion
correction coellicient saving unit.

This manufacturing method enables the number of times
image capture 1s performed in the manufacturing process to
be reduced and the tact time of the manufacturing process to
be shortened, since mtensity correction coelficients and dis-
tortion correction coellicients are generated using the same
imaging signal obtained by performing image capture once.

In the above manufacturing method, preferably the imag-
ing device further includes an origin correction coeflicient
saving unit that saves an origin correction coellicient, which
1s information concerning correspondence between an origin
of the optical axes of the plurality of lens units and an origin
of the imaging signals, an origin correcting unit that corrects
an origin of the imaging signals based on the origin correction
coellicient, a distortion correction coellicient saving unit that
saves a distortion correction coeflicient, which 1s information
concerning distortion of the lens units, and a distortion cor-
recting unit that corrects the imaging signals based on the
distortion correction coelficient, so as to reduce the effect of
distortion of the plurality of lens units, an object having a
substantially white background and a lattice pattern 1s used as
the object 1n the first image capturing step, and the manufac-
turing method further includes an origin correction coetfi-
cient calculating step of calculating the origin correction
coellicient based on the 1maging signal obtained 1n the first
image capturing step, a distortion correction coefficient cal-
culating step of calculating the distortion correction coeifi-
cient based on the 1maging signal obtained 1n the first image
capturing step, and a step of saving the origin correction
coellicient calculated 1n the origin correction coetficient cal-
culating step to the origin correction coetlicient saving unit,
and saving the distortion correction coelficient calculated 1n
the distortion correction coelficient calculating step to the
distortion correction coetlicient saving unit.
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This manufacturing method enables the number of times
image capture 1s performed in the manufacturing process to
be reduced and the tact time of the manufacturing process to
be shortened, since intensity correction coellicients, origin
correction coelficients and distortion correction coelificients
are generated using the same 1maging signal obtained by
performing 1mage capture once.

Hereinaftter, specific embodiments of the present invention
will be described with reference to the drawings.

Embodiment 1

An 1maging device according to Embodiment 1 of the
present invention saves intensity correction coelificients, and
corrects the intensity of 1maging signals based on the inten-
sity correction coellicients such that the degree of correction
changes depending on the position of the imaging area. Bias-
ing of light intensity distribution 1s thereby compensated, the
occurrence of false colors 1s suppressed, and fine 1mages are
synthesized.

The 1maging device according to Embodiment 1 of the
present invention divides at least one of the plurality of imag-
ing signals 1nto a plurality of blocks, corrects the intensity of
imaging signals corresponding to the at least two 1maging
areas that recerve light passing through the light transmission
clements having the same wavelength characteristics, com-
pensates for biasing of light intensity distribution, derives a
parallax for each block based on the corrected 1imaging sig-
nals, and performs 1image synthesis based on this parallax so
as to reduce the effect of parallax for each block. Since bias-
ing of light intensity distribution 1s thereby compensated,
correct parallax derived, and image synthesis performed
based on this correct parallax, fine images can be synthesized.

The 1maging device according to Embodiment 1 of the
present invention saves an origin correction coelificient, cor-
rects the origin of imaging signals based on the origin correc-
tion coellicient, derives a parallax for each block based on the
corrected 1maging signals, and performs image synthesis
based on this parallax so as to reduce the effect of parallax for
cach block. Since origin deviation 1s thereby compensated,
correct parallax dertved, and i1mage synthesis performed
based on this correct parallax, fine images can be synthesized.

The 1maging device according to Embodiment 1 of the
present mvention saves a distortion correction coelficient,
corrects 1maging signals based on the distortion correction
coellicient so as to reduce the effect of distortion of the
plurality of lens units, derives a parallax for each block based
on the corrected 1imaging signals, and performs 1mage syn-
thesis based on this parallax so as to reduce the effect of
parallax for each block. Since the effect of distortion 1s
thereby reduced, correct parallax 1s derived, and 1image syn-
thesis 1s performed based on this correct parallax, fine 1images
can be synthesized.

The 1maging device according to Embodiment 1 of the
present mvention will be described with reference to the
drawings.

FIG. 1 1s a cross-sectional view showing the configuration
of the imaging device according to Embodiment 1 of the
present invention. In FIG. 1, an imaging device 101 has a lens
module unit 110 and a circuit unit 120.

The lens module unit 110 has a lens barrel 111, an upper
cover glass 112, a lens 113, a fixed actuator portion 114, and
a movable actuator portion 1135. The circuit unit 120 has a
substrate 121, a package 122, an imaging clement 123, a

package cover glass 124, and a system LSI (hereinafter, SL.SI)
125.
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The lens barrel 111 1s cylindrical and formed by 1njection-
molding resin, and the inner surface thereot 1s lusterless black
in order to prevent diffused reflection of light. The upper
cover glass 112 1s discoid, formed from transparent resin, and
anchored to the top surface of the lens barrel 111 using adhe-
stve or the like, and the surface thereof i1s provided with a
protective film for preventing damage caused by friction or
the like and an antireflective film for preventing reflection of
incident light.

FI1G. 2 1s a top view of the lens 113 of the imaging device
according to Embodiment 1 of the present invention. The lens
113 1s substantially discoid and formed from glass or trans-
parent resin, and has a first lens unit 1134, a second lens unit
1135, a third lens unit 113¢, and a fourth lens unit 1134
disposed 1n a grid. The X-axis and the Y-axis are set as shown
in FIG. 2, along the directions 1n which the first to fourth lens
units 113a to 1134 are disposed. Light incident on the first
lens unit 113a, the second lens unit 1134, the third lens unit
113¢, and the fourth lens unit 1134 {from the side on which the
subject 1s positioned 1s emitted to the side on which the
imaging clement 123 is positioned, and four images are
formed on the imaging element 123.

The fixed actuator portion 114 i1s anchored to the inner
surface of the lens barrel 111 by adhesive or the like. The
movable actuator portion 115 1s anchored to the outer periph-
ery of the lens 113 by adhesive or the like. The fixed actuator
portion 114 and the movable actuator portion 115 constitute a
voice coll motor. The fixed actuator portion 114 has a perma-
nent magnet (not shown) and a ferromagnetic yoke (not
shown), while the movable actuator portion 115 has a coil
(not shown). The movable actuator portion 115 1s elastically
supported by an elastic body (not shown) relative to the fixed
actuator portion 114. The movable actuator portion 1135
moves relative to the fixed actuator portion 114 as a result of
energizing the coil of the movable actuator portion 115,
which changes the relative distance along the optical axis
between the lens 113 an the imaging element 123.

The substrate 121 is constituted by a resin substrate, and 1s
anchored by adhesive or the like, with the bottom surface of
the lens barrel 111 contacting the top thereof. The circuit unit
120 1s thus anchored to the lens module unit 110 to constitute
the 1maging device 101.

The package 122 1s formed from resin having a metal
terminal, and 1s anchored 1nside the lens barrel 111 by sol-
dering or the like the metal terminal unit to the top surface of
the substrate 121. The imaging element 123 1s constituted by
a first imaging element 1234, a second imaging element 1235,
a third imaging element 123¢, and a fourth imaging element
123d. The first imaging element 123a, the second 1imaging
clement 1235, the third imaging element 123¢ and the fourth
imaging element 1234 are solid state imaging elements such
as CCD sensors or CMOS sensors, and are disposed such that
the centers of the light receiving surfaces thereof are substan-
tially aligned with the centers of the optical axes of the first
lens unit 1134, the second lens unit 1135, the third lens unit
113¢ and the fourth lens unit 1134, and such that the light
receiving surfaces of the imaging elements are substantially
perpendicular to the optical axes of the corresponding lens
units. The terminals of the first imaging element 1234, the
second 1imaging element 1235, the third 1imaging element
123¢ and the fourth imaging element 1234 are connected with
gold wires 127 by wire bonding to the metal terminal on a
bottom portion of the package 122 on the 1nside thereot, and
clectrically connected to the SLLSI 125 via the substrate 121.
Light emitted from the first lens unit 1134, the second lens
unit 1135, the third lens unit 113¢ and the fourth lens unit
1134 forms 1mages on the light receiving surfaces of the first
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imaging element 123a, the second imaging element 1235, the
third imaging element 123¢ and the fourth imaging element
123d, and electrical information converted from optical infor-
mation by a photodiode 1s output to the SLSI 125.

FIG. 3 1s a top view of the circuit unit 120 of the imaging
device according to Embodiment 1 of the present invention.
The package cover glass 124 1s flat, formed using transparent
resin, and anchored to the top surface of the package 122 by
adhesive or the like. A first color filter 124a, a second color
filter 1245, a third color filter 124¢, a fourth color filter 1244
and a shading portion 124¢ are disposed on the top surface of
the package cover glass 124 by vapor deposition or the like.
An 1nfrared blocking filter (not shown; hereinatter, IR filter)
1s provided on the bottom surface of the package cover glass
124 by vapor deposition or the like.

FIG. 4 1s a characteristics diagram of the color filters of the
imaging device according to Embodiment 1 of the present
invention, while FIG. 5 1s a characteristics diagram of the IR
filter of the imaging device according to Embodiment 1 of the
present mvention. The first color filter 124a has a spectral
transmission characteristic of transmitting mainly green as
shown by G 1n FIG. 4, the second color filter 1245 has a
spectral transmission characteristic of transmitting mainly
blue as shown by B 1n FIG. 4, the third color filter 124¢ has a
spectral transmission characteristic of transmitting mainly
red as shown by R 1n FIG. 4, and the fourth color filter 1244
has spectral transmission characteristics for transmitting
mainly green as shown by G 1n FIG. 4. The IR filter has a
spectral transmission characteristic of blocking infrared light
as shown by IR 1n FIG. 3.

Consequently, object light incident from a top portion of
the first lens unit 113a 1s emitted from a bottom portion of the
first lens unit 113a, and the first imaging clement 123qa
receives the green component of the object light, since mainly
green 15 transmitted by the first color filter 124a and IR filter,
and forms an 1mage on the light recerving portion of the first
imaging element 123a. Object light incident from a top por-
tion of the second lens unit 1135 1s emitted from a bottom
portion of the second lens unit 1135, and the second 1maging
clement 1235 receirves the blue component of the object light,
since mainly blue 1s transmitted by the second color filter
1245 and IR filter, and forms an 1image on the light receiving
portion of the second imaging element 1235. Object light
incident from a top portion of the third lens unit 113c¢ 1s
emitted from a bottom portion of the third lens unit 113¢, and
the third imaging element 123c¢ receives the red component of
the object light since mainly red 1s transmitted by the third
color filter 124¢ and IR filter, and forms an image on the light
receiving portion of the third imaging element 123¢. Further,
object light incident from a top portion of the fourth lens unit
113d 1s emitted from a bottom portion of the fourth lens unit
1134, and the fourth imaging element 1234 receives the green
component of the object light since mainly green 1s transmiut-
ted by the fourth color filter 1244 and IR filter, and forms an
image on the light receiving portion of the fourth 1imaging
clement 1234

The SLSI 125 controls the energizing of the coil of the
movable actuator portion 115, drives the 1maging element
123, recerves as mput electrical information from the 1imaging
clement 123, performs various 1image processing, commuini-
cates with a host CPU, and outputs images externally as
described later.

Therelationship between subject distance and parallax will
be described next. Since the camera module according to
Embodiment 1 of the present invention has four lens units
(first lens unit 113a, second lens umt 1135, third lens unit
113c¢, tourth lens unit 113d), the relative position of the four




US 8,023,016 B2

13

object 1mages respectively formed by the four lens units
changes according to subject distance.

FIG. 6 1illustrates the position of 1images of an object at
infinity in the 1maging device according to Embodiment 1 of
the present invention. In FIG. 6, only the first lens unit 113a,
the first imaging element 123a, the second lens unit 1135, and
the second 1maging element 123b are shown for simplicity.
Since light L1 of light from an object 10 at infinity incident on
the first lens unit 113a 1s parallel with light .2 incident on the
second lens unit 1135, the distance between the first lens unit
113a and the second lens unit 1135 1s equal to the distance
between an object image 11a on the first imaging element
123a and an object image 115 on the second 1maging element
123b6. Here, the optical axis of the first lens unit 113a, the
optical axis of the second lens unit 1135, the optical axis of the
third lens unit 113¢, and the optical axis of the fourth lens unit
113d are disposed so as to substantially coincide respectively
with the centers of the light receiving surfaces of the first
imaging element 123q, the center of the second imaging
clement 1235, the center of the third imaging element 123c,
and the center of the fourth 1imaging element 123d. Conse-
quently, the relative positional relation of the centers of the
light receiving surfaces of the first imaging element 1234, the
second 1maging element 1235, the third 1maging element
123¢ and the fourth imaging element 1234 with the images of
the object at infinity respectively formed on the light rece1v-
ing surfaces 1s the same for all of the 1imaging elements. In
other words, there 1s no parallax.

FIG. 7 illustrates the position of 1images of an object at a
finite distance 1n the 1maging device according to Embodi-
ment 1 of the present invention. In FIG. 7, only the first lens
unit 113a, the first imaging element 123a, the second lens unit
1135, and the second imaging element 1235 are shown for
simplicity. Since light L1 of light from an object 12 at a finite
distance incident on the first lens unit 113¢a 1s not parallel with
light .2 incident on the second lens unit 1135, the distance
between an object image 13a on the first imaging element
123a and an object image 135 on the second imaging element
1235 1s longer than the distance between the first lens unit
113a and the second lens unit 1135. Thus, the relative posi-
tional relationship of the centers of the light receiving sur-
faces of the first imaging element 1234, the second 1maging
clement 1235, the third imaging element 123¢ and the fourth
imaging element 1234 with the images of the object at a finite
distance respectively formed on the light receiving surfaces
differs for each imaging elements. In other words, there 1s
parallax. The parallax A 1s expressed by the following equa-
tion (1), given that the rnght triangle whose two sides A and D
in FIG. 7 form a right angle 1s similar to the right triangle
whose two sides T and A form a right angle, where A 1s the
distance to the object 12 (subject distance), D 1s the distance
between the first lens unit 113« and the second lens unit 11354,
and 11s the focal length of the lens units 113a and 11356. Note
that the asterisk “*”” in the following equation (1) and 1n other
equations described below denotes the multiplication opera-
tor. A similar relation 1s established between the other lens
units. The relative positions of the four object images respec-
tively formed by the four lens units 113a, 1135, 113¢ and
1134 thus change according to the subject distance. For
example, the parallax A increases with decreases 1n the sub-
ject distance A.

A=F*D/A (1)

The relationship between contrast and focal length will be
described next.

FIG. 8A illustrates the relationship between an in-focus
(focused) 1mage and a contrast evaluation value in the imag-
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ing device according to Embodiment 1 of the present mven-
tion, and FIG. 8B 1llustrates the relationship between an out-
of-focus (not focused) image and a contrast evaluation value
in the 1imaging device according to Embodiment 1 of the
present invention. The figures on the left-hand side in FIG. 8 A
and FIG. 8B are images captured of a rectangle whose leit half
1s white and right half 1s black. As shown 1n the figure on the
left-hand side of FIG. 8 A, the outline of the captured image
when 1n-focus 1s distinct and contrast 1s high. On the other
hand, as shown in the figure on the left-hand side of FIG. 8B,
the outline of the captured image when out-of-focus 1s blurred
and contrast 1s low. The figures on the right-hand side of FIG.
8A and FIG. 8B show the results when a band-pass filter
(BPF) 1s used on the information signals in the figures on the
left-hand side. The horizontal axis plots the position 1n the x
axis direction and the vertical axis plots output values after
band-pass filtering. The signal amplitude after band-pass fil-
tering when in-focus 1s large, as shown 1n the figure on the
right-hand side of FIG. 8A, while the signal amplitude after
band-pass filtering when out-of-focus 1s small, as shown in
the figure on the right-hand side of FIG. 8B. Here, the signal
amplitude after band-pass filtering 1s defined as a contrast
evaluation value showing the level of contrast. Thus, the
contrast evaluation value 1s high when 1n-focus, as shown 1n
the figure on the right-hand side of FIG. 8A, and the contrast
evaluation value 1s low when out-of-focus, as shown in the
figure on the right-hand side of FIG. 8B.

FIG. 9 illustrates the relationship between the lens position
and the contrast evaluation value 1n the imaging device
according to Embodiment 1 of the present mvention. The
contrast evaluation value will be small when the distance
between the lens 113 and the imaging element 123 1s short
(z1) when capturing an 1mage of a given object, because the
object will not be 1n focus. The contrast evaluation value
gradually increases as the distance between the lens 113 and
the 1imaging element 123 gradually increases, and 1s maxi-
mized when in-focus (z2). Further, the object goes out of
focus and the contrast evaluation value decreases as the dis-
tance between the lens 113 and the imaging element 123
gradually increases (z3). The contrast evaluation value 1s thus
maximized when in-focus.

The operations of the imaging device according to
Embodiment 1 of the present invention will be described next.
FIG. 10 1s a block diagram of the imaging device according to
Embodiment 1 of the present invention. The SLLSI 125 has a
system control unit 131, an imaging element drive unit 132,
an 1maging signal input umt 133, an actuator manipulated
variable output unit 134, an 1image processing umt 135, an
input/output unit 136, an intensity correction coefficient
memory 137, an origin correction coellicient memory 138,
and a distortion correction coetlicient memory 139. The cir-
cuit unit 120 has an amplifier 126 in addition to the above
configuration.

The amplifier 126 applies a voltage that depends on the
output from the actuator manipulated variable output unit 134
to the coil of the movable actuator portion 115.

The system control umit 131, which 1s constituted by aCPU
(central processing unit), a memory and the like, controls the
overall SLLSI 125.

The imaging element drive unit 132, which 1s constituted
by a logic circuit and the like, generates a signal for driving
the imaging element 123, and applies a voltage that depends
on this signal to the imaging element 123.

The imaging signal input unit 133 1s constituted by a first
imaging signal input unit 133¢q, a second 1maging signal input
unit 1335, a third imaging signal input unit 133¢, and a fourth
imaging signal mnput unit 1334. The first imaging signal input
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unit 1334, the second imaging signal input unit 1335, the third
imaging signal input unit 133¢, and the fourth imaging signal
iput unit 1334, each of which 1s configured with a CDS
circuit (correlated double sampling circuit), an AGC (auto-
matic gain controller), and an ADC (analog digital converter)
connected 1n series, and are respectively connected to the first
imaging element 123a, the second imaging element 1235, the
third imaging element 123¢, and the fourth 1imaging element
123d, recerves as mput electrical signals from the imaging
clements, remove static noise using the CDS circuit, adjust
gains using the AGC, convert the analog signals to digital
values using the ADC, and write the digital values to the
memory of the system control unit 131.

The actuator manipulated variable output unit 134, which
1s constituted by a DAC (digital analog converter), outputs a
voltage signal that depends on the voltage to be applied to the
coil of the movable actuator portion 1135.

The 1mage processing umt 135, which 1s configured to
include a logic circuit or a DSP (digital signal processor), or
both, performs various 1mage processing in accordance with
prescribed program controls, using information in the
memory of the system control unit 131. The image processing,
unit 135 has an autofocus control unit 141, an intensity cor-
recting unit 142, an origin correcting unit 143, a distortion
correcting unit 144, and a parallax correcting unit 145.

The mmput/output unit 136 commumnicates with the host
CPU (not shown), and outputs image signals to the host CPU,
an external memory (not shown) and an external display
device such as an LCD (not shown).

The mtensity correction coefficient memory 137, which 1s
constituted by a nonvolatile memory such as a flash memory
or a FeRAM (ferroelectric random access memory), saves
intensity correction coeldficients for use by the intensity cor-
recting unit 142. The ongin correction coeflicient memory
138, which 1s constituted by a nonvolatile memory such as a
flash memory or a FeRAM, saves origin correction coelll-
cients for use by the origin correcting unit 143. The distortion
correction coellicient memory 139, which 1s constituted by a
nonvolatile memory such as a flash memory or a FeRAM,
saves distortion correction coelficients for use by the distor-
tion correcting unit 144.

FIG. 11 1s a flowchart showing the operations of the 1mag-

ing device according to Embodiment 1 of the present inven-
tion. The imaging device 101 1s operated by the system con-
trol unit 131 of the SLSI 125 as per this tlowchart.

In step S1000, operations are started. For example, the
imaging device 101 starts operations as the result of the host
CPU (not shown) detecting that a shutter button (not shown)
has been pressed, and instructing the imaging device 101 to
start operations via the mput/output unit 136. Step S1100 1s
executed next.

In step S1100, the autofocus control unit 141 executes
autofocus controls. FIG. 12 1s a flowchart showing autofocus
control operations according to Embodiment 1 of the present
invention. The flowchart of FIG. 12 shows the operations of
step S1100 1n detail.

In step S1110, the autofocus control operations are started.
Step S1121 1s executed next.

In step S1121, a counter 1 1s mitiated to 0. Step S1122 1s
executed next.

In step S1122, the position command for the actuator 1s
calculated. A position command Xact for the actuator 1s cal-
culated using the counter 1, as 1n the following equation (2).
Note that the position command Xact indicates the position at
which the sense towards the subject 1s positive, based on the
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in-focus position of the image at infinity. Here, kx 1s the set
value. Step S1123 15 executed next.

Xact=kx™* (2)

In step S1123, the actuator manipulated varniable (voltage
applied to the coil of the movable actuator portion 115) Vact
1s calculated using a manipulated variable function shown by
the following equation (3). Here, ka and kb are the respec-
tively set values. Step S1124 1s executed next.

Vact=ka*Xact+kb (3)

In step S1124, the actuator 1s operated. The actuator
mampulated variable output unit 134 changes the output volt-
age signal such that the voltage applied to the coil (not shown)
of the movable actuator portion 115 after passing through the
amplifier 126 will be Vact. Step S1125 1s executed next.

In step S1125, the subject image incident on the first lens
unit 113a and formed on the first imaging element 123a 1s
captured. The imaging element drive unit 132 outputs signals
for operating an electronic shutter and/or performing transfer
as needed, as a result of instructions from the system control
unmit 131. The first imaging signal input unit 133¢q, in sync with
signals generated by the imaging element drive unit 132,
receives as input an imaging signal, which 1s an analog signal
of an 1mage output by the first imaging element 123a,
removes static noise using the CDS, automatically adjusts
input gain using the AGC, converts the analog signal to a
digital value using the ADC, and writes the digital value to the
memory of aprescribed address in the system control unit 131
as a first imaging signal I1(x, y). FIG. 13 illustrates the coor-
dinates of an 1imaging signal of the imaging device according
to Embodiment 1 of the present invention. I1(x, y) indicates
the first imaging signal of the x-th horizontal and y-th vertical
pixel. The total number of pixels 1s HxL, where H 1s the
number of pixels in the height direction and L 1s the number
of pixels 1n the length direction of the mput image, with x
changing from O to -1, and y changing from 0 to H-1. Step
S1126 1s executed next.

In step S1126, an autofocus control block 1s set. A rectan-
gular areca 1n a vicinity of the center of the image area 1s
assumed to be the autofocus control block. Note that this
block need not necessarily be 1in a vicinity of the center of the
image area, and may be set to retlect the intentions of the user
operating the camera, for mstance (e.g., detecting the view
direction with a sensor). Note also that a plurality of blocks
may be selected rather than a single block, and the average of
the contrast evaluation values for use in autofocus control
(described hereinatfter) in the plurality of blocks may be used.
Also, the contrast evaluation values for use 1n autofocus con-
trol (described hereinaiter) may be calculated for a plurality
of blocks, and at least one of the blocks later selected as the
autofocus control block. Step S1127 15 executed next.

In step S1127, a contrast evaluation value for use 1n auto-
focus control 1s generated using data in the memory of the
system control unit 131. This calculation 1s performed for
pixels 1n the autofocus control block of the first 1maging
signal I1. The absolute values of the Laplacian, which 1s the
sum of the second-order dertvatives of the x and y directions,
are calculated as in the following equation (11), spatially
filtered using a LPF (low-pass filter) as in the following equa-
tion (12), and averaged in the autofocus control block to
obtain an autofocus control contrast evaluation value C3 as 1n
the following equation (13). Here, Nat 1s the number of pixel
in the autofocus control block. Step S1128 1s executed next.

Cl(x, y) = (11)

l(x-1, v+ Il{x+1, )+ 1l{x, v=D+1l{x, v+ 1)=-4Il{x, y)
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-continued
C2x, vy =Clx-1,yv-D+Clx, v-1) +
Clx+1,yv-D+Clx-1, W+ Clx, v+ Cl{x+ 1, v) +
Clx-1, v+ 1D+ Clx, y+ D+ Cl{x+1, y+ 1)

(12)

C3= )" C2x, y)/Naf (13)

In step S1128, the contrast evaluation value C3 1s written to
the memory of the system control unit 131 as C3(i), as in the
tollowing equation (14). Step S1129 1s executed next.

C3(1)=C3 (14)

In step S1129, 1 1s added to the counter 1as 1n the following,
equation (15). Step S1130 1s executed next.

1=1+1

(15)

In step S1130, the counter 1 1s compared with a threshold
Saf, and branching 1s performed depending on the result. If
the counter 1 1s smaller than the threshold Saf (comparison
result of step S1130=Y), step S1122 1s executed next. On the
other hand, 11 the counter 1 1s greater than or equal to the
threshold Sat (comparison result of step S1130=N), step
51140 15 executed next. The processing from step S1122 to
step S1128 1s thus repeated Saf number of times by imitiating
the counter 1 to 0 1n step S1121, adding 1 to the counter 1 in
step S1129, and performing branching with the counter 1 1n
step S1130.

In step S1140, the contrast evaluation value C3 1s evalu-
ated. As 1n FIG. 9, the contrast evaluation value C3 1s maxi-
mized at the i-focus position. The counter value 1 that gives
this maximum value 1s assumed to be a counter value 1af that
gives the maximum contrast, as in the following equation
(16). Step S1151 1s executed next.

(16)

In step S1131, the position command for the actuator 1s
calculated. The position command Xact for the actuator 1s
calculated using the counter value 1af giving the maximum
contrast, as 1n the following equation (17). Note that position
command Xact indicates the position at which the sense
towards the subject 1s positive based on the in-focus position
of the image at infinity. Step S1152 1s executed next.

1af=1 giving maximum value of C3

Xact=kx*iaf (17)

In step S1152, the actuator manipulated variable (voltage
applied to the coil of the movable actuator portion 115) Vact
1s calculated using a manipulated variable function. The
description of this operation, which 1s similar to step S1123,
1s omitted. Step S1153 1s executed next.

In step S1153, the actuator 1s operated. The description of
this operation, which 1s similar to step S1124, 1s omitted. Step
51160 1s executed next.

In step S1160, autofocus control 1s ended and processing,
returns to the main routine. Accordingly, step S1200 of FIG.
11 15 executed next.

In step S1200, an 1image 1s mput. The 1maging element
drive unit 132 outputs signals for operating an electronic
shutter and/or performing transier as needed, as a result of
instructions from the system control unit 131. The first imag-
ing signal input unit 1334, the second 1maging signal 1mnput
unit 1335, the third imaging signal input unit 133¢, and the
fourth 1imaging signal input unit 1334, in sync with signals
generated by the imaging element drive unit 132, respectively
receive as input imaging signals, which are analog signals of
images output by the first imaging element 123a, the second
imaging element 1235, the third imaging element 123¢ and
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the fourth 1maging element 1234, remove static noise using
the CDS, automatically adjust input gains using the AGC,
converts the analog signals to digital values using the ADC,
and write the digital values to the memory of prescribed
addresses 1n the system control unit 131 as a first imaging
signal I1(x, y), a second 1maging signal 12(x, y), a third
imaging signal 13(x, y), and a fourth imaging signal 14(x, y).
FIG. 13 1llustrates the coordinates of an 1imaging signal of the
camera module according to Embodiment 1 of the present
ivention. 11(x, y) indicates the first imaging signal of the x-th
horizontal and y-th vertical pixel. The total number of pixels
1s HxL, where H 1s the number of pixels in the height direction
and L 1s the number of pixels in the length direction of the
input 1mage, with x changing from 0 to L-1, and y changing
from O to H-1. The second imaging signal 12(x, v), the third
imaging signal I13(x, y), and the fourth imaging signal 14(x, y)
are stmilar. That 1s, 12(X, v), I13(x, y) and 14(X, y) respectively
show the second 1maging signal, the third imaging signal and
the fourth imaging signal of the x-th horizontal and y-th
vertical pixel. The respective total number of pixels 1s HxL,
where H 1s the number of pixels 1n the height direction and L
1s the number of pixels 1n the length direction of the mput
image, with x changing from 0 to L-1, and y changing from
0 to H-1. Step S1300 1s executed next.

In step S1300, the intensity correcting unit 142 corrects the
first imaging signal I1, the second 1imaging signal 12, the third
imaging signal 13, and the fourth imaging signal 14 using
intensity correction coetlicients saved 1n the intensity correc-
tion coelficient memory 137. The results are then written to
the memory of the system control unit 131.

A first intensity correction coelficient al(x, y) for use 1n
correcting the first imaging signal I1(x, v), a second intensity
correction coellicient a2(x, y) for use 1n correcting the second
imaging signal 12(x, v), a third intensity correction coetficient
a3(x, y) for use in correcting the third imaging signal 13(x, y),
and a fourth intensity correction coellicient ad(x, y) for use in
correcting the fourth imaging signal 14(x, y) are saved 1n the
intensity correction coellicient memory 137. al(x, v), a2(x,
v),a3(x,v)and ad(x, y) respectively indicate the first intensity
correction coetlicient, the second 1ntensity correction coetfi-
cient, the third intensity correction coetlicient and the fourth
intensity correction coellicient of the x-th horizontal and y-th
vertical pixel. The total number of pixels 1s HxL, where H 1s
the number of pixels 1 the height direction and L 1s the
number of pixels 1n the length direction of the input 1image,
with x changing from O to L-1, and y changing from 0 to H-1.

FIG. 14 1s a flowchart showing the intensity correction
operation according to Embodiment 1 of the present imnven-
tion. The flowchart of FIG. 14 shows step S1300, 1n which
intensity correction 1s performed, 1n detail.

Firstly, in step S1320, a correction value for each pixel (X,
y)1s calculated. The results of respectively multiplying kabl,
kab2, kab3 and kab4 by the first intensity correction coetfi-
cient al(x, y), the second intensity correction coellicient a2(Xx,
y), the third intensity correction coetiicient a3(x, y), and the
fourth intensity correction coellicient ad(x, y) are set as a first
intensity correction value b1(x, y), a second intensity correc-
tion value b2(x, v), a third intensity correction value b3(x, y),
and a fourth intensity correction value b4(x, y), as in the
following equations (18), (19), (20), and (21). Step S1330 1s
executed next.

bl(x,v)=kabl*al(x,y) (1%8)

b2(x,v)=kab2*a2(x,y) (19)
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b3(x,v)=kab3*a3(x,v) (20)

b4 (x,v)=kabd*ad(x,v) (21)

In step S1330, intensity correction 1s performed. Intensity
1s corrected by respectively multiplying the first imaging
signal I1(x, y), the second 1imaging signal 12(x, y), the third
imaging signal I13(x, y), and the fourth imaging signal 14(x, y)
by the first intensity correction value b1(x, y), the second
intensity correction value b2(x, v), the third imtensity correc-
tion value b3(x, y), and the fourth intensity correction value
b4(x, y), as 1n the following equations (22), (23), (24), and
(25). Step S1340 1s executed next.

I1(x,»)=I1(x,y)*b1(x,) (22)
12(x,y)=12(x,y)*b2(x,y) (23)
I3(x,y)=13(x,y)*b3(x,) (24)
TA(x,y)=IA(x,y)* b4 (x,y) (25)

In step S1340, intensity correction 1s ended and processing,
returns to the main routine. Accordingly, step S1400 of FIG.
11 1s executed next.

In step S1400, the origin correcting unit 143 corrects the
first imaging signal I1, the second 1imaging signal 12, the third
imaging signal 13, and the fourth imaging signal 14 using
origin correction coellicients saved in the origin correction
coellicient memory 138. The results are then written to the
memory of the system control unit 131.

A first origin correction coelfficient glx, gly for use 1n
correcting the first imaging signal I1(x, y), a second origin
correction coellicient g2x, g2y for use in correcting the sec-
ond 1maging signal 12(x, v), a third origin correction coeti-
cient g3x, g3y for use 1n correcting the third imaging signal
I3(X, v), and a fourth origin correction coelficient gdx, g4y for
use 1n correcting the fourth imaging signal 14(X, y) are saved
in the origin correction coelficient memory 138. glx, g2x, g3x
and g4x respectively indicate the x component of the origin
correction coelficients, and gly, g2y, g3y and gdy respec-
tively indicate the y component of the origin correction coet-
ficients.

The first imaging signal I1 1s corrected so as to be moved by
the first origin correction coellicient (glx, gly), as 1n the
following equation (26). The second imaging signal 12 1s
corrected so as to be moved by the second origin correction
coellicient (g2x, g2y), as 1n the following equation (27). The
third 1 1mag1ng signal 13 1s corrected so as to be moved by the
third origin correction coeflicient (g3x, g3v), as 1n the follow-
ing equation (28). The fourth imaging signal 14 1s corrected so
as to be moved by the fourth origin correction coefficient
(gdx, gdv), as 1n the following equation (29). Note that 11 the
values on the right side of equations (26), (27), (28) and (29)
do not exist (e.g., x=0, y=0, glx and gly are positive num-
bers), the same value as an existing neighboring value, a value
inferred from neighbors by extrapolation or the like, or zero or
the like may be substituted. Note that glx, g2x, g3x, gdx, gly,
o2y, 23y and gdy are not limited to being integers, and may be
decimals. In this case, the nearest neighboring value or a value
interpolated from neighboring pixels 1s used as the right side
of equations (26), (27), (28) and (29). Step S1500 of FIG. 11
1s executed next.

I1(x,y)=I1(x-glx,y-gly) (26)

Rx,y)=12(x-glx,y-gly) (27)
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DBxy)=3x-glx,v-gly) (28)

[4(x,v)=I4(x-glx,v-gly) (29)

In step S1500, the distortion correcting unit 144 corrects
the first imaging signal 11, the second 1imaging signal 12, the
third imaging signal 13, and the fourth imaging signal 14 using
distortion correction coellicients saved in the distortion cor-
rection coelficient memory 138. The results are then written
to the memory of the system control umt 131.

A first distortion correction coetlicient plx(x, v), plv(X, y)
for use 1n correcting the first imaging signal I1(x, v), a second
distortion correction coellicient p2x(x, v), p2v(X, v) foruse in
correcting the second 1imaging signal 12(x, y), a third distor-
tion correction coellicient p3x(X, v), p3v(x, v) for use 1n
correcting the third imaging signal I13(X, v), and a fourth
distortion correction coellicient pdx(X, v), pdv(X, v) for use in
correcting the fourth imaging signal 14(x, y) are saved 1n the
distortion correction coetlicient memory 139. plx(X, v), p2x
(X, v), p3x(X, v) and p4x(x, y) respectively indicate the x
component of the first distortion correction coelficient, the
second distortion correction coeflicient, the third distortion
correction coelficient, and the fourth distortion correction
coellicient of the x-th horizontal and y-th vertical pixel. ply
(X, V), p2v(X, ¥), p3v(X, y) and pdy(X, y) respectively indicate
the v component of the first distortion correction coelficient,
the second distortion correction coetficient, the third distor-
tion correction coefficient, and the fourth distortion correc-
tion coellicient of the x-th horizontal and y-th vertical pixel.
The total number of pixels 1s HxL, where H 1s the number of
pixels 1n the height direction and L 1s the number of pixels in
the length direction of the input image, with x changing from
0 to L-1, and y changing from 0 to H-1.

FIG. 15 1illustrates distortion correction coellicients
according to Embodiment 1 of the present mvention. The
intersections of the lattice of dotted lines indicate 1deal coor-
dinates, while the intersections of the lattice of solid lines
indicate the distorted coordinates. As shown 1n FIG. 15, an
image that should 1deally be imaged at (0, 0), for example, 1s
actually imaged at a position that deviates by (p1x(0, 0),
p1y(0, 0)) from (0, 0) due to distortion. The amount of devia-
tion (p1x(0, O) p1y(0, 0)) 1s assumed to be the distortion
correction coetlicient, and stored 1n the distortion correction
coellicient memory 139. That 1s, an image that should i1deally
be 1maged at (X, y) 1s actually imaged at a position that
deviates by (plx(X, v), p1¥(X, v)) from (X, v) due to distortion.
The amount of deviation (p1x(X, v), ply(X, v)) 1s assumed to
be the distortion correction coefficient, and stored 1n the dis-
tortion correction coelficient memory 139.

FIG. 16 1s a flowchart showing the distortion correction
operation according to Embodiment 1 of the present imnven-
tion. The flowchart of FIG. 16 shows step S1500, 1n which
distortion correction 1s performed, 1n detail.

Firstly, 1n step S1520, distortion correction coordinates for
cach pixel (X, y) are calculated. The results of adding the value
x of the x coordinate to the x component plx(X, v) of the first
distortion correction coefficient, the x component p2x(X, y) of
the second distortion correction coetlicient, the x component
p3x(X, v) of the third distortion correction coellicient, and the
x component p4x(x, y) of the fourth distortion correction
coellicient are set as the x component qlx(x, y) of the first
distortion correction coordinate, the x component q2x(x, v) of
the second distortion correction coordinate, the x component
q3x(X, y) of the third distortion correction coordinate, and the
x component q4x(x, y) of the fourth distortion correction
coordinate, as in the following equations (30), (31), (32) and
(33). The results of adding the value y of the y coordinate to
the v component ply(x, y) of the first distortion correction
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coellicient, the y component p2y(X, v) of the second distortion
correction coeltficient, the y component p3y(X, v) of the third
distortion correction coellicient, and the y component pdy(X,
y) of the fourth distortion correction coefficient are set as the
y component qly(X, y) of the first distortion correction coor-
dinate, the v component q2v(X, y) of the second distortion
correction coordinate, the y component q3y(x, v) of the third
distortion correction coordinate, and the y component qdy(X,
y) of the fourth distortion correction coordinate, as in the
tollowing equations (34), (35), (36) and (37). Step S1530 1s
executed next.

q1x(x,y)=x+p1x(x,y) (30)
q2%(x,y)=X+p2x(X,y) (31)
q3x(x,y)=X+p3x(x,y) (32)
gAx(x,y)=x+pAx(x,) (33)
qly(x,y)=y+ply(x.y) (34)
q2Y(x,y)=y+p2y(x,y) (35)
q3y(x.y)=y+p3y(x.y) (36)
qaAV(x,y)=y+pAy(x.y) (37)

In step S1530, distortion correction 1s performed. A first
imaging signal I1(qlx(x, v), qlyv(X, y)) on first distortion
correction coordinates (qlx(x, v), qly(X, v)), a second 1imag-
ing signal 12(q2x(X, v), q2¥(X, y)) on second distortion cor-
rection coordinates (q2x(X, v), 92¥(X, v)), a third 1maging
signal 13(g3x(x, v), q3v(X, y)) on third distortion correction
coordinates (q3x(X, v), q3v(X, v)), and a fourth imaging signal
14(g4x(X, v), g4v(X, v)) on fourth distortion correction coor-
dinates (gdx(X, v), qdv(X, v)) are used as the first 1maging
signal 11(x, y), the second 1imaging signal 12(x, y), the third
imaging signal I13(x, v), and the fourth imaging signal 14(x, y)
on the coordinates (X, v), as 1n the following equations (38),
(39), (40) and (41). Note that 1f the values on the right side of
equations (38), (39), (40) and (41) do not exist, the same value
as an existing neighboring value, a value inferred from neigh-
bors by extrapolation or the like, or zero or the like may be
substituted. Note that glx(X, v), g2x(X, v), q3x(X, v), qdx(X, y),
qlyv(x, v), q2v(X, v), q3v(X, v) and g4y(X, v) are not limited to
being integers, and may be decimals. In this case, the nearest
neighboring value or a value interpolated from neighboring
pixels 1s used as the rght side of equations (38), (39), (40) and
(41). Step S13540 1s executed next.

I, y)y=I1(glx(x,y),qly(x,y)) (38)
Rx,y)=12(q2x(x,y),q2y(x,y)) (39)
I3 (x,y)=13(q3x(x,y),q3y(x,y)) (40)

IA(x,y)=1A(qdx(x,y).q4y(x,y)) (41)

In step S13540, distortion correction 1s ended and process-
ing returns to the main routine. Accordingly, step S1600 of
FIG. 11 1s executed next.

In step S1600, parallax correction 1s performed. FIG. 17 1s
a flowchart showing the parallax correction operation accord-
ing to Embodiment 1 of the present invention. The flowchart
of FIG. 17 shows the operations of step S1600 1n detail.

Firstly, in step S1620, block dividing 1s performed. FIG. 18
illustrates block dividing in the imaging device according to
Embodiment 1 of the present invention. As shown in FIG. 18,
the first imaging signal 11 1s divided into M blocks 1n the
length direction and N blocks in the height direction, giving a
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total of MxN blocks, with the respective blocks shown by B..
Here, 1 changes from O to MxN-1. Step S1630 1s executed
next.

In step S1630, a parallax value 1s calculated for each block.
Firstly, a parallax evaluation value (Rgqy, Ry - - 0 s
R+ s Ryver K=0, 1, ..., kmax) 1s calculated for each
block (B,, B,, . . ., B, ..., B, ). FIG. 19 1illustrates a
calculation area for calculating parallax evaluation values 1n
the imaging device according to Embodiment 1 of the present
invention. The area shown by B, (also shown as I1 1s the 1-th
block derived at step S1620 from the first imaging signal I1.
The area shown by 14 1s an area 1n which B, has been moved
by k 1n the x direction and k 1n the y direction. The total sum
ol absolute differences shown by the following expression
(42) 1s then calculated as a parallax evaluation value R, ;, for
all imaging signals 11(x, y) and 14(x-k, y-k) of the respective
areas. Here, 2% shows the total sum of all pixels in the block
B.

Ii

R =221 (x,y)-14(x—Fk y-Fk)| (42)

This parallax evaluation value R, ;, shows the level ot cor-
relation between the first image signal 11 of the 1-th block B,
and the fourth 1image signal 14 1n an area removed by (k, k) 1n
the x and y directions, respectively. The smaller the value, the
greater the correlation (similanty). FIG. 20 illustrates the
relationship between parallax and parallax evaluation values
in the 1imaging device according to Embodiment 1 of the
present invention. As shown in FIG. 20, the parallax evalua-
tion value R, changes depending on the value of k, and 1s
minimized when k=A1. This shows that the image signal 11 of
the block 1s most closely correlated to (most closely
resembles) the fourth image signal 14 obtained by moving the
1-th block B, of the first image signal I1 by (-A1, —A1) 1n the x
and y directions, respectively. Consequently, we know that
the parallax 1n the x and y directions between the first imaging
signal I1 and the fourth imaging signal 14 1n relation to 1-th
block B, 1s (A1, A1). Hereinatter, this A1 will be called the
parallax A1 of the 1-th block B,. The parallax A1 of B, 1s thus
derived from 1=0 to 1=MxN-1. Step S1640 1s executed next.

In step S1640, parallax correction and 1mage synthesis are
performed. The result of this 1s written to the memory of the
system control unit 131. Since the first imaging element 1234
and the fourth imaging element 1234 mainly receive the green
component of object light, the first imaging signal I1 and the
fourth 1imaging signal 14 are the information signals of the
green component ol object light. Also, since the second 1imag-
ing clement 1235 mainly recerves the blue component of
object light, the second 1imaging signal 12 1s the information
signal of the blue component of object light. Further, since the
third imaging element 123¢ mainly receives the red compo-
nent ol object light, the third imaging signal I3 1s the 1nfor-
mation signal of the red component of object light. Since the
parallax between the first imaging element 123aq and the
fourth imaging element 1234 1n relation to the 1-th block B, 1s
predicted to be (A1, A1), G(X, y) showing the intensity of green
at the pixel coordinates (X, y) are assumed to be the average of
the first imaging signal I11(X, y) and the fourth imaging signal
I4(x—A1, y—A1), as 1n the following expression (43). Taking
the average 1n this way enables the effect of random noise to
be reduced. Also, since the parallax between the first imaging
clement 123¢q and the second imaging element 1235 1s pre-
dicted to be (A1, 0), B(x, y) showing the intensity of blue at the
pixel coordinates (x, y) are assumed to be the second imaging
signal 12(x-A1, y), as 1n the following expression (44). Fur-
ther, since the parallax between the first 1imaging element
123a and the third imaging element 123 ¢ 1s predicted to be (O,
A1), R(x, v) showing the intensity of red at the pixel coordi-
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nates (X, y) are assumed to be the third imaging signal 13(x,
y—A1), as 1n the following expression (45). Step S1650 1s
executed next.

G(x,v)=[11(x,y)+I4(x-Ai,y-Ai)]/2 (43)
B(x,v)=I2(x-Ai,y) (44)
Rix,v)=I3(x,v—Ai) (45)

In step S1650, parallax correction 1s ended and processing,
returns to the main routine. Accordingly, step S1700 of FIG.
11 15 executed next.

In step S1700, 1mage output 1s performed. The input/output
unit 136 outputs G(X, v), B(X, y) and R(X, y), which are pieces
of data 1n the memory of the system control unit 131, to the
host CPU (not shown) or an external display device (not
shown). Note that output such as luminance or color differ-
ence signals, for example, may be output mstead of G(x, y),
B(x, v) and R(x, y). Values alter image processing such as
white balance or y(gamma) correction may also be output.
Further, data obtained by performing lossless compression or
lossy compression such as JPEG may be output. A plurality of
these may also be output. Step S1800 15 executed next.

In step S1800, operations are ended.

As a result of being configured and operated as above, the
imaging device 101 has the following effects.

When there 1s variability in component precision or assem-
bly, light intensity distribution 1s biased relative to the center
of the optical axis depending on the color, producing false
colors. With the imaging device of Embodiment 1, the inten-
sity correction coelficients al, a2, a3 and a4 are saved to the
intensity correction coellicient memory 137, which 1s a non-
volatile memory, and 1n step S1300, the intensity correction
values b1(x, v), b2(x, v), b3(x, yv) and b4(x, y), whose degree
of correction changes depending on the position (x, y) of the
imaging area, are generated based on the intensity correction
coellicients al, a2, a3 and a4, and the imaging signals I1(x, y),
12(x, v), 13(X, v) and 14(x, y) are corrected. Biasing of light
intensity distribution is thereby compensated and the occur-
rence of false colors 1s suppressed, enabling fine images to be
synthesized.

Also, the imaging device of Embodiment 1 generates the
intensity correction values b1l(x, v), b2(x, v), b3(x, y) and
b4(x, v), whose degree of correction changes depending on
the position (X, v) of the imaging area, based on the intensity
correction coellicients al, a2, a3 and a4, corrects the imaging
signals I11(x, v), 12(x,v), I3(x, v) and 14(X, y), compensates for
biasing of light intensity distribution i step S1300, divides
the first imaging signal 11 into a plurality of blocks in step
51620, derives a parallax for each block based on the cor-
rected imaging signals I1(x, y) and 14(x, v) 1n step S1630, and
performs 1mage synthesis based on these parallaxes in step
51640, so as to reduce the effect of parallax for each block.
Since biasing of light intensity distribution 1s thereby com-
pensated, correct parallax derived, and 1mage synthesis per-
formed based on this correct parallax, fine 1mages can be
synthesized.

The 1maging device of Embodiment 1 saves the origin
correction coetlicients glx, g2x, g3x, gdx, gly, g2y, g3y and
o4y to the origin correction coelficient memory 138, corrects
the origins of the imaging signals I11(x, v), 12(X, v), I3(x, y)
and 14(x, v) based on the origin correction coelficients glx,
o2x, g3x, gdx, gly, g2y, g3y and g4y 1n step S1400, dertves a
parallax for each block based on the corrected imaging sig-
nals I11(x, v) and 14(x, y) 1n step S1630, and performs image
synthesis based on these parallaxes 1n step S1640, so as to
reduce the effect of parallax for each block. Since correct
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parallax 1s thereby derived, and image synthesis 1s performed
based on this correct parallax, fine images can be synthesized.

The imaging device of Embodiment 1 saves the distortion
correction coellicients plx(X, v), p2x(X, v), p3x(X, v), pdx(X,

v), ply(X, ), p2y(X, ¥), p3v(X, y) and pdy(X, y), calculates the
distortion correction coordinates qlx(x, v), q2x(X, v), q3x(x,

¥), q4x(x, y), qly(x. y), 42v(X, ¥), g3y(X, y), and q4y(x, y),
based on the distortion correction coelificients plx(x, v), p2x

(X, ¥), p3x(X, y), pdx(X, y), pLy(X, y), p2v(X, ), p3¥(X, y) and
p4v(X, y) 1 step S13520, corrects the imaging signals 11(x, y),
12(x, v), I3(x, v) and I4(x, y) at the distortion correction

coordinates qlx(x, y), 2x(X, y), 3x(X, y), q4x(X, y), qlyv(X,

v), Q2v(X, v), q3v(X, v), and q4y(X, y) 1n step S1530, so as to
reduce the effect of distortion of the plurality of lens units,

derives a parallax for each block based on the corrected imag-
ing signals I1(X, v) and 14(X, v) in step S1630, and performs
image synthesis based onthese parallaxes in step S1640, so as
to reduce the effect of parallax for each block. Since correct
parallax 1s derived and image synthesis 1s performed based on
this correct parallax, fine 1images can be synthesized.

Note that the imaging device of Embodiment 1 also has the
elfect of suppressing the occurrence of false colors, even
where biasing of the sensitivity of the first imaging element
123a, the second imaging element 1235, the third imaging
clement 123¢, and the fourth imaging element 1234 respec-
tively differ.

Note that with the imaging device of Embodiment 1, the
calculated parallaxes are used without modification, although
they may be appropnately limited. Depending on the lens
characteristics, images will lack sharpness when the subject
distance A 1s less than a given value. Thus, the maximum
value of the parallax A will be decided 11'this value 1s set as the
minimum value of the subject distance A. Parallax greater
than this value may be disregarded as an error. In such cases,
the parallax evaluation value may also employ the second
smallest value as the parallax.

With the imaging device of Embodiment 1, parallax 1s
calculated from the first imaging signal 11 (mainly showing
ogreen) and the fourth imaging signal 14 (mainly showing
green), although the present invention 1s not limited to this.
Since a purple subject, for example, has little green compo-
nent and includes plenty of blue component and red compo-
nent, there may be times when parallax cannot be calculated
from the first imaging signal 11 (mainly showing green) and
the fourth imaging signal 14 (mainly showing green). In this
case, parallax may be calculated from the second 1maging
signal 12 (mainly showing blue) and the third imaging signal
I3 (mainly showing red). If parallax cannot be calculated
from the first imaging signal I1 (mainly showing green) and
the fourth imaging signal 14 (mainly showing green), or from
the second 1imaging signal 12 (mainly showing blue) and the
third 1imaging signal 13 (mainly showing red), 1t 1s assumed
that there 1s no parallax efiect, and processing can be per-
formed as if there 1s no parallax.

In the imaging device of Embodiment 1, an IR filter 1s used
on light that passes through all of the lens units, although part
of the IR filter may be omitted, and not used on light passing
through some of the lens units. The IR filter may also be
completely omitted.

In the imaging device of Embodiment 1, the first color filter
1244, the second color filter 1245, the third color filter 124¢
and the fourth color filter 124d respectively transmit mainly
green, blue, red and green, although the wavelengths may
differ. Using complementary colors, for example, the first
color filter 1244, the second color filter 12454, the third color
filter 124¢ and the fourth color filter 1244 may respectively
transmit mainly yellow, cyan, magenta and yellow. Further,




US 8,023,016 B2

25

the order may be interchanged. For example, the first color
filter 124a, the second color filter 12454, the third color filter
124¢ and the fourth color filter 1244 may respectively trans-
mit mainly green, green, blue and red. Alternatively, the first
color filter 124a, the second color filter 1245, the third color
filter 124¢ and the fourth color filter 1244 may respectively
transmit mainly red, blue, green and red.

By disposing the first to fourth imaging elements 123a to
1234 such that the second imaging element 1235 1s disposed
so as to be at the top and the third imaging element 123¢ 1s
disposed so as to be at the bottom during 1image capture when
the imaging device of Embodiment 1 1s mounted 1n a camera,
the upper side will be sensitive to blue and the lower side will
be sensitive to red, enabling colors to be reproduced more
naturally in landscape photographs.

When two extremums are marked 1n the parallax evalua-
tion value, the larger of the parallaxes 1s employed. Since a
subject and a background are included in these blocks, and the
subject distance differs from the background distance, two
extremums appear. Because the subject distance 1s small 1n
comparison to the background distance, the parallax of the
subject 1s large 1n comparison to the parallax of the back-
ground. Here, although the effect of the parallax of the back-
ground cannot be reduced 11 the larger of the parallaxes 1s
employed, the effect of the parallax of the subject, which
directly affects image quality, can be reduced.

The 1mage output timing 1s not limited to the above, and
preview output may be appropriately performed. For
example, an 1mage that has not undergone parallax correction
may be output during the autofocus control in step S1100.

In Embodiment 1, the imaging element 123 1s constituted
by the first imaging element 1234, the second 1maging ele-
ment 1235, the third imaging element 123c¢, and the fourth
imaging element 1234, and the imaging signal input unit 133
1s constituted by the first imaging signal input unit 1334, the
second 1maging signal input umt 1335, the third 1maging
signal mput unit 133¢, and the fourth imaging signal 1nput
unit 1334. However, the imaging element 123 may be consti-
tuted by a single imaging element, and four images may be
formed by the first to fourth lens units 113a to 1134 at differ-
ent positions on the light receirving surface thereof. The imag-
ing signal mput unit 133 may be constituted from a single
imaging signal input unit that receives as input signals from
the single imaging element 123. In this case, an area 1s appro-
priately selected from data placed in the memory of the sys-
tem control unit 131, and the selected data 1s set as the first
imaging signal 11, the second imaging signal 12, the third
imaging signal I3, and the fourth imaging signal 14.

In the first embodiment, the first tens unit 113a, the second
lens unit 1135, the third lens unit 113¢, and the fourth lens unit
1134 are disposed such that a rectangle obtained by joining
together the centers of the optical axes thereof 1s square,
although the present invention i1s not limited to this. The
lengths of the rectangle 1n the x and y directions may differ. In
this case, appropriate changes will be necessary, for instance,
when deriving parallaxes in step S1630, or when correcting
parallaxes 1n step S1640. That 1s, k 1s changed so as to main-
tain the ratio between lengths 1n the X and y directions of the
above rectangle, rather than using the same value of k for the
x and y directions.

Note that although the above description illustrates the
configuration and operations of a device that performs vari-
ous corrections on 1imaging signals obtained through image
capture and corrects parallax before synthesizing images
from the 1imaging signals, the 1maging device of the present
invention can also be applied as a measuring device for
detecting distance to the subject. That 1s, the 1maging device
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of the present invention can also be implemented as a device
that calculates distance based on parallax obtained as afore-
mentioned, and outputs the obtained distance, with practical
application as a surveying device, inter-vehicular distance
detecting device or the like being conceivable. That 1s, equa-
tion (1), when solved for distance A, i1s as shown in the
tollowing equation (46). Accordingly, the distance to the sub-
ject from the block B, 1s as calculated in the following equa-
tion (47), and the distance to the subject from a pixel (X, y)
included 1n the block B, 1s as shown 1n the following equation
(48), and saved 1n the memory of the system control unit 131.
Note that the units of measurement are changed appropnately
when the calculations are performed. It the distance informa-
tion A(X, v) 1s then output externally via the input/output unit
136, an 1maging device that functions as a measuring device
for detecting distance can be realized.

A=FD/A (46)
A=f*D/A, (47)
A(x,y)=A((x,y) included in 5,) (48)

Embodiment 2

An 1maging device according to Embodiment 2 of the
present invention generates intensity correction coelficients
in the manufacturing process, and writes the intensity correc-
tion coelficients to an 1intensity correction coefficient
memory. Biasing of light intensity distribution 1s thereby
compensated and the occurrence of false colors 1s suppressed,
allowing fine images to be synthesized, even 1f the variability
in component precision or assembly 1s different for each
device.

Further, the imaging device according to Embodiment 2 of
the present mvention divides at least one of the 1maging
signals 1into a plurality of blocks, generates intensity correc-
tion coelficients 1n the manufacturing process, and writes the
intensity correction coetficients to an intensity correction
coellicient memory. Biasing of light intensity distribution 1s
thereby compensated and a parallax 1s dertved for each block
based on the corrected imaging signals, enabling 1mage syn-
thesis to be performed based on these parallaxes so as to
reduce the eflect of parallax for each block, even if the vari-
ability 1in component precision or assembly 1s different for
cach device. Since biasing of light intensity distribution 1s
thereby compensated, correct parallax derived, and image
synthesis performed based on this correct parallax, fine
images can be synthesized.

The 1maging device according to Embodiment 2 of the
present invention generates origin correction coefficients in
the manufacturing process, and writes the origin correction
coellicients to an origin correction coelficient memory. Vari-
ability 1n origin 1s thereby compensated, and a parallax 1s
derived for each block based on the corrected imaging sig-
nals, enabling image synthesis to be performed based on these
parallaxes so as to reduce the effect of parallax for each block,
even 1f the vanability 1n component precision or assembly 1s
different for each device. Since origin deviation 1s thereby
compensated, correct parallax derived, and 1image synthesis
performed based on this correct parallax, fine 1mages can be
synthesized.

The 1maging device according to Embodiment 2 of the
present mnvention generates distortion correction coetlicients
in the manufacturing process, and writes the distortion cor-
rection coellicients to a distortion correction coelficient
memory. Imaging signals are thereby corrected so as to
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reduce the effect of distortion of the plurality of lens units, and
a parallax 1s derived for each block based on the corrected
imaging signals, enabling 1mage synthesis to be performed
based on these parallaxes so as to reduce the etfect of parallax
for each block, even 11 the variability 1n component precision
or assembly 1s different for each device. Since the effect of
distortion 1s thereby reduced, correct parallax 1s derived, and
image synthesis 1s performed based on this correct parallax,
fine 1mages can be synthesized.

The 1imaging device according to Embodiment 2 of the
present invention will be described with reference to the
drawings. FIG. 21 1s a cross-sectional view showing the con-
figuration of the imaging device according to Embodiment 2
of the present invention. In FIG. 21, an imaging device 201
has a lens module unit 110 and a circuit unit 220.

The lens module unit 110 has a lens barrel 111, an upper
cover glass 112, a lens 113, a fixed actuator portion 114, and
a movable actuator portion 115. The circuit unit 220 has a
substrate 121, a package 122, an imaging c¢lement 123, a
package cover glass 124, and a system LSI (hereinafter, SL.SI)
225. The configurations and operations apart from the SLSI
225 are similar to Embodiment 1, with the same reference
numerals attached and redundant description omaitted.

FI1G. 22 1s a block diagram of the imaging device according,
to Embodiment 2 of the present invention. The SLSI 225 has
a system control unit 231, an imaging element drive unit 132,
an 1maging signal mput umit 133, an actuator manipulated
variable output unit 134, an 1image processing unit 135, an
input/output unit 136, an intensity correction coefficient
memory 137, an origin correction coellicient memory 138, a
distortion correction coefficient memory 139, an intensity
correction coellicient generating unit 251, an origin correc-
tion coelficient generating unit 252, and a distortion correc-
tion coellicient generating unit 253. The circuit unit 220 has
an amplifier 126 in addition to the above configuration.

In an mspection process during the manufacturing process
alter assembly of the imaging device 201, the intensity cor-
rection coelficient generating unit 251 generates intensity
correction coellicients al(x, y), a2(x, v), a3(x, v), ad(x, y),
and writes the mtensity correction coellicients al(x, y), a2(x,
v), a3(X, v), ad(X, y) to the intensity correction coefficient
memory 137, as described hereinatfter. Also, the origin cor-
rection coellicient generating unit 252 generates origin cor-
rection coelficients glx, gly, g2x, g2y, g3x, g3v, gdx, g4y, and
writes the origin correction coelfficients glx, gly, g2x, g2y,
o3x, 23y, gd4x, gdyto the origin correction coelficient memory
138. Further, the distortion correction coellicient generating
unit 253 generates distortion correction coetlicients plx(x, y),

pLv(X, ¥), p2x(X, ¥), p2V(X, ¥), p3x(X, ), p3y(X, ), p4x(X, y).
pd4yv(X, v), and writes the distortion correction coellicients

plx(X, y), pIn(X, ¥), p2x(X, ¥), p2¥(X, ¥), p3x(X, ), p3¥(X, ¥).
pdx(X, v), pdv(X, v) to the distortion correction coelficient
memory 139.

FI1G. 23 1s an external view of the imaging device and other
devices when generating correction coelficients according to
Embodiment 2 of the present invention. 201 1s the 1imaging
device according to Embodiment 2 of the present invention,
202 1s a correction coelficient generation controller, 203 1s a
display, and 204 1s a cable for connecting the imaging device.
The correction coellicient generation controller 202, which 1s
constituted by a computer, performs coordinated control of
the 1imaging device 201 and the display 203, and causes the
imaging device 201 to generate the intensity correction coet-
ficients al(x, v), a2(Xx, v), a3(x, v), ad(X, y), the origin correc-
tion coetlicients glx, gly, g2x, g2y, g3x, g3y, gdx, gdy, and the
distortion correction coeltlicients p1lx(x, v), plyv(X, v), p2x(X,

¥), p2v(X, ¥), p3x(X, ¥), p3¥(X, ¥), p4x(X, ¥), pdv(X, y). The
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display 203, which 1s constituted by a CRT (cathode ray tube)
display or the like, 1s controlled by the correction coetficient
generation controller 202, operates 1n coordination with the
imaging device 201, and draws 1mages (charts) used 1 gen-
crating the mtensity correction coellicients al(x, v), a2(Xx, y),
a3(x, v), ad(x, v), the origin correction coellicients glx, gly,
o2x, g2y, 23x, g3y, gdx, g4y, and the distortion correction
coellicients plx(x, v), p1v(X, V), p2x(X, v), p2v(X, V), p3x(X,
V), p3v(X, v), pdx(X, v), pdv(X, v). The imaging device cable
204, which 1s constituted by a USB (universal serial bus)
cable or the like, connects the imaging device 201 and the
correction coelficient generation controller 202, feeds power
to the 1imaging device 201, and 1s the medium through which
communication 1s performed between the imaging device
201 and the correction coellicient generation controller 202.

The operations of the imaging device according to
Embodiment 2 of the present invention will be described next.
FIG. 24 1s an external view of an intensity correction chart
used 1n generating intensity correction coellicients according
to Embodiment 2 of the present invention. The imaging
device of Embodiment 2 captures an image of an intensity
correction chart 203, which 1s a uniform white subject such as
in FIG. 24, 1n the manufacturing process. FIGS. 25A to 25C
are wavelorm diagrams showing an imaging signal, an inten-
sity correction coelfficient and an 1imaging signal after correc-
tion 1n the 1maging device according to Embodiment 2 of the
present invention. In FIGS. 25A to 25C, only the firstimaging
signal I1, the first intensity correction coefficient al and the
first imaging signal I1 after correction are shown for simplic-
ity. As shown 1n FI1G. 25A, this imaging signal 11 1s intensity
information concerning biasing of light intensity distribution,
including intensity information on reductions in peripheral
brightness. The intensity correction coelificient generating
unit 251 derives the reciprocal of the imaging signal I1 as the
intensity correction coetlicient al such as shown in FIG. 258,
and saves the result in the intensity correction coefficient
memory 137. That 1s, the intensity correction coellicient gen-
erating unit 251 derves al(x, y), such that I1(x, y)*al(x,
y)=1. When mtensity correction 1s performed as shown in step
S1300, the imaging signal after correction will be flat as
shown 1 FIG. 25C, and a uniform subject image will be
reproduced. Similarly, the intensity correction coefficient
generating unit 251 generates the second 1ntensity correction
coellicient a2 for the second imaging signal 12, the third
intensity correction coellicient a3 for the third imaging signal
I3, and the fourth 1ntensity correction coellicient a4 for the
fourth imaging signal 14, and writes the generated intensity
correction coellicients to the intensity correction coefficient
memory 137. Here, when there 1s variability in component
precision or assembly, light intensity distribution i1s biased
relative to the center of the optical axis depending on the
color, and reductions in peripheral brightness respectively
differ, the second intensity correction coellicient a2, the third
intensity correction coelficient a3, and the fourth intensity
correction coellicient ad will respectively differ. Capturing an
image of a uniform white subject and setting the reciprocal of
the resultant 1maging signal as the intensity correction coet-
ficient thus enables intensity correction to be approprately
performed. The imaging device of Embodiment 2 uses the
intensity correction coeltlicient generating unit 251 to gener-
ate 1ntensity correction coellicients based on this principle,
and writes the generated intensity correction coetlicients to
the 1ntensity correction coellicient memory 137. The inten-
sity correcting unit 142 of the image processing unit 135 then
performs intensity correction based on the intensity correc-
tion coelficients saved 1n the intensity correction coelficient
memory 137.
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FIG. 26 1s an external view of an origin correction chart
used 1n generating origin correction coellicients according to
Embodiment 2 of the present invention. The imaging device
of Embodiment 2 captures an image of an origin correction
chart 206, which 1s a uniform white subject with a cross drawn
thereon such as i FIG. 26, 1n the manufacturing process. The
imaging device 201 1s disposed so as to directly oppose the
origin correction chart 206, and the centers of the optical axes
of the plurality of lens of the imaging device 201 are disposed
so as to coincide with the center of the cross 1n the origin
correction chart 206. F1IGS. 27A to 27D show imaging signals
of the origin correction chart 206 when 1mages are captured
according to Embodiment 2 of the present invention. By
capturing an image of the origin correction chart 206, signals
such as shown 1n FIGS. 27A to 27D are obtained as the first
imaging signal I1, the second 1maging signal 12, the third
imaging signal I3 and the fourth imaging signal 14. The cross-
shaped solid lines 1n FIGS. 27 A to 27D are images captured
of the cross drawn on the origin correction chart 206. Note
that the cross-shaped broken lines i FIGS. 27A to 27D
hypothetically show lines passing through the centers of the
images in order to facilitate comparison with the imaging
signals, and are not included 1n the actual signals. As shown 1in
FIGS. 27A to 27D, the centers of the crosses (centers of the
solid lines) of the first imaging signal I1, the second 1imaging
signal 12, the third imaging signal 13, and the fourth imaging
signal 14 respectively deviate by (slx, sly), (s2x, s2y), (s3x,
s3y) and (s4x, s4y) 1n comparison with the centers of the
images (centers of the broken lines). This deviation 1s caused
by a combination of parallax resulting from the origin cor-
rection chart 206 being disposed at a finite distance from the
imaging device 201 and manufacturing variability resulting
from deviation of lens units during manufacture, positional
deviation of the imaging element or the like. Consequently,
subtracting the coetlicients contributing to parallax from the
respective deviations (slx, sly), (s2x, s2v), (s3x, s3y) and
(sdx, s4y) from the centers of the crosses gives the deviation
resulting from manufacturing variability. The origin correc-
tion coellicient generating unit 252 generates the origin cor-
rection coelficients gl.x oly, g2x, g2y, g3x, g3y, gdx, gdy so
as to eliminate the effect of this deviation, and writes the
generated origin correction coellicients to the origin correc-
tion coeflicient memory 138. The origin correcting umt 143
of the 1mage processmg unit 133 performs orlgln correction
n Step S1400 using the origin correction coelficients in the
origin correction coetlicient memory 138.

FI1G. 28 1s an external view of a distortion correction chart
used 1n generating distortion correction coetlicients accord-
ing to Embodiment 2 of the present invention. The imaging
device of Embodiment 2 captures an image of a distortion
correction chart 207, which 1s a uniform white subject with a
lattice drawn thereon such as shown 1n FIG. 28, 1n the manu-
facturing process. The intervals in the lattice preferably
equate to 10 to 15 pixels 1n the captured 1image. The 1maging
device 201 1s disposed so as to directly oppose the distortion
correction chart 207, and the centers of the optical axes of the
plurality of lens of the imaging device 201 are disposed so as
to coincide with the center of the lattice in the distortion
correction chart 207. FIG. 29 shows an imaging signal of the
distortion correction chart 207 when an 1mage 1s captured
according to Embodiment 2 of the present invention. In FIG.
29, only the first imaging signal I1 1s shown for stmplicity. By
capturing an 1mage of the distortion correction chart 207, a
signal such as shown in FI1G. 29 1s obtained as the first imag-
ing signal I1. The distorted, lattice-shaped solid lines in FIG.
29 result from capturing an image of the lattice drawn on the
distortion correction chart 207. Note that the undistorted,
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lattice-shaped broken lines in FI1G. 29 hypothetically show an
image captured when there 1s no lens distortion for facilitating
the comparison with the imaging signal, and are not included
in the actual imaging signal. Note that in FIG. 29, origin
deviation and deviation resulting from parallax has been
omitted. The intersections 1n the distorted lattice of the 1imag-
ing signal I1 (intersections of solid lines) are given by (ux1(1,
1), uy1(i, 1)), while the intersections in the lattice when there
1s no lens distortion (intersections of broken lines) are given
by (vx1(1, 1), vy1(Q, 71)). Here, (1, j) shows the 1-th and j-th
intersection in the x and y directions, respectively. As shown
in FIG. 29, the lattice has WX+1 intersections 1n the X direc-
tion including the edges, and WY +1 1ntersections in the y
direction including the edges. The upper-leit intersection 1s
given by (vx1(0, 0), vy1(0, 0)), while the bottom-right inter-
section 1s given by (vXI(WX, WY), vvl(WX, WY)).

The distortion correction coellicient generating unit 253
generates a distortion correction coelficient plx(x, v), plv(X,
y), so as to use the imaging signal 11 of the coordinates (ux1(1,
1), uy1(1, 7)) as the imaging signal I1 of the coordinates (vx1(1,
1), vy1(, 1)) after distortion correction. In relation to the
coordinates of plxels other than at intersections, the distortion
correction coellicient generating unit 253 generates a distor-
tion correction coetlicient p1x(x, v), ply(X, v), so as to use the
imaging signal 11 of coordinates derived by interpolation
from a neighboring intersection. Note that the distortion cor-
rection coellicient generating unit 253 also similarly gener-
ates distortion correction coeflicients p2x(X, v), p2v(X, v),
p3x(X, v), p3v(X, v) and pdx(X, v), pdv(X, y) 1n relation to the
other imaging signals 12, I3 and 14. The generated distortion
correction coeflicients are stored in the distortion correction
coellicient memory 139. Note that origin deviation and devia-
tion resulting from parallax are corrected appropriately.

FIG. 30 1s a flowchart showing a method of generating
intensity correction coellicients, origin correction coedfl-
cients, and distortion correction coeflicients according to
Embodiment 2 of the present invention.

In step S2000, the imaging device 201 1s disposed such that
the centers of the optical axes of the plurality of lens units of
the imaging device 201 coincide with the center of the draw-
ing area on the display 203, and the generation of intensity
correction coellicients, origin correction coeflicients and dis-
tortion correction coelificients 1s started. Step S2110 1s
executed next.

In step S2110, the imaging device cable 204 1s connected to
the imaging device 201. This 1s performed by an industrial
robot or the like. Power 1s fed from the correction coetficient
generation controller 202 to the imaging device 201, making
communication possible between the correction coetficient
generation controller 202 and the imaging device 201. Step
52120 15 executed next.

In step S2120, a correction coellicient generation program
1s downloaded to the imaging device 201. The correction
coellicient generation controller 202 transmits the correction
coellicient generation program to the imaging device 201
alter detecting that the imaging device cable 204 1s connected
to the imaging device 201. The imaging device 201 receives
the correction coelficient generation program, writes the
received program to the memory of the system control unit
231, and thereinafter proceeds to generate intensity correc-
tion coellicients 1n accordance with this correction coetficient
generation program. That 1s, while the intensity correction
coellicient generating unit 251, the origin correction coelli-
cient generating unit 252 and the distortion correction coet-
ficient generating unit 253 arc 1llustrated 1n FIG. 22 as 1inde-
pendent blocks relative to the system control unit 231, they
are hypothetical blocks in which their functions are realized
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as a result of the system control unit 231 executing the cor-
rection coellicient generation program. Note that since this
correction coellicient generation program 1s unnecessary and
thus deleted after the correction coetficient have been gener-
ated, the program may be saved to a volatile memory or a
nonvolatile memory. Consequently, the intensity correction
coellicient generating unit 251, the origin correction coelll-
cient generating unit 252 and the distortion correction coet-
ficient generating unit 253 do not necessarily exist in the
shipped imaging device 201. Step S2210 15 executed next.

In step S2210, the correction coellicient generation con-
troller 202 causes the 1ntensity correction chart 205, which 1s
uniform white light, to be drawn on the display 203. Step
52220 1s executed next.

In step S2220, the correction coellicient generation con-
troller 202 transmits a command to start image capture to the
imaging device 201 via the imaging device cable 204. Step
52230 15 executed next.

In step S2230, the imaging device 201 captures an 1mage of
the 1ntensity correction chart 205. The imaging device 201
executes this step S2230 1n response to the command 1n step
S52220. Description of this operation, which 1s similar to step
51200, 1s omitted. The imaging device 201 then saves the
imaging signals to the memory of the system control unit 231
as a first imaging signal 11(0, x, y), a second 1imaging signal
12(0, x, v), a third imaging signal 13(0, x, y), and a fourth
imaging signal 14(0, x, y) for use 1n generating intensity
correction coelficients. Note that an area for saving moving
images or the like 1n normal usage 1s used as this memory.
Step S2310 1s executed next.

In step S2310, the correction coellicient generation con-
troller 202 causes the origin correction chart 206, which has a
cross disposed on background of uniform white light, to be
drawn on the display 203. Here, the correction coefficient
generation controller 202 causes the origin correction chart
206 to be drawn such that the center of the drawing area on the
display 203, that is, the center of each optical axis of the
plurality of lens of the imaging device 201, coincides with the
intersection of the cross. Step S2320 1s executed next.

In step S2320, the correction coellicient generation con-
troller 202 transmits a command to start image capture to the

imaging device 201 via the imaging device cable 204. Step
52330 15 executed next.

In step S2330, the imaging device 201 captures an image of
the origin correction chart 206. The imaging device 201
executes this step S2330 1n response to the command 1n step
S52320. Description of this operation, which 1s similar to step
51200, 1s omitted. The imaging device 201 then saves the
imaging signals to the memory of the system control unit 231
as a first imaging signal 11(1, x, y), a second 1imaging signal
12(1, x, y), a third imaging signal 13(1, x, y) and a fourth
imaging signal 14(1, x, y) for use 1n generating origin correc-
tion coellicients. Note that an area for saving moving images
or the like 1n normal usage 1s used as this memory. Step S2410
1s executed next.

In step S2410, the correction coellicient generation con-
troller 202 causes the distortion correction chart 207, which
has a lattice disposed on a background of uniform white light,
to be drawn on the display 203. Here, the correction coetii-
cient generation controller 202 causes the distortion correc-
tion chart 207 to be drawn such that the center of the drawing,
area on the display 203, that 1s, the center of each optical axis
of the plurality of lens units of the imaging device 201 coin-
cides with the center of the lattice. Step S2420 1s executed
next.
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In step S2420, the correction coelficient generation con-
troller 202 transmits a command to start image capture to the
imaging device 201 via the imaging device cable 204. Step
52430 15 executed next.

In step S2430, the imaging device 201 captures an image of
the distortion correction chart 207. The imaging device 201
executes this step S2430 1n response to the command 1n step
S52420. Description of this operation, which 1s similar to step
51200, 1s omitted. The 1maging device 201 then saves the
imaging signals to the memory of the system control unit 231
as a first imaging signal 11(2, x, y), a second 1maging signal
12(2, x, vy), a third imaging signal 13(2, X, y), and a fourth
imaging signal 14(2, X, y) for use 1n generating distortion
correction coelficients. Note that an area for saving moving
images or the like 1n normal usage 1s used as this memory.
Step 52510 1s executed next.

In step S2510, the intensity correction coetficient generat-
ing unit 251 generates the intensity correction coelificients
al(x,v),a2(x,v),a3(x,y)and ad(x, y), using the {first imaging
signal 11(0, x, v), the second 1imaging signal 12(0, x, y), the
third imaging signal 13(0, x, v), and the fourth imaging signal
14(0, x, v) captured and saved to memory 1n step S2230. The
intensity correction coetlicient generating unit 251 sets the
ratio between the first imaging signal 11(0, /2, H/2) foruse in
intensity correction coetlicient generation positioned at the
center of the image and the first imaging signal 11(0, X, y) for
use 1n intensity correction coellicient generation as the first
intensity correction coeflicient al(X, v), as 1n the following
equation (49). Here, 11(0, /2, H/2) expresses the signal of the
pixel positioned at the center of the image (1.¢., pixel whose x
coordinate 1s I/2 and y coordinate 1s H/2), out of the first
imaging signals for use 1 generating intensity correction
coellicients. Note that H 1s the number of pixels in the height
direction and L 1s the number of pixels 1n the length direction
of the image. The intensity correction coelficient generating
unit 251 also sets the ratio between the second 1maging signal
12(0, L/2, H/2) for use 1n intensity correction coelficient gen-
eration positioned at the center of the image and the second
imaging signal 12(0, X, y) for use 1n 1tensity correction coet-
ficient generation as the second intensity correction coelfi-
cient a2(x, v), as in the following equation (50), sets the ratio
between the third imaging signal 13(0, L/2, H/2) for use in
intensity correction coelficient generation positioned at the
center of the image and the third imaging signal 13(1, X, v) for
use 1n intensity correction coellicient generation as the third
intensity correction coelificient a3(x, y), as in the following
equation (51), and sets the ratio between the fourth imaging
signal 14(0, L/2, H/2) for use 1n intensity correction coelll-
cient generation positioned at the center of the image and the
fourth imaging signal 14(1, X, y) for use 1n intensity correction
coellicient generation as the fourth intensity correction coet-
ficient ad(x, v), as 1n the following equation (52). Note that
image capture may be performed a plurality of times on the
intensity correction chart 205 1n step S2230, and an 1image
obtained by averaging these images may be used as the imag-
ing signal for use 1n generating intensity correction coedll-
cients. In this case, the effect of random noise and the like can
be reduced by averaging. Step S2520 1s executed next.

-

al(x,v)=I1(0,L2 H?2)/11(0x,v) (49)

a2(x,v)=12(0,L2 H?2)/12(0x,v) (50)
a3(x,v)=13(0,L72,H/2)/13(0x,v) (51)

ad(x,v)=14(0,L/2 H2)/14(0 x, ) (52)
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In step S23520, the 1ntensity correction coellicient generat-
ing unit 251 writes the intensity correction coetficients al(x,
y), a2(Xx, v), a3(x, y) and a4(x, y) to the intensity correction
coellicient memory 137. These intensity correction coedll-
cients al(x, v), a2(X, v), a3(x, y) and ad4(x, y) are used 1n the
intensity correction of S1300. Step S2610 1s executed next.

In step S2610, the origin correction coellicient generating,
unit 252 generates the origin correction coetficients glx, gly,
o2x, 22y, g3x, g3v, gdx, g4y. The respective deviations (slx,
s1v), (s2x, s2v), (s3x, s3y) and (sdx, sdy) from the centers of
the crosses of the first imaging signal 11(1, x, y) for use in
origin correction coelficient generation, the second imaging
signal 12(1, X, y) for use 1n origin correction coelflicient gen-
eration, the third imaging signal 13(1, X, y) for use in origin
correction coetficient generation, and the fourth imaging sig-
nal 14(1, x, y) for use 1n origin correction coetficient genera-
tion (centers of solid lines shown 1n FIG. 27A-27D) relative to
the centers of the images (centers of broken lines shown in
FIG. 27A-27D), as shown 1n FIG. 27, are detected. Here,
methods of dertving the coordinates of the centers of the
crosses 1n the respective imaging signals 11(1, x, v), 12(1, x,
y), 13(1, x, v) and 14(1, X, y) for use 1n origin correction
coellicient generation involve, for imnstance, pattern matching
thumbnails of the crosses with the imaging signals I11(1, x, y),
12(1,x,v),13(1,%x, y)and 14(1, X, v), or deriving cross patterns
by binarizing the imaging signals I1(1, x, y), 12(1, X, y), I13(1,
X,v)and I14(1, X, y). Subtracting the coordinates of the centers
of the images from the coordinates of the centers of the
crosses obtained from the imaging signals I1(1, x, y), 12(1, x,
v), I3(1, x, y) and 14(1, X, y) as a result of such methods gives
the above deviations (slx, s1y), (s2x, s2v), (s3x, s3y) and (s4dx,
s4y).

Next, i order to remove the effect of parallax, the origin
correction coelficient generating umt 252 firstly calculates
the amount of the parallax. The origin correction coetlicient
generating unit 252 derives the x component Ax of the paral-
lax and the y component Ay of the parallax, as in the following
equations (53) and (54). Here, 1 1s the focal distance of the
lens, and Dx 1s the x component of the distance between the
optical axes of the lens units. Dx 1s the distance between the
optical axis of the first lens 113a and the optical axis of the
second lens 1135, or the distance between the optical axis of
the third lens 113¢ and the optical axis of the fourth lens 1134,
these distances being substantially equal. Dy 1s the y compo-
nent of the distance between the optical axes of the lens units.
Dy 1s the distance between the optical axis of the first lens
113a and the optical axis of the third lens 113c¢, or the distance
between the optical axis of the second lens 1136 and the
optical axis of the fourth lens 1134, these distances being
substantially equal. A 1s the distance from the principal point
of a lens (principal point of the first lens 113a, principal point
of the second lens 1135, principal point of the third lens 113c,
or principal point of the fourth lens 1134d) to the display 203
(origin correction chart 206) in the imaging device. Note that
the distances from the principal points of the lenses to the
display 203 are substantially equal. The origin correction
coellicient generating unit 252 removes parallax (Ax or Ay)
from the respective deviations (s1x, s1y), (s2x, s2v), (s3x, s3y)
and (sdx, sd4y) of the centers of the crosses of the first imaging
signal 11, the second imaging signal 12, the third imaging
signal 13 and the fourth imaging signal 14 (centers of solid
lines shown 1n FIG. 27A-27D) relative to the centers of the
images (centers of broken lines shown in FI1G. 27A-27D), and
generates the origin correction coefficients glx, gly, g2x, g2y,
o3x, g3v, gdx, gdy, as 1n the following equations (55), (56),
(57), (38), (39), (60), (61) and (62). Note that 1n step S2330,
image capture may be performed a plurality of times on the
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origin correction chart 206, and an image obtained by aver-
aging these 1mages may be used as the 1imaging signal for use
in generating origin correction coeltlicients. In this case, the
elfect of random noise and the like can be reduced by aver-
aging. Also, the origin correction coellicients glx, gly, g2x,
o2y, g3x, g3y, gdx, g4y may be dertved with decimal point
precision, by deriving the parallax (Ax or Ay) or the devia-
tions (slx, s1y), (s2x, s2v), (s3x, s3y) and (sdx, s4y) with
decimal point precision. Step S2620 1s executed next.

Ax=f*Dix/A (53)
Ay=f*Dvy/A (54)
glx=s1x-Ax/2 (55)
gly=slv-Ay/2 (56)
g2x=52x+Ax/2 (57)
g2v=52v-Ay/2 (5%)
g3x=53x-Ax/2 (59)
g3v=s53v+Ay/2 (60)
gdx=s4x+Ax/2 (61)
gdx=s4v+Ay/2 (62)

In step S2620, the origin correction coelficient generating,
umt 252 writes the origin correction coellicients glx, gly,
olx, g2y, g3x, g3y, gdx, gdy to the origin correction coelli-
cient memory 138. These origin correction coellicients glx,
oly, g2x, g2y, g3x, g3y, gdx, gdy are used 1n the origin cor-
rection of step S1400. Step S2710 15 executed next.

In step S2710, the distortion correction coeltlicient gener-
ating unit 253 generates the distortion correction coeificients
plx(X, y), plv(X, y), p2x(X, y), p2v(X, ¥), p3x(X, ), p3v(X, y).
pdx(X, v), pdv(X, v). Hereinatter, the method for generating
the first distortion correction coellicient plx(x, v), p1y(X, y)
will be described. With the first imaging signal 11(2, X, y) for
use 1n generating distortion correction coelficients that result
from capturing an 1mage of the distortion correction chart
207, what should have been 1maged as the lattice of FIG. 29
with no distortion (broken lines) when the lens units are not
distorted 1s 1instead 1maged as a distorted lattice (solid lines)
due to distortion of the lens units. Firstly, the coordinates
(ux1(1, 1), uy1(a, 1)) of the intersection of the distorted lattice
(solid lines shown 1n FIG. 29) are derived by binarizing the
first imaging signal I1(2, x, y) for use 1n distortion correction
coellicient generation, and detecting the cross pattern. The
intersection (ux1(1, 1), uy1(, j)) of this distorted lattice (solid
lines shown 1n FIG. 29) would be at the intersection (vx1(1, 1),
vyl(1, 1)) of the undistorted lattice (broken lines shown in
FIG. 29) 11 the lens units were not distorted.

In the undistorted lattice (broken lines shown in FIG. 29),
cach intersection (vx1(1, 1), vyl(i, 1)) of this lattice 1is
expressed as 1n the following equations (63) and (64), where
(vx10, vy10) are the coordinates of the upper-left intersection
(vx1(0, 0), vy1(0, 0)), px 1s an 1nterval of the lattice in the x
direction, and py 1s an interval of the lattice 1n the y direction.
vx10, vy10, px, py are determined from the focal distance of
the lens, the distance between the imaging device 201 and the
display 203, the lattice size of the distortion correction chart
207, or the like. Since the mtersection (ux1(@, j), uy1(, 7)) of
the distorted lattice (solid lines shown 1n FIG. 29) would be at
the intersection (vx1(1, 1), vy1l(, 1)) of the undistorted lattice
(broken lines shown 1n FIG. 29) 1f there were no distortion,
the first distortion correction coetficient plx(vx1(, 1), vy1(i,
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1)), pIv(vx1(1, 1), vvl(a, 1)) at the intersection (vx1(1, 1), vy1(a,
1)) 1s as shown 1n the following expressions (65) and (66). The
first distortion correction coelilicient p1x(x, v), p1y(x, y) for
coordinates other than the intersection (vx1(1, 1), vy1(, 7)) 1s
generated by linearly interpolating the distortion correction
coellicients (shown by equations (65), (66)) for intersections
of the undistorted lattice (broken lines shown i FIG. 29)
neighboring the coordinates (X, y), as in the following equa-
tions (67) and (68). FIG. 31 shows the coordinates referenced

when generating a distortion correction coefficient by linear
interpolation. Here, (vx1(1, 7), vv1(1, 1)) 1s the intersection of
the undistorted lattice (broken lines shown 1n FI1G. 29) on the
upper-ledt of the coordinates (X, y) that are being dertved. The
distortion correction coellicient generating unit 233 then
removes the effect of origin deviation and parallax using the
origin correction coellicient glx, gly and the parallaxes Ax
(see equation (33)) and Ay (see equation (54)), as 1n the
following equations (69) and (70).

vx1(i, ) =vxl0+ px«i (63)
vwl(i, ) = wlO+ py«i (64)
plx(vxl{i, j), vwl(i, ) = uxl{i, /) —vx1(i, j) (63)
ply(vxl(i, j), vyl(i, ) =uyl(i, ) —vyl(i, J) (66)
plx(x, y)=[(vxl(i+ 1, j+ D=x)= (vl + 1, j+ 1) — y)= (67)
plxtvxl(i, j), wl(i, j)+(wxl(i+ 1, j)—x)*
(v—wvl(i+ 1, jD=plx(vxl(i, j+ 1), vwl(i, j+ 1))+
(x—vxl(i, j+1)=(vyl(i, i+ 1) —y)=
plx(vx1(i+ 1, j), wl(i+1, j)+
(x —vx1(i, )= yOwylQQ, f)=
plx(vx1(i+ 1, j+ 1D, vyl(i+ 1, j+1))]/(px= py)
ply(x, V=[xl + 1, j+ D=x)=wyli+1, j+ 1) = y)= (638)
plyv(vxl(i, j), vvl(, N+ (vxl(i+1, j)—x)=
(v—vyl(i+ 1, M=plyvivxl(i, j+ 1), vwl(i, j+ 1)+
(x—vxl(i, j+1D={vyl({i, j+1)—v)*
pLyGxL(i+ 1, ), vyl(i+ 1, )+ (x —vxl(i, ) (y —vylG, )=
ply(vxl(i+ 1, j+ 1), vyl(i+ 1, j+ 1)]/(px = py)
plx(x, v) = plx(x, v) —glx —Ax/2 (69)
ply(x, y) = plylx, y) —gly —Ay/2 (70)

The distortion correction coellicient generating umt 2353
also similarly derives the second distortion correction coetfi-
cient p2x(X, v), p2v(X, v), the third distortion correction coet-
ficient p3x(x, v), p3v(X, v), and the fourth distortion correc-
tion coetlicient pdx(x, v), pdv(X, v). That 1s, the coordinates
(ux2(1, J), uy2(1, 3)), (ux3(1, 7). uy3(1, j)) and (ux4(, j), uy4(,
1)) of the intersections of the distorted lattice are derived
based on the second imaging signal 12(2, X, y) for use in
distortion correction coellicient generation, the third imaging
signal 13(2, x, y) for use 1n distortion correction coellicient
generation, and the fourth imaging signal 14(2, x, y) for use 1n
distortion correction coellicient generation. The intersections
(vx2(1, 1), vy2(1, 1)), (vx3(1,]), vy3(1, ) and (vx4(, j), vy4(.
1)) of the undistorted lattice are as shown 1n the following
equations (71), (72), (73), (74), (75) and (76).

The second distortion correction coetficient p2x(vx2(1, ),
vy2(1, 1)), p2V(vX2(1, J), vy2(1, J)) at (vx2(1, J), vy2(1, ])) 1s as
shown 1n the following equations (77) and (78), the third
distortion correction coeflicient p3x(vx3(1, 1), vv3(1, 1)), p3y
(vx3(1, 1), vv3(1, 1)) at (vx3(1, 1), vv3(1, 7)) 1s as shown 1n the
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following equations (79) and (80), and the fourth distortion
correction coelficient pdx(vx4(1, 1), vyvd(1, 1)), pd(vx4(l, 1),
vvd(1, 1)) at (vxd4(1, 1), vy4(1, 1)) 1s as shown 1n the following
equations (81) and (82). Further, the distortion correction
coellicient generating unit 253 generates the second distor-
tion correction coetlicient p2x(X, v), p2v(X, v) for coordinates
other than the mtersection (vx2(1, 7), vy2(1, 1)) by linearly
interpolating the distortion correction coelificients (shown by
equations (/7), (78)) for intersections of the undistorted lat-
tice neighboring the coordinates (X, y), as 1n the following
equations (83) and (84). The distortion correction coelficient
generating unit 253 also generates the third distortion correc-
tion coelficient p3x(X, v), p3v(X, y) for coordinates other than
the intersection (vx3(1, 7), vyv3(1, 7)) by linearly interpolating
the distortion correction coellicients (shown by equations
(79), (80)) for mtersections of the undistorted lattice neigh-
boring the coordinates (X, y), as in the following equations
(85) and (86). Further, the distortion correction coetlicient
generating unit 233 generates the fourth distortion correction
coellicient pdx(x, v), pdv(X, y) for coordinates other than the
intersection (vx4(1, 1), vy4(1, 1)) by linearly interpolating the
distortion correction coelficients (shown by equations (81),
(82)) for intersections of the undistorted lattice neighboring
the coordinates (X, v), as 1n the following equations (87) and
(88). The distortion correction coellicient generating unit 253
then removes the effect of origin deviation and parallax using
the origin correction coelficient g2x, g2y, g3x, g3y, gdx, gdy
and the parallaxes Ax (see equation (53)) and Ay (see equation
(34)), as 1n the following equations (89), (90), (91), (92), (93)
and (94). Step S2720 15 executed next.

va2(i, j) = vx20 + px«i (71)
v2(i, j) = vy20 + py xi (72)
va3(i, j) = vx30 + pxxi (73)
w3(i, j) = vy30 + py i (74)
vxd(i, j) = vxd0 + pxxi (75)
va(i, j) = vwd0 + py «i (76)
p2x(vx2(i, j), vy2(i, J)) = ux2(i, j) — vx2(i, j) (77)
p2y(vx2(i, j), vy2(i, ) = uy2(i, j) —vy2(i, j) (78)
p3x(vx3(i, j), vy3(i, J)) = ux3(i, j) — vx3(i, j) (79)
p3y(vx3(i, j), vy3(i, j)) = uy3(i, j) —vy3(i, j) (80)
pax(vxd(i, ), vya(i, ) = uxd(i, j) — vx4di, j) (81)
pAy(vxA(i, j), vyadli, ) = uydi, j) —vya(i, j) (82)
p2x(x, WV =[(vx2(i+ 1, j+ D =)=« (W2( + 1, j+ 1) = y)« (83)
p2x(vx2(i, j), vy2(i, j))+ (vx2(i + 1, j) —x) =
(y —vy2(i + 1, ))& p2x(vx2(i, j+ 1), vy2(i, j+ 1)) +
(0= vx2(0, f+ 1) =(ny20, j+ 1= y) =
p2x(vx2(i+ 1, p), vy2(i+ 1, )+ (x = vx2(i, j) = (y —vy2(i, )+
plx(vx2(i+ 1, j+ 1), w2(i+ 1, j+ 1)/ (px=py)
p2y(x, V)= [(vx2(i+ 1, j+ D=x)=W20GE+ 1, j+ D —y)= (84)

p2v(vx2(i, ), vw2(i, N+ (wx2(i+1, j)—x)=
(v—wy2(i+ 1, )= p2y(vx2(i, j+ 1), w2(, j+ 1))+
(x—vx2(i, j+1)=02(0I j+1)—y)#

P22 + 1, ), w2(i+ 1, )+ (x = vx2(i, ) * (y — vy2(i, ) #
P2y(x2(i+ 1, j+ 1), w2(i+ 1, j+ 1)1/ (px# py)
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-continued
p3x(x, V) =[vx3G+ 1, j+ D =)« (w30 +1, j+1)—y)« (85)
p3x(vx3(i, /), w3, j+(x3(i+ 1, j)—x)*
(v—vwy3(i+ 1, N)=p3x(vx3(i, j+ 1), w3(i, j+ 1))+

(x—va30, j+1D)=03(, j+ 1) — )«

p3x(vx3(i+ 1, ), w3+ 1, )+ x—vx3(i, j)=(y—vy3(i, /)=
p3x(vx3(i+ 1, j+ 1), w3+ 1, j+ 1))/ (px=py)

p3yix, V)= [(x3E+ 1, j+ D=x)«W3GE+1, j+ 1) —y)= (80)

p3v(vx3(i, /), vv3(U, N+ (wx3+1, ))—x)=
(v—wy3(i+ 1, M=p3v(vx3(i, j+ 1), vwi(, j+ 1)+
(x—va3{, j+1)=0V3( j+1)— )=

P3y(x3(i+ 1, ), vy3(i+ 1, j)) + (x = va3(i, )= (y — vy3(i, )=
P33+ 1, j+ 1), w3+ 1, j+ 1)1/ (px = py)

pdx(x, V) =[(vx4(Gi+ 1, j+ D =x)= (w4 + 1, j+ 1) =)« (87)
padx(vxd(i, j), wal, N+ wxd{i+ 1, j)—x)*
(v —vwyd(i+ 1, )= pdx(vxd(i, j+ 1), wa(, j+ 1)+

(x—vxd{(i, j+1)N)=0nva{i, j+1)—y)*

padx(vxd(i+ 1, ), vvd(i+ 1, j)+(x —vxd(i, j)=(yv—va(i, j)) =
pax(vxd(i+ 1, j+ 1), wa(i+ 1, j+1))]/(px=py)

pdyix, V) =[x+ 1, j+ D=x)=ydi+1, j+ 1) = y)= (88)
pav(vxd(i, /), vvd({i, )+ (vxd(i+1, j)—x) %
(v—wd(i+ 1, j)D=pdyvivxd(i, j+ 1), vwa({i, j+ 1)+
(x—vxd{i, j+ 1)«=0v4{, j+1)—y) %

padvivxd(i+ 1, D, vvadi+ 1, )+ (x —vxd(i, )=y —vyvd(i, j))*
pAY(xAGi+ 1, j+ 1), vydli+ 1, j+ 1)1/ (px+py)

p2xix, v) = p2x(x, y) —g2x —Ax/2 (89)

p2y(x, y) = p2y(x, y) — g2y —Ay/2 (90)

p3xix, v) = p3x(x, v) —g3x —Ax/2 (91)

p3y(x, y) = p3y(x, y) — g3y —Ay/2 (92)

padxix, v) = pdxix, v) —gdx —Ax /2 (93)

pay(x, y) = pady(x, y) —gdy —Ax/2 (94)

In step S2720, the distortion correction coelficient gener-
ating unit 253 writes the distortion correction coelificients

plx(X, y), pIv(X, ¥), p2x(X, y), p2¥(X, ¥), p3x(X, ¥), p3v(X, y).
pdx(X, v), pdy(X, v) to the distortion correction coelficient

memory 139. These distortion correction coetlicients plx(X,

¥): PLy(X, ¥). p2x(X, y), p2y(X, ¥), p3x(X, y), p3y(X,y), pdx(X,
v), pdv(X, y) are used 1n the distortion correction of step

S1500. Step S2810 15 executed next.

In step S2810, the system control unit 231 deletes the
correction coellicient generation program. The correction
coellicient generation program 1s only necessary when gen-

erating 1ntensity correction coelficients, origin correction
coelficients, and distortion correction coetficients, and 1s not
required when capturing images of normal subjects. Conse-
quently, downloading the correction coellicient generation
program at step S2120, and deleting the correction coefficient
generation program at this step enables memory that can be
utilized in normal usage to be increased. Step S2820 1s
executed next.

In step S2820, the imaging device cable 204 1s discon-
nected from the imaging device 201. This 1s carried out by an
industrial robot. This imaging device cable 204 1s next con-
nected to another imaging device and used in generating
intensity correction coeltlicients, origin correction coeifl-
cients and distortion correction coelficients for that imaging
device. Step S2900 1s executed next.
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In step S2900, the generation of mtensity correction coel-
ficients, origin correction coetlicients, and distortion correc-
tion coelficients 1s ended.

The1maging device 201 then operates similarly to Embodi-
ment 1 when in normal usage.

As aresult of being configured and operated as above, the
imaging device ol Embodiment 2 has the following effects.

The imaging device 201 of Embodiment 2, 1in the manu-
facturing process, captures an image of the intensity correc-
tion chart 205 1n step S2230, generates the itensity correc-
tion coellicients al(x, v), a2(x, v), a3(x, yv) and ad(x, y) 1n step
52510, and writes the intensity correction coetficients al(x,
y), a2(X, v), a3(x, v) and ad4(x, y) to the intensity correction
coellicient memory 137 m step S2520. Then, 1n normal usage,
the 1maging device 201 performs intensity correction based
on these 1ntensity correction coefficients al(x, y), a2(x, v),
a3(x, yv) and a4(x, y) in step S1300. Biasing of light intensity
distribution 1s thereby compensated and the occurrence of
false colors 1s suppressed, enabling fine 1mages to be synthe-
s1zed even 1f the variability 1n component precision or assem-
bly 1s different for each 1imaging device 201.

Note that the imaging device 201 of Embodiment 2 may
also have the effect of suppressing the occurrence of false
colors even if the sensitivity bias for the first imaging unit
123a, the second imaging unit 1235, the third imaging unit
123c¢, and the fourth imaging unit 1234 respectively differ.

The 1imaging device 201 of Embodiment 2, in the manu-
facturing process, captures an image of the origin correction
chart 206 1n step S2330, generates the origin correction coet-
ficients glx, gly, g2x, 22y, 23x, g3y, gdx, gdy 1n step S2610,
and writes the origin correction coetlicients glx, gly, g2x,
o2y, 23x, g3y, gdx, gdy to the origin correction coefficient
memory 138 1n step S2620. Then, in normal usage, the 1mag-
ing device 201 performs origin correction based on the origin
correction coellicients glx, gly, g2x, g2y, g3x, g3y, gdx, g4y
in step 1400. Since origin deviation 1s thereby compensated,
correct parallax derived, and i1mage synthesis performed
based on this correct parallax, fine images can be synthesized
even 1f the vaniability 1n component precision or assembly 1s
different for each imaging device 201.

The 1imaging device 201 of Embodiment 2, in the manu-
facturing process, captures an 1image of the distortion correc-
tion chart 207 1n step S2430, generates the distortion correc-

tion coellicients plx(x, v), plv(X, v), p2x(X, v), p2v(X, V),
p3x(X, v), p3v(X, v), pdx(X, v), pdv(X, v) 1n step S2710, and
writes the distortion correction coeltlicients plx(x, v), p1v(X,
Y), P2x(X, ¥), p2V(X, ¥), p3x(X, ¥), p3v(X, ¥), pdx(X, y), p4y(X,
y) to the distortion correction coellicient memory 139 1n step
S2720. Then, 1n normal usage, the imaging device 201 per-

forms distortion correction based on these distortion correc-

tion coelficients plx(x, v), plv(X, v), p2x(X, V), p2v(X, V),

p3x(X, ¥), p3¥(X, y), pdx(X, y), pdy(X, y) in step S1500. Since
the effect of distortion 1s thereby reduced, correct parallax

derived, and image synthesis performed based on this correct
parallax, fine 1mages can be synthesized even if the variability
in component precision or assembly 1s different for each
imaging device 201.

Note that 1n the imaging device 201 of Embodiment 2,
images were captured of the intensity correction chart 205,
the origin correction chart 206, and the distortion correction
chart 207 drawn on the display 203, although 1images may be
captured of paper charts that have been appropriately 1llumi-
nated. Also, images may be captured of transmissive charts
such as glass or transparent resin that have been disposed 1n
front of diffuse white 1llumination.

In Embodiment 2, the imaging device 201 generates the
intensity correction coefficients al, a2, a3 and a4 in step
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S2510, generates the origin correction coellicients glx, gly,
o2x, 22y, 23x, 23y, gdx, g4y 1n step S2610, and generates the
distortion correction coeltlicients p1lx(x, v), ply(X, v), p2x(X,
Y), P2V(X, ¥), p3x(X, y), p33¥(X, ¥), p4x(X, y), p4y(X, y) 1n step
S2710. However, the imaging device 201 may instead trans-
ter digitized 1imaging signals 11(0, x, v), 12(0, x, v), I3(0, x, y)
and 14(0, x, y) for use 1n 1intensity correction coefficient gen-
eration, imaging signals I11(1, x, yv), 12(1, x, y), I3(1, X, y) and
14(1, x, y) for use 1n origin correction coelficient generation,
and 1imaging signals 11(2,x,v), 12(2, X, v), 13(2, X, y) and 14(2,
X, v) for use 1n distortion correction coelficient generation to
the correction coelficient generation controller 202, and the
correction coellicient generation controller 202 may compute
the intensity correction coetlicients al, a2, a3 and a4, the
origin correction coeltlicients glx, gly, g2x, g2v, g3x, g3y,
odx, g4y, and the distortion correction coeltlicients p1x(X, v),
P1y(X, ¥), p2x(X, ¥), p2V(X, ¥), p3x(X, ¥), p3¥(X, ¥), p4x(X, y),
p41(X, v), and transier the resultant correction coetficients to
the imaging device 201. In this case, the imaging device 201
may save the intensity correction coetlicients al, a2, a3 and a4
computed by the correction coellicient generation controller
202 to the intensity correction coeltlicient memory 137, save
the origin correction coetficients glx, gly, g2x, g2y, g3x, g3y,
odx, g4y 1o the origin correction coetlicient memory 138, and
save the distortion correction coetficients plx(x, v), p1v(X, v),
P2x(X, ¥), p2v(X, ¥), p3x(X, ¥), p3n(X, ¥), pdx(X, y), p4y(X, y)
to the distortion correction coefficient memory 139.

In the imaging device 201 of Embodiment 2, the correction
coellicient generation program 1s placed in the memory of the
system control unit 231, although the correction coellicient
generation program may instead be stored in an external
memory such as a flash memory like an SD card, and the
system control unit 231 may execute this correction coelli-
cient generation program by accessing the external memory
via the input/output unit 136. Similarly, the imaging signals
captured at steps S2510, 52610, and S2710 may also be saved
to an external memory.

The 1maging device 201 of Embodiment 2 sets 1n step
52510 the reciprocal of imaging signals 11(0, X, v), 12(0, X, y),
I3(0, x, v) and 14(0, x, y) for use 1n intensity correction as the
intensity correction coetficients al, a2, a3 and a4, although a
spatial LPF or a temporal LPF may be used. For example, a
spatial LPF such as in equation (12) may be applied.

The 1imaging device 201 of Embodiment 2 respectively
derives the mtensity correction coellicients al, a2, a3, a4, the
origin correction coefficients glx, gly, g2x, g2y, g3x, g3y,
odx, g4y and the distortion correction coellicients p1x(x, v),
P1v(X, y), p2x(X, ¥), p2V(X, ¥), p3x(X, ¥), p3¥(X, ¥), p4x(X, y),
pdy(X, v) 1n steps S2510, S2610 and S2710 using imaging
signals obtained by performing one-oif 1mage capture in
steps S2230, S2330 and S2430, although the result of aver-
aging imaging signals obtained by performing image capture
a plurality of times may be used. Using the average of a
plurality of captured imaging signals 1s equivalent to applying
a temporal LPF. Since the effect of random noise and the like
1s reduced by applying this LPF, enabling precise intensity
correction coellicients al, a2, a3 and a4, origin correction
coellicients glx, gly, g2x, g2y, g3x, g3y, gdx, gdy, and dis-
tortion correction coellicients p1x(x, v), plv(X, v), p2x(X, y),
P2y(X, ¥), p3x(X, y¥), p3y(X, y). pdx(X, y), p4u(X, y) to be
generated, fineer images can be synthesized.

The imaging device 201 of Embodiment 2 generates the
intensity correction coelficients al(x,vy), a2(x,y), a3(x,y)and
ad(x, y) for each pixel (x, y), although approximation may be
used. For example, an approximation obtained by multiply-
ing intensity correction coellicients exponentially expanded
in the x and y directions as 1n the following equation (93) or
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an approximation exponentially expanded as in the following
equation (96) may be determined as the first intensity correc-
tion coelficient, coellicients (alx0, alx1, alx2, alx3, alxz,
aly0, alyl, aly2, aly3, alyzor al00, al10, a101, a120, al111,
al02, a130, al21, al12, a103, alxz, alyz) may be generated
by least squares or the like 1 step S2510, these coellicients
may be written to the intensity correction coellicient memory
137 in step S2520, and the first intensity correction value
b1(x, v) for the pixel (x, y) may be generated using equations
(95) or (96) 1n step S1320. Note that the symbol “A” 1n
equations (95) and (96) expresses exponentiation. The second
intensity correction coellficient, the third intensity correction
coellicient, and the fourth intensity correction coetficient
may be determined similarly to the first intensity correction

coellicient, and 1n step S1320 the second 1ntensity correction
value b2(X, y), the third intensity correction value b3(x, y) and
the fourth intensity correction value b4(x, y) may be derived
similarly to equations (95) and (96).

lalx0 + alx]l «(x —alxy) +alx2 = (x —alxz) A2 + (93)
alx3«(x —alxz) A3 x[alvO0+alv]l «(y —alyg) +
alvZ2«(v—alvz) A2 +aly3«(yv—alyzg) »3]
al00+ allOx(x —alxg) +al0lx(yv—alvz) +al20«(x —alxg) A2 + (96)

alll«(x—alxg)«(y—alyzy) +al02«(v—alyz) A2 +
al30x(x—alxz) A3 +al2lx(x—alxp)) A2 (y—alyzg) +
all2«(x—alxy))«(y— alyvp) A2 +al03«(y—alyzy) A3

The imaging device 201 of Embodiment 2 captures an
image ol uniform white light of constant 1lluminance 1n step
52230, and generates one set of intensity correction coelli-
cients al(x, v), a2(x, v), a3(x, v) and ad(x, y), although a
plurality of images may be captured of uniform whaite light of
varying 1lluminance, and a plurality of sets of intensity cor-
rection coellicients may be generated. In this case, one of the
plural sets of intensity correction coetlicients may be selected
according to intensity in step S1300, and the selected set may
be used. Also, a term that changes according to intensity may
be added to the approximation. In this case, nonlinear change
due to mtensity can also be compensated.

The imaging device 201 of Embodiment 2 captures an
image of uniform white light of constant 1lluminance 1n step
52230, and generates intensity correction coetlicients al(x,
v), a2(X, v), a3(xX, y) and ad(x, y), such that the imaging
signals 11, 12, I3 and I4 are umiform, although the intensity
correction coelficients may be generated to reduce intensity at
the periphery of the image. That 1s, the result of multiplying a
coefficient (1-ksh*[(x-L/2) 2+(y-H/2)"2]) that decreases
towards the periphery of the image by the ratio between a first
imaging signal 11(0, L./2, H/2) for use in intensity correction
coellicient generation positioned at the center of the image
and a first imaging signal I11(0, X, y) for use in intensity
correction coeflicient generation 1s set as the first intensity
correction coefficient al(x, y), as 1n the following equation
(977). Also, the result of multiplying a coetlicient (1-ksh™*[(x—
L./2) 24+(y-H/2) 2]) that decreases towards the periphery of
the image by the ratio between a second 1imaging signal 12(0,
[./2, H/2)for use in intensity correction coellicient generation
positioned at the center of the image and a second 1maging
signal 12(0p, X, y) for use 1n intensity correction coetlicient
generation 1s set as the second intensity correction coetficient
a2(Xx, v), as 1n the following equation (98). Also, the result of
multiplying a coefficient (1-ksh*[(x-L/2) 2+(y-H/2) 2])
that decreases towards the periphery of the image by the ratio
between a third imaging signal 13(0, L/2, H/2) for use in
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intensity correction coelficient generation positioned at the
center of the image and a third imaging signal 13(1, X, y) for
use 1n intensity correction coefficient generation 1s set as the
third intensity correction coellicient a3(x, v), as 1n the follow-
ing equation (99). Further, the result of multiplying a coefti-
cient (1-ksh™[(x-L/2) 2+(y-H/2) 2]) that decreases towards

the periphery of the image by the ratio between a fourth
imaging signal 14(0, L./2, H/2) for use 1n intensity correction
coellicient generation positioned at the center of the image
and a fourth imaging signal 14(1, X, y) for use 1n intensity
correction coelficient generation 1s set as the fourth intensity

correction coelficient ad(x, y), as 1n the following equation
(100). Note that ksh shows a set value, (x-L/2) 2 shows

(x-=L/2) squared, and (y-H/2) 2 shows (y-H/2) squared.
More natural images, 1n which illumination around the
periphery of the image has been reduced, can thereby be
created.

al(x, v)=11(0, L2, H/2)/I1(0, x, y) = (97)
(1 —kshx[(x—=L/2A24+(y—H/2)A2])

a2(x, v)=12(0, L2, H/2)/I2(0, x, y) (98)
(1 —kshx[(x—L/2)A2+(yv—H/2)A2])

a3(x, v)=1I13(0, L/2, H/2)/I3(0, x, y) = (99)
(1 —kshx[(x—L/2)A2+(y—H/2)A2])

ad(x, v) =140, L/2, H/2)/I40, x, y) = (100)

(1 —ksh=[(x—L/2Y~n2+(y—H/2)A2])

As described above, the imaging device 201 of Embodi-
ment 2 sets the ratio between the first imaging signal 11(0,
L./2, H/2) for use 1n 1intensity correction coelficient generation
positioned at the center of the image and the first imaging,
signal I1(0, x, y) for use 1n 1ntensity correction coetlicient
generation as the first intensity correction coelficient al(x, y)
in step S2510, as 1n equation (49), and sets the ratio between
the fourth imaging signal 14(0, L./2, H/2) for use 1n 1ntensity
correction coelficient generation positioned at the center of
the 1mage and the fourth imaging signal 14(1, X, y) for use in
intensity correction coellicient generatlon as the fourth inten-
sity correction coelficient ad(x, y), as 1n equation (52). The
imaging device 201 then uses these intensity correction coet-
ficients, and calculates correction values for each pixel (x, y)
in step S1320. The imaging device 201 then sets the result of
respectively multiplying the set values kab1 and kab4 with the
first 1ntensity correction coellicient al(x, y) and the fourth
intensity correction coelficient ad(x, y) to the first intensity
correction value b1(x, y) and the fourth itensity correction
value b4(x, v), as in equations (18) and (21). Further, the
imaging device 201, in step S1330, corrects the first imaging
signal I1(x, y) and the fourth imaging signal 14(x, y), by
respectively multiplying these imaging signals by the first
intensity correction value b1l(x, y) and the fourth intensity
correction value b4(x, y), as 1n equations (22) and (25).

Here, as a modification of Embodiment 2, the intensity
levels of the first imaging signal 11 and the fourth imaging
signal 14 may be made equal. That 1s, the ratio between the
first imaging signal 11(0, L/2, H/2) for use 1n 1ntensity cor-
rection coelficient generation positioned at the center of the
image and the fourth 1maging signal 14(1, X, y) for use 1n
intensity correction coellicient generation may be set as the
fourth intensity correction coelficient a4(x, y), as 1n the fol-
lowing equation (101) rather than equation (52). Also, the
result of multiplying the set value kab1 by the fourth intensity
correction coelficient ad(x, yv) may be set as the fourth inten-
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sity correction value b4(x, v), as in the following equation
(102) rather than equation (21). Also, the fourth intensity
correction coellicient a4(x, y) may be corrected by being
multiplied by the fourth imaging signal 14(X, y), as in equation
(25). Since the intensity levels of the first imaging signal 11
and the fourth imaging signal 14 are thereby made equal, truer
parallax 1s derived and image synthesis 1s performed based on
the this true parallax, enabling fineer images to be synthesized
even 1f there 1s variability 1n the intensity levels of the first

imaging signal 11 and the fourth imaging signal 14 due to
variability 1n the 1maging element or assembly.

ad(x,y)=I1(0,L/2,.H/2)/14(0 x,v) (101)

ba(x,v)=kabl*ad(x,v) (102)

Note that merely matching the levels of the first imaging
clement and the fourth imaging element has the effect of
equalizing the intensity levels. That 1s, where the light inten-
sity distributions are equal, and only the average intensity
levels differ, parallax precision improves even when only the
intensity levels are corrected. Specifically, the first intensity
correction coellicient al and the fourth intensity correction
coellicient a4 may be set as constants (not dependant on X or
y), the set values kab1 and kab4 may be made the same, and
the ratio between the first intensity correction coelficient al
and the fourth intensity correction coetlicient ad may be set as
the ratio between the average of the fourth imaging signals 14

(avg(l4)) and the average of the first imaging signals I1 (avg

(I1)), as 1n the following equation (103). Since the intensity
1cients are thereby set as constants, enabling

correction coetf

the capacity of the intensity correction coeflicient memory
137 to be cut, cost reductions can be achieved.

al/ad=avg(l4)/avg(ll) (103)

The imaging device 201 of Embodiment 2 generates the
distortion correction coetlicients p1lx(x, v), p1v(X, v), p2x(X,
¥), P2y(X, ¥), p3x(X, y), p3v(X, ¥), pdx(X, y), p4dy(X,y) tor each
pixel (x, y), although approximation may be used. For
example, an approximation obtained by multiplying distor-
tion correction coelficients exponentially expanded 1n the x
and y directions as in the following equation (104) or an
approximation exponentially expanded as in the following
equation (1035) may be determined as the first distortion cor-
rection coellicient, coeflicients (plx0, plxl, plx2, plx3,
plxz, p1yv0, plvl, ply2, pl1y3, plyz or p100, p110, pl101,
p120, p111, p102, p130, p121, p112, p103, plxz, plyz) may
be generated by least squares or the like 1n step S2710, and
these coelficients may be written to the distortion correction
coellicient memory 139 1n step S2720. Also, 1n step S1520,
the first distortion correction coordinates (qlx(x, v), qly(x,
y)) may be generated using equations (104) and (105) and the
coordinates (X, y) of each pixel. Note that the symbol 1n
equations (104) and (105) expresses exponentiation. The sec-
ond distortion correction coefficient, the third distortion cor-
rection coelficient and the fourth distortion correction coet-
ficient may be determined similarly to the first distortion
correction coellicient, and in step S1520 the second distortion
correction coordinates (q2x(X, v), q2v(X, v)), the third distor-
tion correction coordinates (q3x(x, v), q3v(X, v)) and the

fourth distortion correction coordinates (qdx(X, v), qdv(X, v))
may be dertved using equations (104) and (105) and the
coordinates (X, yv) of each pixel, similarly to the first distortion
correction coordinates (qlx(x, v), qlyv(X, v)).
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[plx0+ plxl«(x — plxg) + plx2«(x— plxzg) n2 + (104)

plx3x(x — plxz) A 3]x [ply0 + plyl « (y — plyz) +
ply2«(y—plyz) A2+ ply3«(y — plyz) 3]

plO0+ pl10«(x — plxz) + plOl = (y — plyg) + (105)

pl20«(x — plxz) A2+ plll*x(x— plxg)«(y — plyz) +
plO2+«(v—plyg) A2+ pl30«x(x— plxg) A3+
pl21«(x— plxg) A2y — plyg) +
pl12«(x — plag)=(yv— plyve) A2+ pl03=(y— plyg) A 3

In Embodiment 2, the imaging device 201 captures an
image of the origin correction chart 206 which has a cross
drawn thereon, although the origin correction chart i1s not
limited to this. For example, an image may be captured of a
chart with a dot drawn 1n the central portion thereof, and
origin correction coefficients may be derived by deriving the
coordinates of the dot. Alternatively, an 1image may be cap-
tured of a chart with a circle drawn thereon, and origin cor-
rection coellicients may be derived by deriving the center of
the circle.

In Embodiment 2, the imaging device 201 captures an

image of the distortion correction chart 207 that has a lattice
drawn thereon, although the distortion correction chart 1s not
limited to this. FIGS. 32A and 32B are external views of
distortion correction charts used 1n generating distortion cor-
rection coelficients in a modification of Embodiment 2 of the
present invention. For example, an image may be captured of
a chart with a circle drawn thereon as in FIG. 32A, and
distortion correction coefficients may be derived by deriving
the distortion of the circle. An 1mage may also be captured of
a checkered chart as 1n FIG. 32B, and distortion correction
coellicients may be dertved by derving the mtersections of
the extracted edges.

In the imaging device 201 of Embodiment 2, only the
intensity correction coetlicients al(x, v), a2(x, v), a3(x, v),
ad(x, vy), the origin correction coellicients glx, gly, g2x, g2y,
o3x, 23y, gdx, gdy, and the distortion correction coelficients
plx(x, y), ply(X, y), p1x(X, y), p1y(X, y), p3x(X, ¥), p3y(X, ¥).
plx(X, v), pdv(X, v) are generated, although other subjects
may be drawn, and other correction coelficients may be gen-
erated. For example, an image of the intensity correction chart
205 may be captured similar to Embodiment 2, and correction
coellicients may be generated for black dots (places where the
imaging signals are always approximately zero) and white
dots (places where the imaging signals are always extremely
large). Also, correction coetlicients for v (gamma) correction
may be generated. Further, an 1image of the distortion correc-
tion chart 207 may be captured, and correction coellicients
may be generated for correcting differences 1n magnification
between the 1imaging signals (first imaging signal 11, second
imaging signal 12, third imaging signal 13, fourth 1imaging
signal 14) or differences in rotation angle. Images may be
drawn that enable a plurality of these to be measured simul-
taneously, and a plurality of correction coellicients may be
generated. Also, signals obtained by capturing these plurality
of different subjects may be saved, and correction coellicients
may be generated later.

In Embodiment 2, the imaging element 123 1s constituted
by the first imaging element 1234, the second 1maging ele-
ment 1235, the third imaging element 123¢ and the fourth
imaging element 1234, and the imaging signal input unit 133
1s constituted by the first imaging signal input unit 1334, the
second 1maging signal input umt 1335, the third 1maging
signal mput unit 133¢, and the fourth imaging signal 1nput
unit 1334. However, the imaging element 123 may be consti-
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tuted by a single imaging element, and four images may be
formed at different positions on a light receiving surface

thereol by the first to fourth lens units 113a to 113d. Also, the
imaging signal input unit 133 may be constituted by a single
imaging signal mput unit that receives as mput signals from
the single imaging element 123. In this case, the first imaging
signal I1, the second 1maging signal 12, the third imaging,
signal 13, and the fourth imaging signal 14 should be set by
setting four areas 1n data placed 1n the memory of the system
control unit 231, and extracting the data corresponding to
cach area. Also, when generating correction coellicients 1n
the manufacturing process, the first imaging signal 11, the
second 1maging signal 12, the third imaging signal I3, and the
fourth 1imaging signal 14 may be generated using the above
area settings, and during actual operation of the imaging
device 201, the first imaging signal 11, the second 1maging
signal 12, the third imaging signal 13, and the fourth imaging
signal 14 may be generated using the areas corrected with the
origin correction coetficients glx, gly, g2x, g2y, g3x, g3y,
odx, gdy as the above area settings.

Note that although the above description illustrates the
configuration and operations of a device that performs vari-
ous corrections on 1maging signals obtained through image
capture and corrects parallax before synthesizing images
from the 1maging signals, the 1maging device of the present
ivention can also be applied as a measuring device for
detecting distance to the subject. That 1s, the imaging device
of the present mvention can also be implemented as a device
that calculates distance based on parallax obtained as afore-
mentioned, and outputs the obtained distance, with practical
application as a surveying device, iter-vehicular distance
detecting device or the like being conceivable. That 1s, equa-
tion (1), when solved for distance A, 1s as shown 1n equation
(46). Accordingly, the distance to the subject from the block
B. 1s as calculated in equation (47), and the distance to the
subject from a pixel (X, v) included 1n the block B, 1s as shown
in equation (48), and saved 1in the memory of the system
control unit 231. Note that the units of measurement are
changed appropriately when the calculations are performed.
If the distance mformation A(X, y) 1s then output externally
via the mput/output unit 136, an 1imaging device that func-
tions as a measuring device for detecting distance can be
realized.

Embodiment 3

The imaging device 201 of the alforementioned Embodi-
ment 2 generates three types of correction coellicients from
images captured of three types of charts. That 1s, the intensity
correction coellicients al(x, v), a2(X, v), a3(x, v), ad(X, y) are
generated from an 1mage captured of the intensity correction
chart 205, the origin correction coetficients glx, gly, g2x,
o2y, 23x, g3y, gdx, gdy are generated from an 1mage captured
of the origin correction chart 206, and the distortion correc-
tion coellicients plx(x, v), plv(X, v), p2x(X, v), p2v(X, V),
p3x(X,v),p3v(X,v), pdx(X, v), pdv(X, v) are generated from an
image captured ol the distortion correction chart 207. The
imaging device according to Embodiment 3 of the present
invention creates three types of correction coelficients from
images captured of two types of charts. That 1s, the intensity
correction coellicients al(x, v), a2(X, v), a3(x,v), ad(x,y) and
the origin correction coellicients glx, gly, g2x, g2v, 23x, g3y,
odx, gdy are generated from an 1mage captured of an inten-
sity/origin correction chart, and the distortion correction
coellicients plx(x, v), p1v(X, v), p2x(X, ¥), p2v(X, V), p3x(X,
V), p3v(X, V), pdx(X, v), pdy(X, y) are generated from an image
captured of the distortion correction chart 207. Thus, the




US 8,023,016 B2

45

imaging device of Embodiment 3 1s able to shorten the time
taken to generate correction coellicients in the manufacturing
process.

The 1maging device according to Embodiment 3 of the
present ivention will be described with reference to the
drawings. FIG. 33 1s a cross-sectional view showing the con-
figuration of the imaging device according to Embodiment 3
of the present mvention. In FIG. 33, an imaging device 301
has a lens module unit 110 and a circuit unit 320.

The lens module unit 110 has a lens barrel 111, an upper
cover glass 112, a lens 113, a fixed actuator portion 114, and
a movable actuator portion 115. The circuit unit 320 has a
substrate 121, a package 122, an imaging element 123, a
package cover glass 124, and a system LSI (hereinafter, SLLSI)
325. The configurations and operations apart from the SLSI
325 are similar to Embodiment 1, with the same reference
numerals attached and redundant description omaitted.

FI1G. 34 1s a block diagram of the imaging device according
to Embodiment 3 of the present invention. The SLSI 325 has
a system control unit 331, an imaging element drive unit 132,
an 1maging signal input umt 133, an actuator manipulated
variable output unit 134, an 1image processing umt 135, an
input/output unit 136, an intensity correction coefficient
memory 137, an origin correction coellicient memory 138, a
distortion correction coefficient memory 139, an intensity
correction coellicient generating unit 351, an origin correc-
tion coelficient generating unit 352, and a distortion correc-
tion coellicient generating unit 253. The circuit unit 320 has
an amplifier 126 1n addition to the above configuration.

In an mspection process during the manufacturing process
alter assembly of the imaging device 301, the intensity cor-
rection coelficient generating unit 351 generates intensity
correction coellicients al(x, y), a2(x, v), a3(Xx, v), ad(Xx, y),
and writes the intensity correction coelficients al(x, y), a2(Xx,
y), a3(x, y), ad(x, y) to the intensity correction coelficient
memory 137. The origin correction coelficient generating,
unit 352 also generates origin correction coelficients glx,
oly, g2x, g2y, g3x, g3y, gdx, g4y, and writes the origin cor-
rection coelfficients glx, gly, g2x, g2y, g3x, g3y, gdx, gdy to
the origin correction coeflicient memory 138. Further, the
distortion correction coeflicient generating unit 253 gener-
ates distortion correction coellicients plx(x, v), ply(X, v),

P2x(X, ), p2¥(X, ¥), p3x(X, ), p3y(X, y), p4x(X, ), p4v(X, y),
and writes the distortion correction coellicients plx(x, v),

P1y(X, ¥), p2x(X, ¥), p2V(X, ¥), p3x(X, ¥), p3¥(X, ¥), p4x(X, y),
p41(X, y) to the distortion correction coelficient memory 139.

FI1G. 35 1s an external view of the imaging device and other
devices when generating correction coelficients according to
Embodiment 3 of the present invention. 301 1s the imaging
device according to Embodiment 3 of the present invention,
302 1s a correction coelficient generation controller, 203 1s a
display, and 204 1s a cable for connecting the imaging device.
The correction coelficient generation controller 302, which 1s
constituted by a computer, performs coordinated control, of
the imaging device 301 and the display 203, and causes the
imaging device 301 to generate the intensity correction coet-
ficients al(x, ¥), a2(X, v), a3(x, v), a4(X, y), the origin correc-
tion coellicients glx, gly, g2x, g2y, g3x, g3y, gdx, g4y, and the
distortion correction coellicients p1lx(x, v), plyv(X, v), p2x(X,
y), p2v(X, y), p3x(X, ¥), p3v(X, ¥), p4x(X, y), p4v(X, y). The
display 203, which 1s constituted by a CRT display or the like,
1s controlled by the correction coellicient generation control-
ler 302, operates 1n coordination with the imaging device 301,
and draws 1mages (charts) used 1n generating the intensity
correction coellicients al(x, v), a2(X,y), a3(X, v), ad(X, y), the
origin correction coefficients glx, gly, g2x, g2y, g3x, g3y,
odx, g4y, and the distortion correction coelficients plx(x, y),
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pLy(X, ¥), p2x(X, ¥), p2v(X, y), p3x(X, ¥), p3v(X, y), p4x(X, y),
p4v(X, v). The imaging device cable 204, which 1s constituted

by a USB cable or the like, connects the imaging device 301
and the correction coelficient generation controller 302, feeds
power to the imaging device 301, and 1s the medium through
which communication 1s performed between the imaging
device 301 and the correction coelficient generation control-
ler 302.

The operations of the imaging device according to
Embodiment 3 of the present invention will be described next.
FIG. 36 1s an external view of an intensity/origin correction
chart used 1n generating intensity correction coelificients and
origin correction coelficients according to Embodiment 3 of
the present invention. As shown in FIG. 36, the intensity/
origin correction chart 305 1s a uniform white subject with a
cross drawn thereon. The 1imaging device 301 1s disposed so
as to directly oppose the intensity/origin correction chart 305,
and the centers ol the optical axes of the plurality oflens of the
imaging device 301 are disposed so as to coincide with the
center of the cross 1n the intensity/origin correction chart 305.
The onigin correction coetlicients glx, gly, g2x, g2y, g3x,
o3y, gdx, gdy are generated with a similar method to Embodi-
ment 2, using the cross portion of imaging signals. The inten-
sity correction coetlicients al(x, v), a2(X, v), a3(X, y), ad(X, y)
are generated with a similar method to Embodiment 2 with
regard to portions other than the cross portion of the imaging
signals, and are dertved by interpolating from portions other
than the cross portion with regard to the cross portion of the
imaging signals.

The distortion correction coelfficients plx(x, v), plv(X, v),
P2x(X, ), p2V(X, ¥), p3x(X, ¥), p3¥(X, ¥), pdx(X, y), p4v(X, y)
are generated with a similar method to Embodiment 2 by
capturing an image of the distortion correction chart 207.

FIG. 37 1s a flowchart showing the method of generating
intensity correction coellicients, origin correction coedfl-
cients, and distortion correction coeflicients according to
Embodiment 3 of the present invention.

In step S3000, the imaging device 301 1s disposed such that
the centers of the optical axes of the plurality of lens units of
the imaging device 301 coincide with the center of the draw-
ing area on the display 203, and the generation of intensity
correction coellicients, origin correction coeflicients, and dis-
tortion correction coelificients 1s started. Step S2110 1s
executed next.

In step S2110, the imaging device cable 204 1s connected to
the 1imaging device 301. Description of this step, which 1s
similar to Embodiment 2, 1s omitted. Step S2120 1s executed
next.

In step S2120, a correction coellicient generation program
1s downloaded to the imaging device 301. Description of this
step, which 1s similar to Embodiment 2, 1s omitted. Step
53210 15 executed next.

In step S3210, the correction coellicient generation con-
troller 302 causes the intensity/origin correction chart 305,
which has a cross disposed on a background of uniform white
light, to be drawn on the display 203 (see FIG. 36). Here, the
intensity/origin correction chart 305 1s drawn such that the
center of the drawing area on the display 203, that 1s, the
center of each optical axis of the plurality of lens units of the
imaging device 301 coincides with the intersection of the
cross. Step S3220 1s executed next.

In step S3220, the correction coellicient generation con-
troller 302 transmits a command to start image capture to the
imaging device 301 via the imaging device cable 204. Step
53230 15 executed next.

In step S3230, the imaging device 301 performs 1mage
capture. The mmaging device 301 executes this step 1n
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response to the command 1n step S3220. Description of this
operation, which 1s similar to step S1200, 1s omitted. The
imaging signals are saved to the memory of the system con-
trol unit 331 as a first imaging signal 11(0, X, y), a second
imaging signal 12(0, x, y), a third imaging signal 13(0, x, y),
and a fourth 1imaging signal 14(0, X, y) for use 1n generating
intensity and origin correction coelificients. Note that an area
for saving moving images or the like 1n normal usage of the
imaging device 301 1s used as this memory. Step S2410 1s
executed next.

In step S2410, the correction coellicient generation con-
troller 302 draws the distortion correction chart 207. Descrip-
tion of this step, which 1s similar to Embodiment 2, 1s omitted.
Step S2420 1s executed next.

In step S2420, the correction coellicient generation con-
troller 302 transmits a command to start image capture to the
imaging device 301 via the imaging device cable 204. This
step 1s similar to Embodiment 2. Step S2430 1s executed next.

In step S2430, the imaging device 301 performs image
capture. Description of this step, which 1s similar to Embodi-
ment 2, 1s omitted. Step S3510 1s executed next.

In step S3510, the intensity correction coellicient generat-
ing unit 351 generates the intensity correction coelificients
al(x,y), a2(x, v), a3(x, y) and a4(x, v). The mtensity correc-
tion coellicient generating unit 351 sets the reciprocal of the
first imaging signal 11(0, X, v) for use 1n 1ntensity and origin
correction coellicient generation as the first intensity correc-
tion coellicient al(x, y) 1n relation to pixels in portions of the
intensity/origin correction chart 305 other than where the
cross 1s drawn, as 1n the following equation (106). Similarly,
the 1ntensity correction coellicient generating unit 351 sets
the reciprocal of the second imaging signal 12(Op, X, y) foruse
in intensity and origin correction coeldficient generation as the
second 1ntensity correction coellicient a2(x, y) as 1n the fol-
lowing equation (107), sets the reciprocal of the third imaging
signal I13(1, x, y) for use 1n 1ntensity and origin correction
coellicient generation as the third intensity correction coetli-
cient a3(x, y) as 1n the following equation (108), and sets the
reciprocal of the fourth imaging signal 14(1, X, y) for use in
intensity and origin correction coefficient generation as the
fourth intensity correction coelificient ad(x, y) as 1n the fol-
lowing equation (109). Next, the intensity correction coedli-
cient generating unit 351 derives the correction coellicients
for pixels 1n portions of the intensity/origin correction chart
305 where the cross 1s drawn, using the intensity correction
coellicients of nearest neighboring pixels where the cross 1s
not drawn. That 1s, the intensity correction coefficient gener-
ating unit 351, in relation to portions where the cross 1s drawn,
sets the first intensity correction coelificient al(x, y) of the
pixel (X, y) to the first intensity correction coellicient al(xnl
(X, v), ynl(X, v)) of the nearest neighboring pixel (xnl(x, y),
ynl(x, v)) where the cross 1s not drawn, as in the following
equation (110). Similarly, the intensity correction coelificient
generating unit 351 sets the second intensity correction coet-
ficient a2(x, y) of the pixel (x, y) to the second intensity
collection coefficient a2(xn2(x, v), yn2(X, y)) of the nearest
neighboring pixel (xn2(X, v), yn2(x, v)) where the cross 1s not
drawn, as 1n the following equation (111). Also, the intensity
correction coellicient generating unit 351 sets the third inten-
sity correction coellicient a3(x, y) of the pixel (x, y) to the
third intensity correction coellicient a3(xn3(x, v), yn3(x, y))
of the nearest neighboring pixel (xn3(x, v), yn3(x, v)) where
the cross 1s not drawn, as in the following equation (112).
Further, the intensity correction coefficient generating unit
351 sets the fourth intensity correction coellicient ad(x, y) of
the pixel (x, y) to the fourth intensity correction coelficient
ad(xnd(x, v), ynd(X, y)) ol the nearest neighboring pixel (xn4
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(X, v), ynd(X, v)) where the cross 1s not drawn, as in the
following equation (113). Note that image capture may be
performed a plurality of times in step S3230, and an 1mage
obtained by averaging these images may be used. In this case,
the effect of random noise and the like can be reduced by
averaging. Also, approximation may be used, by using the
average of the coetlicients of the two nearest vertical neigh-
boring pixels, using the average of the coelficients of the two
nearest lateral neighboring pixels, using the average of the
coellicients of the four nearest vertical and lateral neighbor-

ing pixels, or predicting the coellicients by extrapolation.
Step S2520 1s executed next.

al(x,v)=1/11(0x,y) (106)

a2(x,y)=1/12(0,x,v) (107)

a3(x,y)=1/13(0,x,v) (10%)

ad(x,v)=1/14(0.x,y) (109)

al(x,yv)=al(xnl(x,y),ynl(x,v)) (110)

a2(x,yv)=a2(xn2(x,y),yn2(x,v)) (111)

a3(x,v)=a3(xn3(x,v)yn3(x,v)) (112)

ad(x,v)=ad(xnd(x,y)ynd(x,v)) (113)

In step S2520, the intensity correction coetficient generat-
ing unit 351 writes the intensity correction coetlicients al(x,
y), a2(X, v), a3(x, y) and ad(x, y) to the intensity correction
coellicient memory 137. These intensity correction coetli-
cients al(x, v), a2(X, v), a3(x, y) and ad(x, y) are used 1n the
intensity correction ol S1300. This step 1s similar to Embodi-
ment 2. Step S3610 1s executed next.

In step S3610, the origin correction coelficient generating,
unit 352 generates the origin correction coetficients glx, gly,
o2x, 22y, g3x, g3y, gdx, gdx. Description of this step, which 1s
performed with a similar method to Embodiment 2, 1s omut-
ted. The first imaging signal I1(0, X, y) for use 1n intensity and
origin correction coelficient generation, the second 1imaging
signal 12(0, x, y) for use 1n 1ntensity and origin correction
coellicient generation, the third imaging signal 13(0, x, v) for
use 1n 1ntensity and origin correction coellicient generation,
and the fourth imaging signal 14(0, x, y) for use in intensity
and origin correction coellicient generation, however, are
used as the imaging signals. Step S2620 15 executed next.

In step S2620, the origin correction coelficient generating,
unmit 352 writes the origin correction coelficients glx, gly,
o2x, g2y, g3x, g3y, gdx, gdy to the origin correction coelli-
cient memory 138. These origin correction coetlicients glx,
oly, g2x, 22y, g3x, g3y, gdx, gdy are used 1n the origin cor-
rection of step S1400. This step 1s similar to Embodiment 2.
Step S2710 1s executed next.

In step S2710, the distortion correction coefficient gener-
ating unit 253 generates the distortion correction coelficients
plx(X, y), ply(X, ¥), p2x(X, ¥), p2V(X, ¥), p3x(X, ¥), p3¥(X, ¥).
pdx(X, v), pdv(X, v). Description of this step, which 1s similar
to Embodiment 2, 1s omitted. Step S2720 1s executed next.
In step S2720, the distortion correction coeltlicient gener-
ating unit 253 writes the distortion correction coelificients
plx(X, y), plv(X, y), p2x(X, y), p2v(X, ¥), p3x(X, ¥), p3v(X, ¥),
pdx(x, v), pdy(X, v) to the distortion correction coelficient
memory 139. These distortion correction coellicients plx(x,

Y), pPLy(X, ¥), p2x(X, y), p2y(X, ¥), p3x(X, y), p3v(X, y), pdx(x.
y), pd(X, yv) are used in the distortion correction of step

S1500. This step 1s stmilar to Embodiment 2. Step S2810 1s
executed next.
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In step S2810, the system control unit 331 deletes the
correction coellicient generation program. Description of this

step, which 1s similar to Embodiment 2, 1s omitted. Step
S2820 15 executed next.

In step S2820, the imaging device cable 204 1s discon-
nected from the imaging device 301. Description of this step,
which 1s similar to Embodiment 2, 1s omitted. Step S3900 1s
executed next.

In step S3900, the generation of intensity correction coet-
ficients, origin correction coellicients, and distortion correc-
tion coellicients 1s ended.

As a result of being configured and operated as described
above, the imaging device of Embodiment 3 obtains similar
cifects to Embodiment 2. Further, the imaging device of
Embodiment 3 1s able to suppress the number of times that
image capture 1s performed in the manufacturing process and
shorten the tact time of the manufacturing process, since the
intensity correction coetlicients al(x, v), a2(x, v), a3(x, y),
ad(x, v) and the origin correction coellicients glx, gly, g2x,
o2y, e3x, g3y, gdx, g4y are generated using the same 1maging
signal obtained by capturing an image of a single intensity/
origin correction chart 305.

Note that although the above description illustrates the
configuration and operations of a device that performs vari-
ous corrections on 1maging signals obtained through 1image
capture and corrects parallax before synthesizing images
from the 1imaging signals, the 1maging device of the present
invention can also be applied as a measuring device for
detecting distance to the subject. That 1s, the imaging device
of the present mnvention can also be implemented as a device
that calculates distance based on parallax obtained as afore-
mentioned, and outputs the obtained distance, with practical
application as a surveying device, mter-vehicular distance
detecting device or the like being conceivable. That 1s, equa-
tion (1), when solved for distance A, 1s as shown 1n equation
(46). Accordingly, the distance to the subject from the block
B. i1s as calculated 1n equation (47), and the distance to the
subject from a pixel (X, y) included in the block B, 1s as shown
in equation (48), and saved 1in the memory of the system
control unit 331. Note that the units of measurement are
changed appropriately when the calculations are performed.
If the distance mformation A(X, y) 1s then output externally
via the mput/output unit 136, an 1imaging device that func-
tions as a measuring device for detecting distance can be
realized.

Embodiment 4

The imaging device of the aforementioned Embodiment 2
generates three types of correction coellicients from 1mages
captured of three types of charts. That 1s, the intensity correc-
tion coelficients al(x, y), a2(x, v), a3(x, v) and ad(x, y) are
generated from an 1image captured of the intensity correction
chart 205, the origin correction coetlicients glx, gly, g2x,
o2y, g3x, 23y, gdx, gdy are generated from an 1image captured
of the origin correction chart 206, and the distortion correc-
tion coellicients plx(x, v), plv(X, v), p2x(X, v), p2v(X, V),
p3x(X, v), p3v(X,v), pdx(X, v), pdv(X, v) are generated from an
image captured of the distortion correction chart 207. In
contrast, the imaging device according to Embodiment 4 of
the present invention creates three types of correction coetli-
cients from an image captured of one type of chart. That 1s, the
intensity correction coelficients al(x,vy), a2(x,y), a3(x,y)and
ad(x, y), the origin correction coellicients glx, gly, g2x, g2y,
o3x, g3y, gdx, gdy, and the distortion correction coelficients

pLx(x, y), p1y(X, ¥), p2x(X, y), p2¥(X, y), p3x(X, ¥), p3v(X, ¥).
pdx(X,v), pdy(X, y) are generated from a captured image of an
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intensity/origin/distortion correction chart. Thus, the 1imag-
ing device of Embodiment 4 is able to shorten the time taken
to generate correction coellicients 1 the manufacturing pro-
CEesS.

The 1maging device according to Embodiment 4 of the
present invention will be described with reference to the
drawings. FI1G. 38 1s a cross-sectional view showing the con-
figuration of the imaging device according to Embodiment 4
of the present mnvention. In FIG. 38, an imaging device 401
has a lens module unit 110 and a circuit unit 420.

The lens module unit 110 has a lens barrel 111, an upper
cover glass 112, a lens 113, a fixed actuator portion 114, and
a movable actuator portion 1135. The circuit unit 420 has a
substrate 121, a package 122, an imaging element 123, a
package cover glass 124, and a system LSI (hereinaiter, SLLSI)
425. The configurations and operations apart from the SLSI
425 are similar to Embodiment 1, with the same reference
numerals attached and redundant description omaitted.

FIG. 39 1s a block diagram of the imaging device according,
to Embodiment 4 of the present invention. The SLLSI 425 has
a system control unit 431, an imaging element drive unit 132,
an 1maging signal input umt 133, an actuator manipulated
variable output unit 134, an 1image processing umt 135, an
input/output unit 136, an intensity correction coetficient
memory 137, an origin correction coellicient memory 138, a
distortion correction coelilicient memory 139, an intensity
correction coellicient generating unit 451, an origin correc-
tion coelficient generating unit 452, and a distortion correc-
tion coelficient generating unit 453. The circuit unit 420 has
an amplifier 126 in addition to the above configuration.

In an mspection process during the manufacturing process
alter assembly of the imaging device 401, the intensity cor-
rection coelficient generating unit 451 generates intensity
correction coellicients al(x, v), a2(x, v), a3(x, v), ad(x, y),
and writes the intensity correction coelficients al(x, y), a2(Xx,
y), a3(x, v), ad(x, y) to the intensity correction coelficient
memory 137, as a result of configuring and operating the
imaging device 401 as described herematter. Also, the origin
correction coelficient generating unit 452 generates origin
correction coetlicients glx, gly, g2x, g2y, g3x, g3y, gdx, gdvy,
and writes the origin correction coelficients glx, gly, g2x,
o2y, e3x, g3y, gdx, gdy to the origin correction coelficient
memory 138. Further, the distortion correction coefficient
generating unit 453 generates distortion correction coedll-
cients plx(X, y), plv(X, y), p2x(X, y), p2¥(X, y), p3x(X, y),
p3v(X, v), pdx(X, v), pdy(X, v), and writes the distortion cor-
rection coellicients plx(x, v), p1v(X, v), p2x(X, v), p2v(X, V),
p3x(X, V), p3v(X, v), pdx(X, v), pdv(X, v) to the distortion
correction coeltlicient memory 139.

FIG. 40 15 an external view of the imaging device and other
devices when generating correction coellicients according to
Embodiment 4 of the present invention. 401 1s the imaging
device according to Embodiment 4 of the present invention,
402 1s a correction coelficient generation controller, 203 1s a
display, and 204 1s a cable for connecting the imaging device.
The correction coellicient generation controller 402, which 1s
constituted by a computer, performs coordinated control of
the imaging device 401 and the display 203, and causes the
imaging device 401 to generate the intensity correction coet-
ficients al(x, v), a2(X, v), a3(x, v), ad(X, y), the origin correc-
tion coellicients glx, gly, g2x, g2y, g3x, g3y, gdx, g4y, and the
distortion correction coetlicients p1lx(x, v), p1yv(X, v), p2x(X,
Y), P2v(X, ¥), p3x(X, y), p3v(X, y), p4x(X, y), pdv(X, y). The
display 203, which 1s constituted by a CRT display or the like,
1s controlled by the correction coellicient generation control-
ler 402, operates 1n coordination with the imaging device 401,
and draws 1mages (charts) used 1n generating the intensity
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correction coeflicients al(X, v), a2(X,v), a3(x,vy), ad(X, v), the
origin correction coeltlicients glx, gly, g2x, g2v, g3x, g3y,
ogdx, g4y, and the distortion correction coelficients plx(x, y),
pLy(X, ¥), p2x(X, ¥), p2V(X, ¥), p3x(X, ¥), p3u(X, ¥), p4x(X, y).
p41(X, v). The imaging device cable 204, which 1s constituted
by a USB cable or the like, connects the imaging device 401
and the correction coellicient generation controller 402, feeds
power to the imaging device 401, and 1s the medium through
which communication 1s performed between the imaging
device 401 and the correction coelficient generation control-
ler 402.

The operations of the imaging device according to
Embodiment 4 of the present invention will be described next.
FIG. 41 1s an external view of an intensity/origin/distortion
correction chart used 1n generating intensity correction coet-
ficients, origin correction coelficients and distortion correc-
tion coellicients according to Embodiment 4 of the present
invention. As shown in FI1G. 41, the intensity/orngin/distortion
correction chart 405 1s a uniform white subject with a lattice
drawn thereon. The imaging device 401 1s disposed so as to
directly oppose the intensity/origin/distortion correction
chart 403, and the centers of the optical axes of the plurality of
lens of the imaging device 401 are disposed so as to coincide
with the center of the lattice 1n the mtensity/origin/distortion
correction chart. The distortion correction coefficients p1x(x,
), PLy(X, ¥), p2x(X, ¥), p2y(X, ¥), p3x(X, ¥), p3y(X, y), p4x(X,
v), pdv(X, v) are generated with a similar method to Embodi-
ment 2, using the lattice portion of the imaging signals. The
origin correction coeltlicients glx, gly, g2x, g2v, g3x, g3y,
ogdx, g4y are generated by a similar method to Embodiment 2,
using the cross portion at the center of the lattice of the
imaging signals (cross constituted by 405x & 405y 1n FIG.
41). The ntensity correction coellicients al(x, v), a2(x, v),
a3(x, y), ad(x, y) are generated with a similar method to
Embodiment 2 with regard to portions other than the lattice
portion of the imaging signals, and are derived by interpolat-
ing from portions other than the lattice portion with regard to
the lattice portion of the imaging signals.

FI1G. 42 1s a flowchart showing the method of generating
intensity correction coelficients, origin correction coedll-
cients, and distortion correction coelficients according to
Embodiment 4 of the present invention.

In step S4000, the imaging device 401 1s disposed such that
the centers of the optical axes of the plurality of lens units of
the imaging device 401 coincide with the center of the draw-
ing area on the display, and the generation of intensity cor-
rection coellicients, origin correction coeltlicients, and distor-
tion correction coellicients 1s started. Step S2110 1s executed
next.

In step S2110, the imaging device cable 204 1s connected to
the 1imaging device 401. Description of this step, which 1s
similar to Embodiment 2, 1s omaitted. Step S2120 1s executed
next.

In step S2120, a correction coellicient generation program
1s downloaded to the imaging device 401. Description of this
step, which 1s similar to Embodiment 2, 1s omitted. Step
54210 15 executed next.

In step S4210, the correction coellicient generation con-
troller 402 causes the intensity/orngin/distortion correction
chart 405, which has a lattice disposed on a background of
uniform white light, to be drawn on the display 203. Here, the
intensity/origin/distortion correction chart 403 1s drawn such
that the center of drawing area of the display 203, that 1s, the
center ol each optical axis of the plurality of lens units of the
imaging device 401 coincides with the center of the lattice
(intersection of 405x & 405y 1n FIG. 41). Step S4220 1s

executed next.
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In step S4220, the correction coelficient generation con-
troller 402 transmits a command to start image capture to the
imaging device 401 via the imaging device cable 204. Step
S4230 15 executed next.

In step S4230, the imaging device 401 captures an image of
the intensity/origin/distortion correction chart 4035. The
imaging device 401 executes this step in response to the
command 1n step S4220. Description of this operation, which
1s sitmilar to step S1200, 1s omitted. The 1imaging signals are
saved to the memory of the system control unit 431 as a first
imaging signal 11(0, X, y), a second imaging signal 12(0, x, y),
a third imaging signal 13(0, x, y), and a fourth imaging signal
14(0, X, v) for use 1n 1ntensity, origin and distortion correction.
Note that an area for saving moving images or the like in
normal usage of the imaging device 401 1s used as this
memory. Step S4510 1s executed next.

In step S4510, the intensity correction coetficient generat-
ing unit 451 generates the intensity correction coelificients
al(x,v), a2(x, v), a3(x, y) and a4(x, v). The mtensity correc-
tion coellicient generating unit 451 sets the reciprocal of the
first imaging signal 11(0, x, y) for use in 1ntensity, origin and
distortion correction as the first intensity correction coeifi-
cient al(x, y) inrelation to pixels 1in portions other than where
the cross 1s drawn, as 1n the following equation (114). Simi-
larly, the 1intensity correction coetlicient generating unit 451
sets the reciprocal of the second imaging signal 12(0p, X, v)
for use 1n intensity, origin and distortion correction as the
second 1ntensity correction coelflicient a2(x, y) as in the fol-
lowing equation (113), sets the reciprocal of the third imaging
signal 13(1, X, y) for use 1n intensity, origin and distortion
correction as the third intensity correction coellicient a3(x, y)
as 1n the following equation (116), and sets the reciprocal of
the fourth imaging signal 14(1, X, y) for use 1n itensity, origin
and distortion correction as the fourth intensity correction
coellicient ad(x, v), as in the following equation (117). Next,
the mtensity correction coelficient generating unit 451 uses
the intensity correction coellicients ol nearest neighboring
pixels where the lattice 1s not drawn for pixels 1n portions of
the mtensity/origin/distortion correction chart 405 where the
lattice 1s drawn. That 1s, the 1ntensity correction coelficient
generating unit 451, 1n relation to portions where the lattice 1s
drawn, sets the first intensity correction coefficient al(x, y) of
the pixel (X, y) to the first intensity correction coefficient
al(xnl(x, y), ynl(x, y)) of the nearest neighboring pixel (xnl
(X, v), ynl(x, v)) where the lattice 1s not drawn, as 1n the
following equation (118). Similarly, the intensity correction
coellicient generating unit 451 sets the second intensity cor-
rection coellicient a2(x, y) of the pixel (x, y) to the second
intensity correction coelficient a2(xn2(x, v), yn2(x, y)) ol the
nearest neighboring pixel (xn2(x, v), yn2(x, y)) where the
lattice 1s not drawn, as 1n the following equation (119). The
intensity correction coelficient generating unit 431 also sets
the third intensity correction coelficient a3(x, y) of the pixel
(X, v) to the third intensity correction coetficient a3 (xn3(x, v),
yn3(x, v)) of the nearest neighboring pixel (xn3(x, v), yn3(x,
y)) where the lattice 1s not drawn, as 1n the following equation
(120), and sets the fourth intensity correction coelfficient ad(x,
y) of the pixel (X, y) to the fourth mtensity correction coetii-
cient ad(xnd(x, v), ynd(x, y)) of the nearest neighboring pixel
(xnd(x, v), ynd(X, yv)) where the lattice 1s not drawn, as 1n the
following equation (121). Note that image capture may be
performed a plurality of times in step S4230, and an 1mage
obtained by averaging these images may be used. In this case,
the effect of random noise and the like can be reduced by
averaging. Also, approximation may be used, by using the
average of the coetlicients of the two nearest vertical neigh-
boring pixels, using the average of the coelficients of the two
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nearest lateral neighboring pixels, using the average of the
coellicients of the four nearest vertical and lateral neighbor-
ing pixels, or predicting the coetlicients by extrapolation Step
52520 15 executed next.

al(x,y)=1/11(0x,v)

(114)

a2(x,y)=1/12(0x,v) (115)

a3(x,v)=1/13(0 x,v) (116)

ad(x,v)=1/14(0 x,v) (117)

al(x,v)=al(xnl(x,y)ynl(x,y)) (118)

a2(x,v)=a2(xn2(x,y)yn2(x,y)) (119)

a3 (x,yv)=a3(xn3(x,v),yn3(x,y)) (120)

ad(x,v)=ad(xnd(x,v),ynd(x,v)) (121)

In step S2520, the intensity correction coellicient generat-
ing unit 451 writes the intensity correction coelficients al(x,
v), a2(X, v), a3(x, y) and a4(x, y) to the intensity correction
coellicient memory 137. These intensity correction coetfi-
cients al(x, v), a2(X, v), a3(X, v) and a4(x, y) are used 1n the
intensity correction of S1300. This step 1s similar to Embodi-
ment 2. Step S4610 1s executed next.

In step S4610, the origin correction coelficient generating,
unit 452 generates the origin correction coeflicients glx, g1y,
o2x, g2y, g3x, g3y, gdx, g4y. Description of this step, which 1s
performed with a stmilar method to Embodiment 2, 1s omit-
ted. However, the origin correction coelflicient generating unit
452 uses the first imaging signal 11(0, x, v) for use 1n intensity,
origin and distortion correction coelficient generation, the
second 1maging signal 12(0, x, y) for use 1n ntensity, origin
and distortion correction coelficient generation, the third
imaging signal I13(0, x, y) for use in intensity, origin and
distortion correction coefficient generation, and the fourth
imaging signal 14(0, X, y) for use 1n intensity, origin and
distortion correction coelificient generation as the imaging
signals. Also, the origin correction coetlicient generating unit
452 uses 405x and 405y 1n FIG. 41 as the cross. Step S2620 1s
executed next.

In step S2620, the origin correction coelficient generating,
unit 452 writes the origin correction coetficients glx, gly,
o2x, g2y, g3x, g3y, gdx, gdy to the origin correction coelll-
cient memory 138. These origin correction coellicients glx,
oly, g2x, g2y, g3x, g3y, gdx, gdy are used 1n the origin cor-
rection of step S1400. This step 1s similar to Embodiment 2.
Step S4710 1s executed next.

In step S4710, the distortion correction coelficient gener-
ating unit 453 generates the distortion correction coeificients
plx(X, y), pIn(X, ¥), p2x(X, ¥), p2¥(X, ¥), p3x(X, ), p3¥(X, ¥).
pdx(X, v), pdyv(X, v). Description of this step, which 1s similar
to Embodiment 2, 1s omitted. The distortion correction coet-
ficient generating unit 453, however, uses the first imaging
signal I1(0, X, yv) for use 1n intensity, origin and distortion
correction coellicient generation, the second 1maging signal
12(0, X, y) for use 1n 1ntensity, origin and distortion correction
coellicient generation, the third imaging signal 13(0, x, y) for
use 1n intensity, origin and distortion correction coelficient
generation, and the fourth imaging signal 14(0, x, y) for use 1n
intensity, origin and distortion correction coeltlicient genera-
tion as the imaging signals. Step S2720 1s executed next.

In step S2720, the distortion correction coelficient gener-
ating unit 453 writes the distortion correction coelificients

pLx(x, y), p1y(X, y), p2x(X, y), p2¥(X, y), p3x(X, ¥), p3¥(X, ¥).
pdx(X, v), pdv(X, v) to the distortion correction coelficient
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memory 139. These distortion correction coetlicients plx(x,

¥)s pPLV(X, ), p2X(X, ¥), p2y(X, ¥), p3x(X, ), p3v(X, y), pdx(X,
v), pd(X, v) are used in the distortion correction of step

S1500. This step 1s stmilar to Embodiment 2. Step S2810 1s
executed next.

In step S2810, the system control unit 431 deletes the
correction coellicient generation program. Description of this
step, which 1s similar to Embodiment 2, 1s omitted. Step
52820 15 executed next.

In step S2820, the imaging device cable 204 1s discon-
nected from the imaging device 401. Description of this step,
which 1s similar to Embodiment 2, 1s omitted. Step S4900 15
executed next.

In step S4900, the generation of intensity correction coel-
ficients, origin correction coellicients, and distortion correc-
tion coelficients 1s ended.

As a result of being configured and operated as described
above, the imaging device of Embodiment 4 obtains similar
elfects to Embodiment 2.

Further, the imaging device 401 of Embodiment 4 1s able to
suppress the number of times that image capture 1s performed
in the manufacturing process and shorten the tact time of the
manufacturing process, since the intensity correction coetfi-
cients al(x, v), a2(X, v), a3(x, v), ad(X, y), the origin correc-
tion coellicients glx, gly, g2x, g2y, g3x, g3y, gdx, g4y, and the
distortion correction coetlicients p1lx(x, v), p1v(X, v), p2x(X,
), p2v(X, ¥), p3x(X, ¥), p3v(X, y), pdx(X, y), pdy(X, y) are
generated using the same 1imaging signal obtained by captur-
ing an 1mage of a single itensity/origin/distortion correction
chart 405.

Note that although the above description illustrates the
configuration and operations of a device that performs vari-
ous corrections on 1imaging signals obtained through image
capture and corrects parallax before synthesizing images
from the 1imaging signals, the 1maging device of the present
invention can also be applied as a measuring device for
detecting distance to the subject. That 1s, the imaging device
of the present invention can also be implemented as a device
that calculates distance based on parallax obtained as afore-
mentioned, and outputs the obtained distance, with practical
application as a surveying device, inter-vehicular distance
detecting device or the like being conceivable. That 1s, equa-
tion (1), when solved for distance A, 1s as shown 1n equation
(46). Accordingly, the distance to the subject from the block
B, 1s as calculated 1n equation (47), and the distance to the
subject from a pixel (x, v) included 1n the block B, 1s as shown
in equation (48), and saved in the memory of the system
control unit 431. Note that the units of measurement are
changed appropriately when the calculations are performed.
If the distance information A(x, y) 1s then output externally
via the mput/output unit 136, an 1maging device that func-
tions as a measuring device for detecting distance can be
realized.

[,

Embodiment 5

The imaging device of Embodiment 1 has four lens units,
cach of which detects a single color. The 1imaging device of
Embodiment 5 has two lens units, each of which detects all of
the colors. Also, the imaging device of Embodiment 5 outputs
not only 1mage information but also distance information
calculated from parallax.

The 1maging device according to Embodiment 5 of the
present invention will be described with reference to the
drawings.

FIG. 43 1s a cross-sectional view showing the configuration
of an 1imaging device 301 according to Embodiment 5 of the
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present invention. In FIG. 43, the imaging device 501 has a
lens module unit 510 and a circuit unit 520.

The lens module unit 510 has a lens barrel 511, an upper
cover glass 312, a lens 513, a fixed actuator portion 514, and
a movable actuator portion 515. The circuit unit 520 has a
substrate 521, a package 3522, an imaging clement 523, a
package cover glass 524, and a system LSI (hereinafter, SLSI)
525.

The lens barrel 5311 1s cylindrical and formed by injection-
molding resin, and the inner surface thereot 1s lusterless black
in order to prevent diffused reflection of light. The upper
cover glass 512 1s discoid, formed from transparent resin, and
anchored to the top surface of the lens barrel 511 using adhe-
stve or the like, and the surface thereof i1s provided with a
protective film for preventing damage caused by abrasion or
the like and an antireflective film for preventing retflection of
incident light.

FI1G. 44 1s a top view of the lens 513 of the imaging device
according to Embodiment 5 of the present invention. The lens
513 1s substantially discoid and formed from glass or trans-
parent resin, and has a first lens unit 513a and a second lens
unit 5135 disposed therein. The X-axis and the Y-axis are set
as shown 1n FI1G. 44, along the directions in which the first and
second lens units 313a and 51356 are disposed. Light incident
on the first lens unit 513a and the second lens unit 5135 from
an upper curved portion 1s emitted from a bottom curved
portion, and two 1mages are formed on the 1maging element
523.

The fixed actuator portion 514 i1s anchored to the inner
surface of the lens barrel 511 by adhesive or the like. The
movable actuator portion 515 1s anchored to the outer periph-
ery of the lens 513 by adhesive or the like. Description of the
fixed actuator portion 514 and the movable actuator portion
515, whose detailed configuration 1s similar to the fixed
actuator portion 114 and the movable actuator portion 115 of
Embodiment 1, 1s omaitted.

The substrate 521 1s constituted by a resin substrate, and 1s
anchored by adhesive or the like, with the bottom surface of
the lens barrel 511 contacting the top thereof. The circuit unit
520 1s thus anchored to the lens module unit 510 to constitute
the 1maging device 501.

The package 522 1s formed from resin having a metal
terminal, and 1s anchored inside the lens barrel 511 by sol-
dering or the like the metal terminal unit to the top surface of
the substrate 521. The imaging element 523 1s constituted by
a first imaging element 5234 and a second 1imaging element
523b. The first imaging element 323q and the second 1maging
clement 5235 are solid state imaging elements such as CCD
sensors or CMOS sensors, and are disposed such that the
centers of the light recerving surfaces thereof are substantially
aligned with the centers ol the optical axes of the first lens unit
513a and the second lens unit 5135, and such that the light
receiving surfaces of the imaging elements are substantially
perpendicular to the optical axes of the corresponding lens
units. The terminals of the first imaging element 5234 and the
second 1maging element 5235 are connected with gold wires
527 by wire bonding to the metal terminal on a bottom portion
of the package 522 on the inside thereof, and electrically
connected to the SLSI 525 via the substrate 521. Light emiut-
ted from the first lens unit 513¢q and the second lens unit 5135

forms 1images on the light recerving surfaces of the first imag-
ing element 523a and the second 1imaging element 5235, and
clectrical information converted from optical information by
a photodiode 1s output to the SLSI 525.
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FIG. 45 15 a top view of the circuit unit 520 of the 1maging,
device according to Embodiment 5 of the present invention.
The package cover glass 524 1s flat, formed using transparent
resin, and anchored to the top surface of the package 522 by
adhesive or the like. A shading portion 524 1s provided onthe
top surface of the package cover glass 524 by vapor deposi-
tion or the like.

Consequently, object light incident from a top portion of
the first lens unit 513a 1s emitted from a bottom portion of the
first lens unit 513qa, passes through a cover glass 324a, and
forms an 1mage on the light receiving portion of the first
imaging element 523a. Object light incident from a top por-
tion of the second lens unit 5135 1s emitted from a bottom
portion of the second lens unit 3135, passes through a cover
glass 5245, and forms an 1mage on the light rece1rving portion
of the second 1maging element 5235.

The SLSI 525 controls the energizing of the coil of the
movable actuator portion 3515, drives the 1imaging element
523, recerves as iput electrical information from the imaging
clement 523, performs various 1image processing, commuini-
cates with a host CPU, and outputs images externally as
described later.

Therelationship between subject distance and parallax will
be described next. Since the camera module according to
Embodiment 5 of the present invention has two lens units
(first lens unit 513a, second lens unit 5135), the relative
position of the two object images respectively formed by the
two lens umits changes according to subject distance, as
described in Embodiment 1 (see equation (1)).

The operations of the imaging device according to

Embodiment 5 of the present invention will be described next.
FIG. 46 1s a block diagram of the imaging device according to
Embodiment 5 of the present invention. The SLSI 525 has a
system control unit 531, an imaging element drive unit 332,
an 1maging signal input umt 333, an actuator manipulated
variable output unit 534, an 1image processing umt 533, an
input/output unit 536, an intensity correction coefficient
memory 537, an origin correction coellicient memory 538,
and a distortion correction coetlicient memory 539. The cir-
cuit unit 520 has an amplifier 526 in addition to the above
configuration. The amplifier 526 applies a voltage that
depends on the output from the actuator manipulated variable
output unmit 534 to the coil of the movable actuator portion
515.
The system control unit 531, which 1s constituted by a
CPU, a memory and the like, controls the overall SLLSI 525.
The imaging element drive unit 332, which 1s constituted
by a logic circuit and the like, generates a signal for driving
the imaging element 523, and applies a voltage that depends
on this signal to the imaging element 523.

The imaging signal input unit 533 1s constituted by a first
imaging signal mput unit 533q and a second 1maging signal
input unit 5335. The first imaging signal input unit 533 and
the second 1imaging signal input unit 5335 are each configured
with a CDS circuit, an AGC and an ADC connected 1n series.
The first imaging signal input unit 533a and the second 1mag-
ing signal input unit 3335 are respectively connected to the
first imaging element 523a and the second 1maging element
5235, and recerve as mput electrical signals from the 1imaging
clements, remove static noise using the CDS circuit, adjust
gains using the AGC, convert the analog signals to digital
values using the ADC, and write the digital values to the
memory of the system control unit 531.

The actuator manipulated variable output unit 534, which
1s constituted by a DAC, outputs a voltage signal that depends
on the voltage to be applied to the coil of the movable actuator
portion 515.
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The 1mage processing unmit 5335, which 1s configured to
include a logic circuit or a DSP, or both, performs various
image processing, using information saved 1n the memory of
the system control unit 531. The image processing unit 535
has an autofocus control unit 541, an intensity correcting unit
542, an origin correcting umt 543, a distortion correcting unit
544, and a distance calculating unit 545.

The mput/output unit 536 commumicates with the host
CPU (not shown), and outputs image signals to the host CPU,
an external memory (not shown) and an external display
device such as an LCD (not shown).

The intensity correction coetficient memory 537, which 1s
constituted by a nonvolatile memory such as a flash memory
or a FeRAM, saves intensity correction coetficients for use by
the intensity correcting unit 542. The origin correction coet-
ficient memory 538, which 1s constituted by a nonvolatile
memory such as a flash memory or a FeRAM, saves origin
correction coellicients for use by the origin correcting unit
543. The distortion correction coellicient memory 539, which
1s constituted by a nonvolatile memory such as a flash
memory or a FeRAM, saves distortion correction coetlicients
for use by the distortion correcting unit 544.

FI1G. 47 1s a tlowchart showing the operations of the 1mag-
ing device according to Embodiment 5 of the present mnven-
tion. The imaging device 501 is operated by the system con-
trol unit 531 of the SLSI 525 as per this flowchart.

In step S5000, operations are started. For example, the
imaging device 501 starts operations as the result of the host
CPU (not shown) detecting that a shutter button (not shown)
has been pressed, and instructing the imaging device 501 to
start operations via the mput/output unit 536. Step S5100 1s
executed next.

In step S5100, the autofocus control unit 341 executes
autofocus controls. Description of this step, which 1s similar
to Embodiment 1, 1s omitted. Step S5200 15 executed next.
In step S5200, an image 1s mput. The imaging element
drive unit 532 outputs signals for operating an electronic
shutter and performing transier as needed, as a result of
instructions from the system control unit 331. The first imag-
ing signal input unit 333q and the second 1maging signal input
unit 5335, 1n sync with signals generated by the imaging
clement drive unit 532, respectively receive as input imaging
signals, which are analog signals of images output by the first
imaging element 523q and the second imaging element 5235,
remove static noise using the CDS, automatically adjust input
gains using the AGC, convert the analog signals to digital
values using the ADC, and write the digital values to the
memory of prescribed addresses 1n the system control unit
531 as a first imaging signal 11(x, y) and a second imaging
signal 12(x, v). As shown 1n FI1G. 13, I1(x, y) indicates the first
imaging signal of the x-th horizontal and y-th vertical pixel.
The total number of pixels 1s HxL, where H 1s the number of
pixels 1n the height direction and L 1s the number of pixels in
the length direction of the input image, with x changing from
0to L-1, and y changing from O to H-1. The second imaging
signal 12(x, y) similarly indicates the second imaging signal
of the x-th horizontal and y-th vertical pixel. The total number
ol pixels 1s HxL, where H 1s the number of pixels 1n the height
direction and L 1s the number of pixels 1n the length direction
of the mput image, with x changing from 0 to L-1, and y
changing from O to H-1. Step S5300 1s executed next.

In step S5300, the intensity correcting unit 542 corrects the
first imaging signal I1 and the second 1imaging signal 12 using
intensity correction coellicients saved 1n the intensity correc-
tion coellicient memory 537. The results are then written to
the memory of the system control unit 531. Description of this
step, which 1s similar to step S1300 1n Embodiment 1, 1s
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omitted. Slight changes are, however, necessary, such as not
using the third imaging signal I3 and the fourth imaging
signal 14, or the third intensity correction coelficient a3(x, y)
and the fourth intensity correction coelficient ad(x, y), which
are used in Embodiment 1. Step S5400 1s executed next.

In step S5400, the origin correcting unit 5343 corrects the
first imaging signal I1 and the second 1imaging signal 12 using
origin correction coellicients saved 1n the origin correction
coellicient memory 538. The results are then written to the
memory of the system control unit 531. Description of this
step, which 1s similar to step S1400 1n Embodiment 1, 1s
omitted. Slight changes are, however, necessary, such as not
using the third imaging signal I3 and the fourth imaging
signal 14, or the third origin correction coeflicient g3x, g3v,
and the fourth origin correction coeflicient g4x, gdy, which
are used 1n Embodiment 1. Step S35500 1s executed next.

In step S5500, the distortion correcting unit 544 corrects
the first imaging signal 11 and the second 1maging signal 12
using distortion correction coellicients saved 1n the distortion
correction coelficient memory 539. The results are then writ-
ten to the memory of the system control unit 331. Description
of this step, which 1s similar to step S1300 1n Embodiment 1,
1s omitted. Slight changes are, however, necessary, such as
not using the third imaging signal I3 and the fourth imaging
signal 14, or the third distortion correction coetficient p3x(x,
v), p3v(X, v), and the fourth distortion correction coefficient
pdx(X, v), pdyv(X, v), which are used in Embodiment 1. Step
S5600 15 executed next.

In step S5600, the distance calculating unit 5435 executes
distance calculation. FIG. 48 1s a flowchart showing the dis-
tance calculation operation according to Embodiment 5 of the
present invention. The flowchart of FIG. 48 shows the opera-
tions of step S5600 1n detail.

Firstly, 1n step S5620, the distance calculating unit 545
performs block dividing. Description of this step, which 1s
similar to step S1620 1 Embodiment 1, 1s omitted. Step
S5630 15 executed next.

In step S5630, the distance calculating unit 345 calculates
a parallax value for each block. Firstly, a parallax evaluation
value (Roy, Ryys -5 Ry - - - Ry K50, 15 4L L kmax)
1s calculated for each block (B, B,,...,B,,....B,.;). FIG.
49 1llustrates a calculation area for calculating parallax evalu-
ation values 1n the imaging device according to Embodiment
5 of the present invention. The area shown by B, (also shown
as I11) 1s the 1-th block derived at step S5620 from the first
imaging signal I1. The area shown by 12 1s an area in which B,
has been moved by k in the x direction. The total sum of
absolute differences shown by the following expression (122)
then 1s calculated as a parallax evaluation value R (k) for all
image signals I11(x, y) and 12(x—k, y) of the respective areas.
Here, 2 shows the total sum of all pixels 1n the block B..

This parallax evaluation value R, ., shows the level ot cor-
relation between the first imaging signal 11 of the 1-th block B,
and the second 1imaging signal 12 1n an area removed by k 1n
the x direction. The smaller the value, the greater the corre-
lation (similarity). As shown 1n FIG. 20, the parallax evalua-
tion value R, , changes depending on the value of k, and 1s
minimized when k=A1. This shows that the imaging signal of
the block obtained by moving the 1-th block B, of the first
imaging signal I1 by (A1, 0) in the x and y directions, respec-
tively, 1s most closely correlated to (most closely resembles)
the second imaging signal 12. Consequently, we know that the
parallax i the x and y directions between the first imaging
signal I1 and the second 1maging signal 12 1n relation to 1-th

block B, 1s (A1, 0). Heremnafter, this A1 will be called the
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parallax A1 of the 1-th block B.. The parallax A1 of B, 1s thus
derived from 1=0 to 1=MxN-1. Step S5640 1s executed next.

In step S5640, the distance calculating unit 545 performs
distance calculation. Equation (1), when solved for distance
A, 15 as shown 1n the following equation (123). Accordingly,
the distance to the subject from the block B, 1s as calculated in
the following equation (124), and the dlstance to the SubJ ect
from a pixel (X, v) included in the block B, 1s as in the
tollowing equation (123). The derived dlstances are saved 1n
the memory of the system control unit 531. Note that the units
of measurement are changed appropriately when the calcula-
tions are performed. Step S5650 1s executed next.

A=F*D/A (123)

A,=F*D/A, (124)

A(x,v)=A4,; ((x, v) included in 5,) (125)

In step S5650, distance calculation is ended and processing,
returns to the main routine. Accordingly, step S5700 of FIG.
4’7 1s executed next.

In step S5700, the mput/output unit 536 outputs the result.
The mput/output unit 536 outputs I11(x, v), A(X, y), which 1s
data 1n the memory of the system control unit 331, to the host
CPU (not shown) or an external display device (not shown).
Step S5800 1s executed next.

In step S5800, operations are ended.

As aresult of being configured and operated as above, the
imaging device 501 has the following effects.

The 1maging device 501 according to Embodiment 3, in
step S5300, generates the intensity correction values b1(x, y)
and b2(X, v), whose degree of correction changes depending
on the position (x, y) of the imaging area, based on the
intensity correction coeltlicients al and a2, corrects the imag-
ing signals I11(x, v), I12(X, y), and compensates biasing of light
intensity distribution. The imaging device 501 also divides
the first imaging signal 11 into a plurality of blocks in step
55620, and dertves a parallax for each block based on the
corrected imaging signals I1(x, y) and 12(x, y) 1n step S5630.
The imaging device 501 calculates distance for each block
based on the parallax 1n step S5640. Since the imaging device
501 thus compensates biasing of light intensity distribution,
derives correct parallax and performs distance calculation
based on this correct parallax, correct distance can be gener-
ated.

The imaging device 501 according to Embodiment 5 saves
the origin correction coellicients glx, g2x, gly, g2y to the
ongm correction coellicient memory 138, and corrects the
onglns of the imaging signals I11(x, y) and 12(x, y) based on
the origin correction coetlicients glx, g2x, gly, g2y 1n step
S5400.

The imaging device 501 derives a parallax for each block
based on the corrected imaging signals I11(x, y) and 12(x, y) in
step S5630. Further, the imaging device 501 calculates dis-
tance for each block based on these parallaxes 1n step S5640.
Since correct parallax thus 1s derived and distances calculated
based on this correct parallax, the imaging device 501 can
generate correct distances.

The imaging device 501 according to Embodiment 5 saves
the distortion correction coeflicients plx(x, v), p2x(x, y),
plyv(X, v), p2v(X, v), and calculates the distortion correction
coordinates qlx(x, v), q2x(X, v), g1v(X, v), 2v(X, ¥), based on
the distortion correction coetlicients plx(x, v), p2x(X, vy),
p1yv(X, v), p2v(X, v) 1n step S5520. Further, the imaging device
501 corrects the imaging signal I11(x, y), 12(x, y) at the dis-
tortion correction coordinates qlx(x, v), 92x(x, v), qlv(X, y),
q2v(x, v) 1n step S5530, so as to reduce the effect of distortion
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of the plurality of lens units, and derives a parallax for each
block based on the corrected imaging signals I1(x, y) and
12(x, v) 1n step S5630. Also, the imaging device 501 calcu-
lates distance based on these parallaxes 1n step S5640. Since
correct parallax 1s thus derived and distances calculated based
on this correct parallax, the imaging device 501 can generate
correct distances.

Note that although the 1imaging device of Embodiment 5
uses a monochrome 1maging element, a Bayer array of imag-
ing elements may be used. In this case, slight changes are
necessary, including, for example, calculating luminance
from a color 1image, performing intensity correction, origin
correction and distortion correction on this luminance, calcu-
lating parallax, and calculating distance.

Note that in embodiments 1 to 5, a block 1s divided into a
rectangular shape, although the present invention is not lim-
ited to this. For example, the edge may be detected, and the
imaging signal may be divided into non-rectangular blocks
based on the edge. The edge may also be divided into a
plurality of segments, and the parallax of these segments may
be derived, rather than dertving parallax for the area of each
block. Further, blocks may be divided or joined based on the
evaluation of parallax derived 1n a given block.

In the embodiments 1 to 35, focal point control may be
omitted, and an actuator not included in the configuration.
Where the lens used has a very long focal depth, the actuator
does not need to be operated, since ample error tolerance 1s
provided in the distance between the lens and the 1imaging
clement.

INDUSTRIAL APPLICABILITY

The 1maging device of the present invention 1s useful 1n
mobile telephones with camera function, digital still cameras,
surveillance cameras, and in-vehicle cameras, or 1n measur-
ing devices for detecting distance or the like, because of the
possibilities for size and profile reductions.

The mvention claimed 1s:

1. An imaging device comprising:

a plurality of lens units each including at least one lens;

a plurality of imaging areas corresponding one-to-one with
the plurality of lens units, and each having a light receiv-
ing surface substantially perpendicular to an optical axis
direction of the corresponding lens unit;

an 1maging signal input unit that recerves as input a plural-
ity of imaging signals each output from a different one of
the plurality of 1maging areas;

an 1ntensity correction coelficient saving unit that saves an
intensity correction coelilicient, which 1s information
concerning intensity unevenness in the imaging areas
that corresponds to a bias of light intensity distribution
depending on a position within each of the imaging
areas;

an 1ntensity correcting unit that corrects an intensity of
cach of the plurality of 1imaging signals using the inten-
sity correction coellicient such that the degree of correc-
tion changes depending on the position 1n the 1imaging
area, so as to reduce an effect of intensity unevenness in
the 1imaging areas that corresponds to the bias of light
distribution depending on the position within each of the
imaging areas; and

a parallax calculating unit that derives a parallax, repre-
senting shift amounts in relative positions of images of
the same object formed respectively on the plurality of
the imaging areas by the plurality of lens units, based on
the 1maging signals whose intensity has been corrected
by the intensity correcting unit.
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2. The imaging device according to claim 1, further com-

prising;:
an optical element on a light path of light incident on at
least two of the plurality of imaging areas that has trans-
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on the 1imaging signals corresponding to the two of the
imaging areas whose intensity have been corrected by
the intensity correcting unit.

12. A manufacturing method for an imaging device that has

mission characteristics substantially centered on a first 5 a plurality of lens units each including at least one lens,

wavelength; and

an optical element on a light path of light incident on the
remaining imaging areas that has transmission charac-
teristics substantially centered on a different wavelength
from the first wavelength. 10

3. The imaging device according to claim 2, wherein the
intensity correcting unit corrects the intensity of at least the
imaging signals corresponding to the imaging areas, of the
plurality of the imaging areas, that receive light passing
through the optical elements having transmission character- 15
1stics substantially centered on the first wavelength.

4. The imaging device according to claim 2, wherein the
first wavelength 1s perceived as substantially green by human
V1S101.

5. The imaging device according to claim 1, further com- 20
prising:

a parallax correcting unit that corrects the plurality of
imaging signals and performs 1image synthesis based on
the parallax.

6. The imaging device according to claim 5, further com- 25

prising;:

a block dividing unit that divides at least one of the plurality
of 1maging signals into a plurality of blocks, wherein

the parallax calculating unit calculates the parallax
between images formed by the plurality of lens units for 30
cach block.

7. The imaging device according to claim 1, further com-

prising:

a distance calculating unit that derives a distance to a sub-
ject based on the parallax. 35

8. The imaging device according to claim 1, further com-
prising:

an origin correction coellicient saving unit that saves an
origin correction coelficient, which 1s- information con-
cerning correspondence between an origin of the optical 40
axes of the plurality of lens units and an origin of the
imaging signals; and

an origin correcting unit that corrects an origin of each of
the plurality of imaging signals based on the origin cor-
rection coellicient. 45

9. The imaging device according to claim 1, further com-
prising:

a distortion correction coelficient saving unit that saves a
distortion correction coefficient, which 1s information
concerning distortion of the lens units; and 50

a distortion correcting unit that corrects each of the plural-
ity of 1imaging signals based on the distortion correction
coellicient, so as to reduce an etfect of distortion of the
plurality of lens unaits.

10. The imaging device according to claim 1, wherein the 55
intensity correcting unit corrects the plurality of imaging
signals such that intensity levels are equal.

11. The imaging device according to claim 1, further com-
prising:

optical elements having the same transmission character- 60
istics that are provided respectively on light paths of
lights 1ncident on at least two of the 1imaging areas,

wherein the intensity correcting unit corrects the respective
intensities of the imaging signals corresponding to the
two of the imaging areas, and 65

the parallax calculating unit derives a parallax of 1images
formed respectively by the plurality of lens units, based

a plurality of imaging areas corresponding one-to-one with
the plurality of lens units, and each having a light rece1v-
ing surface substantially perpendicular to the optical
ax1s direction of the corresponding lens unit,

an 1maging signal input unit that recerves as input a plural-
ity of imaging signals each output from a different one of
the 1maging areas,

an 1ntensity correction coelficient saving unit that saves an
intensity correction coeificient, which 1s information
concerning intensity unevenness in the imaging areas
that corresponds to a bias of light intensity distribution
depending on a position within each of the imaging
areas,

an 1ntensity correcting umt that corrects an intensity of the
imaging signals using the intensity correction coeifi-
cient such that the degree of correction changes depend-
ing on the position in the 1maging area, so as to reduce
the effect of intensity unevenness in the 1maging areas
that corresponds to the bias of light intensity distribution
depending on the position within each of the imaging
areas, and

a parallax calculating unit that dertves a parallax, repre-
senting shiit amounts 1n relative positions of 1images of
the same object formed respectively on the plurality of
the imaging areas by the plurality of lens units, based on
the 1maging signals whose intensity has been corrected
by the intensity correcting unit, the manufacturing
method comprising:

a first image capturing step of using the imaging device to
capture an 1mage of a substantially white object;

an 1ntensity correction coelficient calculating step of cal-
culating the intensity correction coellicient based on an
imaging signal obtained in the first image capturing step;

a step of saving the intensity correction coellicient calcu-
lated 1n the 1ntensity correction coelificient calculating
step to the intensity correction coellicient saving unit;
and

a parallax calculating step of dertving a parallax by the use
of the parallax calculating unit based on the 1maging
signals whose intensity has been corrected by the inten-
sity correcting coelficient.

13. The manufacturing method according to claim 12,
wherein the imaging device further includes an origin correc-
tion coellicient saving unit that saves an origin correction
coellicient, which 1s information concerning correspondence
between an origin of the optical axes of the plurality of lens
units and an origin of the imaging signals, and an origin
correcting unit that corrects an origin of the imaging signals
based on the origin correction coelficient, and

the manufacturing method further comprises:

a second 1mage capturing step of using the imaging device
to capture an 1image of an object having a pattern that
includes a cross 1n a central portion thereof;

an origin correction coellicient calculating step of calcu-
lating the origin correction coetficient based on an 1imag-
ing signal obtained in the second image capturing step;
and

a step of saving the origin correction coellicient calculated
in the origin correction coetlicient calculating step to the
origin correction coellicient saving unit.

14. The manufacturing method according to claim 12,

wherein the imaging device further includes a distortion cor-




US 8,023,016 B2

63

rection coellicient saving unit that saves a distortion correc-
tion coellicient, which 1s information concerming distortion of
the lens units, and a distortion correcting unit that corrects the
imaging signals based on the distortion correction coellicient,
so as to reduce an effect of distortion of the plurality of lens
units, and

the manufacturing method further comprises:

a third 1image capturing step of using the imaging device to

capture an 1mage ol an object having a lattice pattern;

a distortion correction coelficient calculating step of cal-

culating the distortion correction coetlicient based on an
imaging signal obtained in the third image capturing
step; and

a step of saving the distortion correction coelificient calcu-

lated 1n the distortion correction coefficient calculating
step to the distortion correction coellicient saving unit.

15. The manufacturing method according to claim 12,
wherein the imaging device further includes an origin correc-
tion coellicient saving unit that saves an origin correction
coellicient, which 1s information concerning correspondence
between an origin of the optical axes of the plurality of lens
units and an origin of the imaging signals, and an origin
correcting unit that corrects an origin of the imaging signals
based on the origin correction coetficient,

the substantially white object used in the first image cap-

turing step has a substantially white background and a
pattern that includes a cross in a central portion thereotf,
and

the manufacturing method further comprises:

an origin correction coelficient calculating step of calcu-

lating the origin correction coellicient based on the
imaging signal obtained in the first image capturing step;
and

a step of saving the origin correction coeftficient calculated

in the origin correction coetficient calculating step to the
origin correction coelificient saving unit.

16. The manufacturing method according to claim 12,
wherein the imaging device further includes a distortion cor-
rection coelficient saving unit that saves a distortion correc-
tion coellicient, which 1s information concerming distortion of
the lens units, and a distortion correcting unit that corrects the
imaging signals based on the distortion correction coellicient,
so as to reduce an effect of distortion of the plurality of lens
units,
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the substantially white object used 1n the first image cap-
turing step has a substantially white background and a
lattice pattern, and

the manufacturing method further comprises:

a distortion correction coellicient calculating step of cal-
culating the distortion correction coellicient based on
the imaging signal obtained in the first image capturing
step; and

a step of saving the distortion correction coetficient calcu-
lated 1n the distortion correction coetficient calculating
step to the distortion correction coellicient saving unit.

17. The manufacturing method according to claim 12,

wherein the imaging device turther includes an origin correc-
tion coellicient saving unit that saves an origin correction
coellicient, which 1s information concerning correspondence
between an origin of the optical axes of the plurality of lens
units and an origin of the imaging signals, an origin correcting
unit that corrects an origin of the imaging signals based on the
origin correction coelficient, a distortion correction coelfl-
cient saving unit that saves a distortion correction coellicient,
which 1s information concerning distortion of the lens units,
and a distortion correcting unit that corrects the imaging
signals based on the distortion correction coetlicient, so as to
reduce an efiect of distortion of the plurality of lens unaits,
the substantially white object used 1n the first image cap-
turing step has a substantially white background and a
lattice pattern, and

the manufacturing method further comprises:

an origin correction coetficient calculating step of calcu-
lating the origin correction coellicient based on the
imaging signal obtained in the first image capturing step;

a distortion correction coellicient calculating step of cal-
culating the distortion correction coellicient based on
the imaging signal obtained in the first image capturing
step; and

a step of saving the origin correction coellicient calculated
in the origin correction coetlicient calculating step to the
origin correction coellicient saving unit, and saving the
distortion correction coetlicient calculated 1n the distor-
tion correction coellicient calculating step to the distor-
tion correction coetficient saving unit.
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