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riG. 10

InfoSelection (Action userAction, ActionNode s, ActionGraph ()

{ i (s != null) then
. retrieve (s, G, Engine)//use search engine to find results
5 return; endif
4 s « new ActionNode (userdction)

insert s in G to update G

)

b retrieve (s, G, Engine)//use search engine to find results
7 Vector notifylist « re-rank(C)

8 if (notifylist is not empty) then

¢ alert(noti fyList)

10 endif

rlG. 117
o 1 /1100
/0|
PROCESSOR | DEVICES
Al 1o
NETWORK
MEMORY INTERFACE
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CONTEXT-AWARE, ADAPTIVE APPROACH
TO INFORMATION SELECTION FOR
INTERACTIVE INFORMATION ANALYSIS

CROSS-REFERENCE TO RELATED
APPLICATION(S)

This application 1s a continuation of pending U.S. applica-
tion Ser. No. 11/475,773 filed on Jun. 27, 2006, the disclosure
of which 1s incorporated herein by reference.

FIELD OF THE INVENTION

The present mvention generally relates to information
analysis and, more particularly, to techmiques for user-system
cooperative modeling of an analytic context to adaptively
gather information relevant to a current information analysis
task of a user.

BACKGROUND OF THE INVENTION

Information analysis 1s a time-consuming process of
searching, evaluating, and transforming massive amounts of
raw information into descriptions, hypotheses, and explana-
tions. Given the imperiection of today’s mformation tech-
nologies, finding relevant information 1n an evolving investi-
gation 1s even more challenging for two main reasons.

First, analysts cannot use today’s tools to efficiently find
often scattered but related information. This becomes more
evident when analysts do not know how to express their
precise information interests (e.g., mitially they may not
know what to look for), or the desired immformation (e.g.,
finding suspicious financial transactions) cannot be obtained
directly from available data sources.

Consider the investigation of an alleged city election fraud.
Following a tip that a high-tech company may be nvolved,
Mia, the analyst, discovers a recent biotech startup called
Boynton and an alleged land grab event involving Swiss
developers. As the investigation develops, Mia also learns that
city attorney Rinz 1s a Swiss native and often involved 1n
making decisions on city land use. Hoping to link the two
events together, Mia would like to find more information on
Rinz in the context of Boynton and the land grab discoveries.
However, the connections among the three entities, Rinz,
Boynton, and land grab, may be indirect. Thus, simply com-
bining all the keywords together, such as “Rinz Boynton Land
Grab,” may not produce any results.

Since existing information analysis tools typically do not
understand and maintain a fine-grained, user context, Mia
must manually craft multiple inquiries to find the desired
information. For example, she may first search the news
reports on “land grab.” She then combines “Rinz” with terms
found 1n the reports to search for Rinz. Moreover, she must
repeat the process to find out more on Rinz 1n the context of
Boynton.

Second, analysts cannot use today’s tools to easily manage
their evolving information desires 1n an mnvestigation. Due to
incomplete and inconsistent information, analysts often con-
duct anon-linear investigation by maintaining multiple inves-
tigative threads. In the above example, Mia maintains two
threads, one on Boynton and the other on land grab. As the
investigation evolves, analysts may want to find information
that connects different threads. Assume that Mia discovers
that Rinz, who may be involved 1n the land lab, also heavily
ivests 1 a venture capital group that finances Boynton.
Based on this lead, Mia wishes to uncover more linkages
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between Boynton and the alleged land grab. However, no
existing tools would automatically retrieve the desired infor-
mation for Mia.

Moreover, analysts may need to re-evaluate past informa-
tion 1n the current context as the investigation evolves (e.g.,
discovery of new information). For example, initially phone
calls from the city hall to the city attorney and Switzerland
may appear innocuous. However, after Mia discovers that the
alleged land grab may involve both Swiss developers and the
city attorney, the relevant phone records may become 1mpor-
tant clues. Again, no existing tools would automatically re-
evaluate previously retrieved information (e.g., the phone
records) 1n the updated context. As a result, users would not
be alerted to re-examine the newly surfaced, relevant infor-
mation.

Accordingly, improved information analysis techniques
which overcome the above or other drawbacks are needed.

SUMMARY OF THE INVENTION

Principles of the imvention provide improved information
analysis techniques. More particularly, such techniques pro-
vide for user-system cooperative modeling of an analytic
context to adaptively gather information relevant to a current
information analysis task of a user.

For example, 1n one aspect of the invention, a computer-
implemented method of automatically assisting an analyst 1n
a current information analysis task includes the following
steps. An analytic context 1s modeled 1n a user-system coop-
crative manner, wherein the analytic context 1s a structure
representative of user analytic actions and relationships asso-
ciated therewith. At least a portion of the user-system coop-
cratively-modeled analytic context structure 1s utilized to
adaptively gather information relevant to a current informa-
tion analysis task.

The step of user-system cooperative modeling of an ana-
lytic context may further include modeling the analytic con-
text as a graph of user analytic actions.

The step of modeling the analytic context as a graph of user
analytic actions may further include the step of modeling a
user analytic action for a particular investigative target as a
node of the analytic action graph.

The step of modeling a user analytic action for a particular
investigative target as a node of the analytic action graph may
further include the step of persisting user queries on mvesti-
gative targets, gathered information and interactions with the
results related to information gathering.

The step of modeling the analytic context as a graph of user
analytic actions may further include the step of cooperatively
modeling the relationships of user analytic actions 1n accor-
dance with the graph.

The step of cooperatively modeling the relationships of
user analytic actions may further include the step of modeling,
logical relationships between user analytic actions in accor-
dance with the graph.

The step of cooperatively modeling the relationships of
user analytic actions may further include the step of modeling
relationships between user analytic actions beyond logical
relationships via user annotations 1 accordance with the
graph.

The step of modeling the analytic context as a graph of user
analytic actions may further comprise generating a user inter-
face that allows the analyst to one of view and modify the
analytic action graph during analysis.

The step of adaptively gathering information relevant to a
current information analysis task may further include the step
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ol adaptive information selection based on evolving analytic
context persisted in the analytic action graph.

The step of adaptive information selection based on evolv-
ing analytic context persisted in the analytic action graph may
turther include the step of evaluating information relevance
using a context vector that 1s extracted from the analytic
action graph to represent contextual information of interests
for each analytic action.

The step of adaptive information selection based on evolv-
ing analytic context persisted in the analytic action graph may
turther include the step of re-ranking previously persisted
information 1n the analytic action graph when the analytic
context evolves so as to identily previous information rel-
evant to current analysis in non-linear imnvestigations.

The step of re-ranking previously persisted mformation
may further include the step of assessing the re-ranking qual-
ity and sending appropriate notifications based on the re-
ranking quality.

The step of adaptive information selection based on evolv-
ing analytic context persisted in the analytic action graph may
turther include permitting an observer to assess the analytic
context for information gathering based on the analytic action
graph.

The step of adaptive information selection based on evolv-
ing analytic context persisted in the analytic action graph may
turther include permitting the observer to recommend one or
more changes to the analytic action graph to improve infor-
mation gathering. The observer may be the analyst or a com-
puter program. By way of further example, the observer may
be an 1nstructor or experienced information analyst that uses
the analytic action graph as a pedagogical tool for education
ol information gathering.

Advantageously, illustrative principles of the mmvention
provide techmques that work with users cooperatively to help
build a rich user analytic context over the course of an inves-
tigation. Second, the techniques may adaptively select and
cvaluate information based on the evolving analytic context.
In addition, the techniques may externalize the user analytic
context, which allows users to track their information needs
and directly update such needs 11 desired.

These and other objects, features and advantages of the
present invention will become apparent from the following
detailed description of illustrative embodiments thereof,

which 1s to be read in connection with the accompanying,
drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIGS. 1(a) and 1(b) 1llustrate exemplary screenshots of an
interface of an analytic system, according to an embodiment
of the mvention.

FIG. 2 illustrates an exemplary screenshot of an interface
of an analytic system, according to an embodiment of the
invention.

FIG. 3 illustrates an exemplary screenshot of an interface
of an analytic system, according to an embodiment of the
invention.

FI1G. 4 1llustrates an exemplary architecture of an analytic
system, according to an embodiment of the invention.

FIG. 35 illustrates an exemplary screenshot of an interface
of an analytic system, according to an embodiment of the
invention.

FI1G. 6 illustrates an exemplary screenshot of an interface
of an analytic system, according to an embodiment of the
ivention.
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FIG. 7 illustrates an exemplary screenshot of an interface
of an analytic system, according to an embodiment of the
invention.

FIG. 8 1llustrates an exemplary screenshot of an interface
of an analytic system, according to an embodiment of the
invention.

FIG. 9 illustrates an exemplary action graph of an analytic
system, according to an embodiment of the invention.

FIG. 10 1illustrates an exemplary information selection
algorithm, according to an embodiment of the invention.

FIG. 11 illustrates a computer system 1n accordance with
which one or more components/steps of an analytic system
may be implemented, according to an embodiment of the
invention.

DETAILED DESCRIPTION OF PREFERRED
EMBODIMENTS

Ilustrative principles of the invention will be explained
below 1n the context of the immformation analysis example
introduced above (1.¢., alleged city election fraud). However,
it 1s to be understood that the present invention 1s not limited
to any particular type of information or any particular infor-
mation analysis environment. Rather, the ivention 1s more
generally applicable to any type of information and any infor-
mation analysis environment 1n which it would be desirable to
provide improved information seeking and analysis results.

As will be 1llustratively described herein, principles of the
ivention exploit a user’s analytic context to greatly assist
analysts 1n their information-seeking process. As used herein,
the phrase “analytic context” refers to facts, circumstances,
setting, or other information that surrounds or defines an
analysis task. Analytic context captures the structure of user
actions performed over the course of an information search
and analysis (1.e., an ivestigation).

Accordingly, principles of the mnvention provide an intel-
ligent visual analytic system which supports context-sensi-
tive information analysis. Such an analytic system helps users
to find relevant information for interactive information analy-
s1s. In particular, principles of the invention provide an adap-
tive, context-aware approach to information selection. Com-
pared to existing systems, which either are context-
insensitive or account for only limited context, principles of
the invention provide many advantageous features. For
example, some of these features include:

(1) User-system cooperative modeling of analytic context.
Automatically building a user’s analytic context 1s difficult
for two reasons. First, analysts are often unwilling to do extra
work to explain their analytic actions 1n a machine-under-
standable form. Second, analytic actions could vary signifi-
cantly. It 1s thus difficult to automatically infer the relation-
ships among these actions. Principles of the invention support
user-system cooperative modeling of an analytic context. On
the one hand, the analytic system automatically logs
machine-understandable user activities (e.g., user query) as
analytic actions. On the other hand, users can interactively
specily or modily an analytic context (e.g., linking two
actions). As a result, a user’s analytic context 1s dynamically
built by leveraging both machine and user effort. Such a
context captures the evolving analytic process, which 1n turn
reflects the user’s changing information needs.

(2) Context-aware, adaptive information selection. To
exploit a user’s analytic context, principles of the invention
provide a context-aware, adaptive approach to information
selection. The approach can automatically select information
in the context of related actions. Moreover, our approach can
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adaptively re-evaluate past information in a changing context
and notify users of the newly surfaced, relevant information.

Referning mitially to FIG. 1, two illustrative screenshots
from the analytic system of the invention are shown. Such
screenshots show the investigation of an alleged political
fraud (1n1tially described above). FI1G. 1(a) displays the infor-
mation found on a person named Rinz 1n the current analytic
context. FIG. 1(5) highlights and 1illustrates phone records
relevant to the current analytic context. For 1llustration pur-
pose, we used a desktop magnifier to highlight the relevant
information in FIG. 1(a).

Thus, to satisty Mia’s (the analyst’s) request 1n FIG. 1(a),
the analytic system of the invention uses the context of Boyn-
ton and the land grab to automatically retrieve the desired
information on Rinz in one step. As mentioned above, the
system can adaptively re-evaluate past information in a
changing context and notily users of the newly surfaced,

relevant information, e.g., relevant phone records highlighted
in FIG. 1(b).

First, we describe an illustrative user interface of the ana-
lytic system of the invention. FIG. 2 1s an annotated snapshot
of such an interface. As shown, the analytic system provides
users with three main interactive areas: the analytic space 21,
the information space 22, and the query space 23.

Analytic space 21 records the evolving analytic threads,
consisting of a set of user actions and their relationships. The
actions 1n the analytic space may be 1n one of the three states:
actions already performed (A), actions planned for the future
(C), and actions in focus (B). A user can interact with the
space to create a new analytic action (e.g., investigating Rinz)
or manipulate the existing analytic actions (e.g., connecting
the Boynton lab thread with the land grab thread).

Information space 22 1s used to visualize and mampulate
information relevant to the analytic process. The information
displayed in this space 1s etther retrieved at a particular step of
ivestigation or 1s aggregated from multiple investigative
steps. FIG. 1(a) displays the documents retrieved at the step
of investigating Rinz, while FIG. 3 combines the phone
records retrieved earlier with voter information fetched later
in the process (1.e., displays information accumulated from
two steps). A user can 1nteract with the information space to
manipulate the view of desired information (e.g., viewing the
phone records spatially), and mark specific information as
new analytic knowledge (e.g., marking Rinz as a potential
suspect).

Query space 23 allows a user to mput her information
requests using a form-based graphical user interface (GUI),
keywords, or natural language. Since the analytic system
supports heterogeneous data sources, it also allows users to
specily desired data sources (e.g., phone record database).

An overview of an illustrative architecture 400 of the ana-
lytic system 1s presented in FIG. 4. As shown, the interactive
analysis starts with user action 401. The analytic system 400
employs action recognizer 402 to 1identily the type of a user
action and action parameters. In one illustrative embodiment,
the analytic system supports three types of user actions: data
inquiry (e.g., searching for specific phone records), data syn-
thesis (e.g., defining a suspect), and visual manipulation (e.g.,
highlighting phrases in a retrieved document). Each type of
action 1s associated with a set of parameters. For example, a
data inquiry action has parameters, such as data content (e.g.,
searching for “Rinz”) and data source (e.g., CNN news).

The recognized action 1s then sent to visual dialog manager
403, which dynamically decides a course of corresponding
actions. Based on the type of the user action, action dispatcher
404 assigns the action to an action manager.
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Specifically, content manager 405 handles data inquiry
actions by dynamically selecting information relevant to the
user context. Synthesis manager 406 supports user data syn-
thesis by automatically maintaining the evolving collection of
newly derived user knowledge (e.g., a suspect identified in an
ivestigation) and the corresponding evidence. Interaction
manager 407 responds to various user visual manipulations
(e.g., changing the view of the displayed information). The
interaction manager also handles exceptions (e.g., the desired
information 1s not found) by suggesting follow-on user
actions (e.g., modifying search criteria).

Based on the decisions of dialog manager 403, visual com-
position engine 408 then synthesizes an interactive visual
presentation automatically. Such a presentation 1s used to
convey the data inquiry results, illustrate the synthesized
knowledge with 1ts evidence, or reflect the results of a user
visual manipulation.

Analytic system 400 1s connected to an application data
backend 409 (e.g., DB2 or text search engines). It also main-
tains a database 410 holding user-derived knowledge, and
uses context manager 411 to manage a user’s interaction
context, icluding users’ interests/preferences and environ-
ment settings (e.g., device capabilities).

We now present a set of realistic examples to 1llustrate how
a user works with the analytic system to dynamically build
her analytic context as an investigation develops. We also
show how the analytic system uses such context to help the
user find relevant information. Our main scenario 1s on the
investigation of the alleged political fraud mentioned above.
We are using the IEEE VAST 2006 contest data, including
phone records, voter registry, and local news reports.

We first describe the step of interactively building a user’s
analytic context. Using the analytic system, an analyst can
start an 1nvestigation either top down (formulating an 1mves-
tigative model first before gathering information) or bottom
up (collecting as much information as possible before devel-
oping a model). Assume that analyst Mia imitially knows little
about the alleged fraud and adopts a bottom-up approach. To
help Mia organize her bottom-up actions, the analytic system
automatically logs her data inquiries as analytic actions and
displays the actions 1n the analytic space. In addition to user
data inquiries, the analytic system also automatically records
both implicit and explicit user information interactions (e.g.,
click through and phrase selection).

By default, the analytic system considers subsequent user
actions are sub-actions of their predecessors (e.g., investigat-
ing “Boynton” 1s a sub-action of ivestigating “high-tech
company”’). However, users can modily such relationships.
For example, initially Mia separates the “land grab™ investi-
gation from the “Boynton™ investigation (screenshot of FIG.
1(a)). Later she connects the two actions 1n hope of discov-
ering their linkages (screenshot of FIG. 5). Moreover, the
developed context helps Mia to formulate future investigative
plans. For example, after reading the reports on Boynton, Mia
may decide to investigate various Boynton personnel, includ-
ing the lab director, chief scientists, and spokeswoman
(screenshot of FIG. 6).

As the mvestigation unfolds, the analytic system helps a
user to dynamically build her own analytic context, support-
ing both bottom-up and top-down investigations. In a bottom-
up investigation, the analytic system automatically records
user actions to minimize user effort. On the other hand, ana-
lytic system also allows a user to directly specily an investi-
gative plan (e.g., the plan for investigating Boynton person-
nel), facilitating a top-down mvestigation.

We next describe the step of context-aware, adaptive infor-
mation selection. A user’s analytic context reflects the user’s
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information needs. The analytic system thus adapts 1ts infor-
mation selection to the evolving user context. We use a set of
examples to show how an analytic context impacts informa-
tion selection.

A user’s analytic context captures user actions, as well as
the relationships among the actions. Over the course of an
investigation, such relationships may change (e.g., auser may
link two originally separate actions together). Different types
of relationships 1mply different information needs. For
example, Mia learns that John Torch, a city councilman, 1s
accused of having an aflair with a Boynton employee. To
uncover more ties between Torch and Boynton, Mia formu-
lates the Torch ivestigation as a sub-action of the Boynton
ivestigation (screenshot of FIG. 7). As a result, instead of
retrieving all information on Torch, the analytic system
selects information on Torch that 1s also related to Boynton
(F1G. 7).

In addition to finding information that intersects related
analytic actions (e.g., Torch and Boynton), users may be
interested 1n information that 1s a union of related actions. As
illustrated in FIG. 6, Mia inquires about Boynton 1n the con-
text of 1ts personnel. This structure implies that Mia desires a
union of information that 1s related to one or more types of
Boynton personnel. In this case, we cannot simply put all
relevant terms together (e.g., “Boynton lab director chief
scientist spokesperson™), since such a concatenation may
result 1n nothing, or the results may reflect undesired group-
ings (e.g., “director chief”). Instead, the analytic system auto-
matically formulates multiple queries to search for each type
of personnel (“Boynton lab director” and “Boynton chief
scientist”), and then combines the corresponding results
together (FIG. 6).

During an investigation, users may modily the existing
analytic structure. The changed analytic structure impacts
information selection. For example, based on her ongoing
investigation, Mia would like to discover the connections
between two separate analytic threads: “Boynton™ and “land
grab.” Once she links these two threads, the analytic system
automatically evaluates previously retrieved information for
all actions in both threads. As shown in FIG. 5, the analytic
system notifies Mia of the newly surfaced information on the
lab’s chief scientists, who are 1dentified as being Swiss. In this
case, 1f the analytic system just used “Boynton™ and “land
grab” 1n 1ts query, 1t would not be able to find the desired
information. This 1s because the linkage between the two
actions may be indirect (e.g., via the connection between the
Swiss developer and the chief scientists). Leveraging the
entire analytic structure, the analytic system 1s then able to
promote both directly and indirectly related information.

User’s explicit interactions, such as selecting a keyword or
phrase 1n a retrieved document, may not directly change the
analytic structure shown 1n the analytic space, but may signal
user’s information interests. Thus, such interactions influence
information selection. For example, Mia discovers that an
alleged land grab scandal may involve Swiss developers, and
she highlights the term “Swiss developers™ (screenshot of
FIG. 8). To find out who may have ties with Switzerland, Mia
queries the voter registry, which contains several types of
information, such as the voter’s name, birthday, and birth
place. Based on Mia’s previous interaction, the analytic sys-
tem automatically promotes voters whose birth places match
with “Swiss,” even though Mia does not explicitly specily
such desires 1n her query (FIG. 8).

In this case, Mia relies on the analytic system to track her
evolving information interests. This 1s especially valuable 1n
a lengthy 1nvestigation, 1n which a user may not be able to
recall every clue and incorporate it to articulate her precise
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information needs. Based on explicit user interactions, the
analytic system can also alert users to re-examine previously
retrieved information. For example, as Mia highlights “Swiss
developers™ and “city attorney” during her investigation, the
analytic system automatically evaluates phone calls retrieved

carlier and notifies Mia to re-examine relevant calls—the
calls from city hall to Switzerland and the city attorney (FIG.
1(0)).

In addition to explicit user interactions, implicit user inter-
actions (e.g., user click through) captured in an analytic con-
text may also 1mpact subsequent information selection. For
example, when mvestigating Boynton, Mia may click on the
news reports regarding the Food and Drug Administration
(FDA) mvestigation on the company. The analytic system
automatically incorporates prominent terms appearing in the
document (e.g., “FDA mvestigation™ in the title) as the con-
text for future information selection. As a result, the analytic
system can automatically promote mnformation related to
these terms without requiring that users explicitly update
their information interests.

As described above, a user’s analytic context reflects the
user’s changing information needs. To aid users in finding
information relevant to their context, we develop an adaptive,
context-aware approach to information selection. We explain
our approach in three steps. We first describe a graph-based
representation that models a user’s analytic context, includ-
ing the structure of user actions and the relationships among
the actions. Using our graph-based representation, we then
define a vector-based metric to measure the relevance of
information to a user context. Finally, we present an adaptive
algorithm that dynamically selects information based on the
user context.

We use an action graph to record user analytic actions and
their relationships. FIG. 9 shows an example of an action
graph describing our political fraud investigation. An action
graph consists of a set of nodes and links. The analytic system
visualizes such a graph 1n 1ts analytic space (FIG. 2).

Each node (A through G 1n FIG. 9) 1n an action graph
represents a user action. Since we here focus on information
selection, we simplily each node to encode a user’s mvesti-
gative target (e.g., nodes “Boynton™ and *“John Torch” shown
in FIG. 7). An action may be automatically created by the
analytic system to log a user data request or manually defined
by a user to express his mvestigative targets. For example, the
actions 1n F1G. 7, such as nodes “Boynton” and “John Torch,”
are automatically created by the analytic system to log a
user’s queries. In contrast, all the actions 1n FIG. 6, including
nodes “chief scientist” and “spokeswoman,” are created by a
user. Attached with each node, the systems also records the
data queries, query results, and user interaction results (e.g.,
selected keywords). As shown 1n FIG. 9, there are multiple
queries used for node B. Depending on the context, these
queries may be directly entered by a user, or automatically
formulated by the analytic system.

Each link 1n an action graph denotes the relationship
between two actions. In FIG. 9, node B 1s a SUB-ACTION of
node A; and there 1s an OR relation among nodes C, D, E, and
F. The analytic system supports several types of logical rela-
tionships, including logical AND and OR (see Table 1 below).
We selectively support these relationships for two reasons.
First, these relationships are easy for users to grasp so that the
users can use these relations to express their information
needs. Second, the analytic system can effectively utilize
these relationships to improve information selection. In FIG.
6, there 1s an OR relation among all the personnel investiga-
tive actions. Based on this relation, the analytic system auto-
matically formulates multiple corresponding queries (e.g.,
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node B m FIG. 9) to find the desired information. A
DEFAULT relationis also provided, 1n case a user 1s uncertain
ol the exact relationship between two actions but still would
like to relate them. As will be seen below, different relations
have different impact on information selection.

Table 1 lists information captured 1n each node and a set of
relationships supported by the analytic system.

TABLE 1
Node
queries queries specified (e.g., keyword search terms)
Results retrieved information for each query
Implicit user clickthrough results
Interactions
Explicit user marking results, such as highlighted keywords and
Interactions marked evidence.
Link (Types of Relation)
SUB-ACTION 1nformation needs of one node is a subset of another node
AND intersection of both nodes’ information needs is desired
OR union of nodes’ information needs 1s desired
XOR nodes’ information needs are conflicting
DEFAULT default relation if users don’t specify type

We now discuss the graph-based representation of analytic
actions.

Given a user’s information request, an information
retrieval engine can be modeled using a function F to find the

desired mnformation I:

I=F(M,,...,M,),where M ,1=1, ... K, are metrics ranking
the relevance of information based on various factors, such as
user-specified query terms and underlying document link-
ages.

Based on this model, we define a context relevance metric,
which ranks the relevance of information to a user’s analytic
context. Specifically, we define our metric 1n a vector space
model. Such a model measures the similarity between a query
vector and a document vector. The query vector contains a set
of query terms, each of which 1s assigned a weight, indicating
the importance of the term. Each term 1s typically a word or a
phrase. Likewise, the document vector contains a set of terms
appearing 1n a document and each term 1s also associated with
a weight.

Using the vector space model, the terms and their weights
in the query vector can be adjusted to influence information
selection. In particular, the analytic system dynamically
determines these terms and adjusts their weights to find infor-
mation that 1s relevant to a user’s analytic context. To do so,
we compute a context vector for each node 1n an action graph.
A context vector contains a set of terms (1.e., words or
phrases) and their respective weights, expressing the infor-
mation needs for a specific node. In our approach, we use a
context vector to select relevant information, as well as to
re-rank the retrieved information. For example, the context
vector computed for node “Rinz” (FIG. 1(a)) includes terms
such as “Boynton™ and “Rinz.” These terms will first be used
to retrieve the desired information on Rinz. As the investiga-
tion develops, 1t may also be used to evaluate the previously
retrieved information on Rinz.

Initially, each context vector 1s empty or contains only user
specified query terms. For example, when analyst Mia enters
“high-tech” 1n her first query, the context vector created for
this action records the term “high-tech.” As the investigation
develops, the analytic system automatically updates each
context vector based on user actions (e.g., highlighting inter-
ested keywords or modifying the action graph structure). In
one embodiment, the analytic system updates both the terms
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and their weights 1n a context vector from three factors:
implicit user interactions, explicit user interactions, and the
modified structure of the action graph. Specifically, we define
the weight p(t) of term t 1n a context vector to be a weighted
sum of the results derived from the three factors:

pEw M(t)+w, X()+w-S(2)

where M(t), X(t) and S(t) denote the weights computed from
implicit user interactions, explicit user interactions, and the
action graph structure, respectively. In one embodiment, we
use equal weights w_=w, =w_ =0.33 to combine them.

Implicit user interactions, such as clicking on a retrieved
document, imply user’s information interests. In one embodi-
ment, we consider only user click through actions. Given such
a user action, the system automatically extracts prominent
terms appearing in the clicked document (e.g., terms in the
document title or section fitles). The system adds the
extracted terms to the context vector. The system also updates
the weight of each term t to capture its relevance to the
extracted terms:

D el Ci)

&
M —
) ZICi

Here C, contains all the terms extracted 1n the k-th click
through, function ¢( ) computes the frequency of term t
appearing 1 C,. Here, M(t) would be 0.0 1f term t does not
appear 1n C,.

Similarly, the analytic system automatically extracts terms
captured from explicit user interactions, such as user-high-
lighted words and phrases, and adds them to the context
vector. However, unlike implicit user interactions, which only
impact the analytic action 1n focus (e.g., node A shown 1n
FIG. 7), explicit user interactions affect all context vectors.
This 1s because we consider explicit user actions better indi-
cators of user information interests. Again, the system
updates the weight of term t by computing how 1t 1s relevant
to the user interaction results:

afz c(t, H;) + 52 c(1, E,)
F i

A S H Y B B+
F P

Here H, consists of user-highlighted terms, E, includes terms
in a document that 1s marked by the user as evidence, and «.,
3 are the confidence factors. Initially, we set these values to be
a=0.4 and 3=0.5. Again, function ¢( ) computes the frequency
of term t appearing in user-selected terms.

During an investigation, users may modify the structure of
an action graph. For example, the user connects the two nodes
“Boynton” and “land grab” in FIG. 5. In such cases, the
analytic system must also update the context vectors for all
attected nodes. For each nodess, that 1s related to s, the system
computes a weight d(1, j) to indicate the intluence of's; ons,.
Specifically, we compute the strength of such influence based
on the type of relation that exists between s, and s;. Based on
this notion, we then define the overall structural influence S(t)
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on term t. The overall influence 1s a weighted sum of the
influences produced by all related nodes:

1 &
S(0) = — ) i ) piD
¥ =1

where N, 1s the total number of related nodes to s,, p; (1) 1s
the weight for term t in node s . ®(1, j) measures the strength
of influence between two related nodes, as defined in Table 2.

TABLE 2
Relation
SUB-ACTION AND OR  XOR DEFAULT
Strength 0.5 0.6 0.1 0.1 0.2

Currently, SUB-ACTION (0.5) and AND (0.6) are

assigned higher strength of influence, since such relations
require the analytic system to select immformation that 1s
related to all the neighboring nodes. In contrast, relations OR

(0.1) and XOR (0.1) have less influence on the neighboring
nodes, since 1t does not require the system to find the inter-
sected information. So far, we have set these values based on
our empirical experiments.

We could also directly use Boolean operators provided by
existing search engines to directly express the relationships
between the queries specified 1n each node. However, we
choose not to do so for a reason. Typically, the Boolean
operators express the logical relationships among different
query terms, which are only an approximation of user infor-
mation mterests. In contrast, system-supplied action relation-
ships describe the relationships among user analytic actions
at a higher level. In practice, such higher-level relationships
may not be directly translated into Boolean constraints
among query terms. For example, in FIG. 7, i the system
simply uses an AND Boolean operator to combine terms
“High-tech,” “Boynton,” and “John Torch™ together, the
underlying search engine may return nothing 1t there 1s no
document contains all the terms.

FIG. 10 outlines an adaptive algorithm that uses the ana-
lytic context captured 1n action graph G to select the relevant
information for an given node s. Depending on the input value
of s, the algorithm handles two different situations. If s 1s
specified, 1t implies that a user 1s re-evaluating the informa-
tion retrieved for s. In this case, the analytic system simply
re-submits the queries to the search engine with the current
information on and G (line 2).

If's 1s null, 1t implies that the user is 1nitiating a new analytic
action s (lines 4-10). For example, when a user enters “John
Torch” first time 1n the query panel, anew node 1s created. The
analytic system creates the new node s using the parameters
speciflied 1n the user action (e.g., data constraints and data
sources). The new node 1s also mserted nto G (line 5). The
underlying search engine then retrieves the desired informa-
tion for node s 1n G (line 6). Since the action graph has been
updated with a new node, the algorithm automatically re-
ranks all previously retrieved information 1n the light of the
new context (line 7). If the re-ranking produces new results,
the analytic system alerts the user of such changes (lines 8-9).
For example, an icon would be added next to the node to
indicate the update (e.g., node “Phone Records™ in FIG. 1(d)).

Next we explain how the two procedures retrieve( ) and
rerank( ) outlined in the algorithm select the relevant infor-
mation and re-rank the existing information, respectively.
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As an example pervasive, context-aware application, con-
sider an application that adjusts a homeowner’s thermostat to
a comiortable temperature upon detecting that the home-
owner 1s driving home from work. Such an application would
use context about a human user such as the location of the
user’s automobile to infer whether or not the user 1s approach-
ing their home. Based on the inference, the application sets
the appropriate temperature 1n the home’s ventilation system.
The design of such a system 1s very user dependent. A user
that works close to his home would require an application
design that 1s very different from a user that has a long work
commute. Likewise, a user that takes care of several errands
near her home just after work would require a design that 1s
different from a user who takes care of errands 1n the morning
prior to work.

When retrieving the desired information for node s 1n graph
G, the analytic system examines the context vector computed
for node s. In particular, 1t uses the context vector to augment
the query. This operation 1s known as query expansion. In one
embodiment, we augment keyword-based user queries for
unstructured information. For example, in FIG. 7, the user
enters “John Torch.” Since “John Torch” 1s defined as a SUB-
ACTION of “Boynton,” the context vector for node “John
Torch” contains term “Boynton™ with a weight of 0.5. The
original query thus 1s expanded to include both “John Torch”
and “Boynton,” where their weights are 1.0 and 0.5, respec-
tively. The augmented query 1s then submitted to the under-
lying search engine. In our case, the weights of the terms are
also used as boost factors for ranking the retrieved docu-
ments. For example, using the above weights for “John
Torch” and “Boynton,” documents containing just “John
Torch” will be ranked higher than documents containing only

“Boynton.”

Although query expansion helps to retrieve relevant infor-
mation, it 1s meldficient to re-submit expanded queries when-
ever the context changes. This 1s especially true when dealing
with large data sets. Thus, we use a re-ranking approach to
quickly re-evaluate previously retrieved information 1 an
updated context. For example, the user highlights “Swiss
Developers™ appearing 1n the land grab report (FI1G. 1(b)). As
described above, based on this user interaction, the analytic
system 1ncorporates the term “Swiss developer” mnto every
context vector. It then traverses each node 1n the graph and
uses the updated context vector to re-rank the previously
retrieved information for the node. In the above example, the
analytic system would promote retrieved news reports that
match “Swiss.” It would also promote retrieved database
records (e.g., phone call records), if any of their column
values match “Swiss.” Instead of performing a strict string,
match, the analytic system matches the terms by their mor-
phological forms (e.g., Swiss 1s a morph of Switzerland).

To compute the new rank of a piece of retrieved informa-
tion, we use a modified BM25 (see, e.g., J. Teevan, S. G.
Dumais and E. Horvitz, “Personalizing search via automated
analysis of interests and activities,” In SIGIR 2005, pp. 449-
456, 2005, the disclosure of which 1s incorporated by refer-
ence herein). Based on this model, we compute the relevance
of a document to a context vector by two critenia: (1) the
frequency of the terms (e.g., “Swiss” 1n the above example)
appearing in the document; and (2) the importance of such
terms (e.g., generic terms like “the” are considered less
important). Given a context vector, let t be a term 1n the vector,
p(t) be 1ts weight, w(t) be the term importance, and ti(t) be the
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term frequency ol t appearing 1n a document to be re-ranked.
The relevance score of this document 1s then:

Formula 1

score = Z p()-w(t)-if (1)

Depending on the context, the re-ranking may produce a
new ordering ol documents that 1s not significantly different
from the previous ordering. To measure whether the re-rank-
ing 1s significant enough to alert the user, we compute a
Discounted Cumulative Gain (DCG) before and after the
re-ranking. DCG computes the information gain for each set
of ranked documents. In our case, the information gain 1s the
score produced by Formula 1. If the computed DCG differ-
ence exceeds a certain threshold, the analytic system will
consider the re-ranking significant and alert the user. In one
embodiment, the threshold 1s 0.2.

FIG. 11 1llustrates a computer system in accordance with
which one or more components/steps of an analytic system
(e.g., components/steps described 1n the context of FIGS. 1
and 10) may be implemented, according to an embodiment of
the present invention.

Further, it 1s to be understood that the individual compo-
nents/steps may be implemented on one such computer sys-
tem, or more preferably, on more than one such computer
system. In the case of an implementation on a distributed
system, the individual computer systems and/or devices may
be connected via a suitable network (e.g., the Internet or
World Wide Web). However, the system may be realized via
private or local networks. The invention 1s not limited to any
particular network.

As shown, the computer system 1100 may be implemented

in accordance with a processor 1101, a memory 1102, I/O
devices 1103, and a network interface 1104, coupled via a
computer bus 1105 or alternate connection arrangement.

It 1s to be appreciated that the term “processor” as used
herein 1s mtended to 1include any processing device, such as,
for example, one that includes a CPU (central processing
unit) and/or other processing circuitry. It 1s also to be under-
stood that the term “processor” may refer to more than one
processing device and that various elements associated with a
processing device may be shared by other processing devices.

The term “memory” as used herein 1s intended to include
memory associated with a processor or CPU, such as, for
example, RAM, ROM, a fixed memory device (e.g., hard
drive), a removable memory device (e.g., diskette), flash
memory, elc.

In addition, the phrase “input/output devices” or “1/O
devices” as used herein 1s intended to include, for example,
one or more input devices (e.g., keyboard, mouse, etc.) for
entering data to the processing unit, and/or one or more output
devices (e.g., speaker, display, etc.) for presenting results
associated with the processing unit.

Still further, the phrase “network interface™ as used herein
1s intended to include, for example, one or more transceivers
to permit the computer system to communicate with another
computer system via an appropriate communications proto-
col.

Accordingly, software components including instructions
or code for performing the methodologies described herein
may be stored in one or more of the associated memory
devices (e.g., ROM, fixed or removable memory) and, when
ready to be utilized, loaded in part or in whole (e.g., mto

RAM) and executed by a CPU.
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Although illustrative embodiments of the present invention
have been described herein with reference to the accompany-
ing drawings, 1t 1s to be understood that the invention 1s not
limited to those precise embodiments, and that various other
changes and modifications may be made by one skilled in the
art without departing from the scope or spirit of the invention.

What 1s claimed 1s:

1. A computer-implemented method of automatically
assisting an analyst 1n a current information analysis task,
comprising the steps of:

modeling an analytic context, in a user-system cooperative

manner, wherein the analytic context 1s a structure rep-
resentative of analytic actions performed by a user 1n
conducting an information analysis task and relation-
ships associated with the user’s analytic actions,
wherein analytic actions include data inquiry actions,
data synthesis actions, and visual manipulation actions
by the user; and

utilizing at least a portion of the user-system cooperatively-

modeled analytic context structure to adaptively gather
information relevant to a current state of the information
analysis task,

wherein the step of modeling an analytic context further

comprises modeling the analytic context as a graph of
user analytic actions, and

wherein the step of modeling the analytic context as a

graph of user analytic actions comprises modeling a user
analytic action for a particular investigative target as a
node of the analytic action graph.

2. The method of claim 1, wherein the step of modeling a
user analytic action for a particular investigative target as a
node of the analytic action graph further comprises the step of
persisting user queries on 1nvestigative targets, gathered
information and interactions with the results related to infor-
mation gathering.

3. The method of claim 1, wherein the step of modeling the
analytic context as a graph of user analytic actions further
comprises the step of cooperatively modeling the relation-
ships of user analytic actions in accordance with the graph.

4. The method of claim 3, wherein the step of cooperatively
modeling the relationships of user analytic actions further
comprises the step of modeling logical relationships between
user analytic actions in accordance with the graph.

5. The method of claim 1, wherein the step of modeling the
analytic context as a graph of user analytic actions further
comprises generating a user interface that allows the analyst
to one of view and modily the analytic action graph during
analysis.

6. The method of claim 1,wherein the step of adaptively
gathering information relevant to a current state of the infor-
mation analysis task further comprises the step of adaptive
information selection based on evolving analytic context per-
sisted 1n the analytic action graph.

7. The method of claim 6, wherein the step of adaptive
information selection based on evolving analytic context per-
sisted 1n the analytic action graph further comprises the step
ol evaluating information relevance using a context vector
that 1s extracted from the analytic action graph to represent
contextual information of interests for each analytic action.

8. The method of claim 6, wherein the step of adaptive
information selection based on evolving analytic context per-
sisted 1n the analytic action graph further comprises the step
of re-ranking previously persisted information in the analytic
action graph when the analytic context evolves so as to 1den-
tify previous information relevant to current analysis 1n non-
linear 1investigations.
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9. The method of claim 8, wherein the step of re-ranking,
previously persisted information further comprises the step of
assessing the re-ranking quality and sending appropriate noti-
fications based on the re-ranking quality.

10. The method of claim 6, wherein the step of adaptive
information selection based on evolving analytic context per-
sisted 1n the analytic action graph further comprises permit-
ting an observer to assess the analytic context for information
gathering based on the analytic action graph.

11. The method of claim 10, wherein the step of adaptive
information selection based on evolving analytic context per-
sisted 1n the analytic action graph further comprises permit-
ting the observer to recommend one or more changes to the
analytic action graph to improve information gathering.

12. The method of claim 10, wherein the observer com-
prises the analyst or a computer program.

13. A computer-implemented method of automatically
assisting an analyst 1n a current information analysis task,
comprising the steps of:

modeling an analytic context, 1n a user-system cooperative

manner, wherein the analytic context 1s a structure rep-
resentative of analytic actions performed by a user in
conducting an information analysis task and relation-
ships associated with the user’s analytic actions,
wherein analytic actions include data inquiry actions,
data synthesis actions, and visual manipulation actions
by the user; and

utilizing at least a portion of the user-system cooperatvely

modeled analytic context structure to adaptively gather
information relevant to a current state of the information
analysis task,

wherein the step of modeling an analytic context further

comprises modeling the analytic context as a graph of
user analytic actions,

wherein the step of modeling the analytic context as a

graph of user analytic actions further comprises coop-
erattvely modeling the relationships of user analytic
actions 1n accordance with the graph, and

wherein the step of cooperatively modeling the relation-

ships of user analytic actions further comprises the step
of modeling relationships between user analytic actions
beyond logical relationships via user annotations in
accordance with the graph.

14. Apparatus for automatically assisting an analyst 1in a
current information analysis task, comprising:

a memory; and
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at least one processor coupled to the memory and operative
to: (1) model an analytic context, 1n a user-system coop-
crattve manner, wherein the analytic context 1s a struc-
ture representative ol analytic actions performed by a
user in conducting an information analysis task and rela-
tionships associated with the user’s analytic actions,
wherein analytic actions include data inquiry actions,
data synthesis actions, and visual manipulation actions
by the user; and (11) utilize at least a portion of the
user-system cooperatively-modeled analytic context
structure to adaptively gather information relevant to a
current state of the information analysis task,

wherein the at least one processor 1s operative to model an

analytic context by modeling the analytic context as a
graph of user analytic actions, wherein modeling the
analytic context as a graph of user analytic actions com-
prises modeling a user analytic action for a particular
ivestigative target as a node of the analytic action
graph.

15. An article of manufacture for automatically assisting an
analyst 1n a current information analysis task, comprising a
machine readable medium containing one or more programs
which when executed implement the steps of:

modeling an analytic context, in a user-system cooperative

manner, wherein the analytic context 1s a structure rep-
resentative of analytic actions performed by a user 1n
conducting an information analysis task and relation-
ships associated with the user’s analytic actions,
wherein analytic actions include data inquiry actions,
data synthesis actions, and visual manipulation actions
by the user; and

utilizing at least a portion of the user-system cooperatively-

modeled analytic context structure to adaptively gather
information relevant to a current state of the information
analysis task,

wherein the step of modeling an analytic context further

comprises modeling the analytic context as a graph of
user analytic actions, and

wherein the step of modeling the analytic context as a

graph of user analytic actions comprises modeling a user
analytic action for a particular investigative target as a
node of the analytic action graph.
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