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(57) ABSTRACT

A system comprising a chassis that includes a plurality of
modules and a fan assembly disposed 1n a distal end of the
chassis for drawing air in parallel pathways through the plu-
rality of modules. At least one of the modules 1s a compute
module having a thermal sensor disposed to sense the tem-
perature of air flowing across a processor mounted on a moth-
erboard. The system further comprises a fan controller receiv-
ing output from the thermal sensor, wherein the fan controller
operates the fan assembly to cool the plurality of modules and
maintain the thermal sensor output within an operating tem-
perature range. The fan controller controls the fan speed
according to predetermined thermal profile settings associ-
ated with one of the compute modules recerved 1n the chassis.
For example, the predetermined thermal profile settings may
include a mimimum fan speed, a maximum fan speed, and
control loop feedback settings.

25 Claims, 9 Drawing Sheets




U.S. Patent May 24, 2011 Sheet 1 of 9 US 7,948,196 B2

14




U.S. Patent May 24, 2011 Sheet 2 of 9 US 7,948,196 B2




U.S. Patent May 24, 2011 Sheet 3 of 9 US 7,948,196 B2

\I

A

| ]
/] gﬁf 110

46

FilG. 3B



U.S. Patent May 24, 2011 Sheet 4 of 9 US 7,948,196 B2




U.S. Patent May 24, 2011 Sheet 5 of 9 US 7,948,196 B2




U.S. Patent May 24, 2011 Sheet 6 of 9 US 7,948,196 B2

h T N

)

m—p—
i

D
©O

T
.
QO
hy g




U.S. Patent May 24, 2011 Sheet 7 of 9 US 7,948,196 B2




US 7,948,196 B2

Sheet 8 0f 9

May 24, 2011

U.S. Patent

FiG. 11B

/6

/9

FiG. 11C



US 7,948,196 B2

Sheet 9 of 9

May 24, 2011

U.S. Patent

09

07|

g |
SISSDY")

_
13jjou0? m
/A

SNEN A

1| SNgWd

10)08UUOY)
vV UIDWO(]

_

4%

A4

il
Y 10]129UUO?) —m | 7 _

7y 8 ubwog
149

A|ddns

JOMOH

A%

4%

Ay

SI0}SILLIBY]
3/NDOW 3)ndwo

NG
3/qD7 SNGW — 7 0G| l Aoy
v wdl w1l [gan wesAs
99 DIDOGISYION JaMOT

SISy |_— 9/

3/NPOW @3nawo)

3/gD?) 19MO -

Vsl —
061 NG A%y
cvi i
INdI NV JdA Wd)sAS
99 pipoquayion Jaddn

0t/

9y

v



US 7,948,196 B2

1

PLURALITY OF CONFIGURABLE
INDEPENDENT COMPUTE NODES SHARING
A FAN ASSEMBLY

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to methods of cooling com-
puter systems, and more specifically to the operation of fans
to tlow air through computer systems.

2. Background of the Related Art

Computer systems come 1n various physical sizes, and in
various configurations. These computer systems typically
include fans, which circulate cool air through the system 1n
order to keep the temperature of internal heat-generating
components within thermal operating limits. Because small
system fans are usually very inefficient from an electrical
energy perspective, some chassis provide a common fan
assembly that serves to cool multiple system boards.

Thermal limits are typically satisfied 1n a single mother-
board/chassis arrangement by reading the internal CPU
diodes and changing the speed of a dedicated fan assembly at
prescribed temperature thresholds. However, this practice of
reading CPU diodes can not be implemented easily 1n sys-
tems with shared infrastructure, such as systems with a shared
fan assembly used to cool multiple system boards. In order to
take advantage of the energy-etlicient nature of a shared fans
assembly 1n a chassis that supports multiple motherboards, a
different thermal management scheme must be used.

One known thermal management scheme includes runming,
the system fans at a constant elevated fan speed that waill
ensure adequate cooling of each of the multiple motherboards
in the system chassis. This approach increases the amount of
clectrical energy consumed by operation of the fans,
increases the thermal load on the datacenter from the exces-
stve atrtlow through the fans, and increases the acoustic level
caused by running the fans faster than 1s necessary to achieve
optimal cooling.

Another thermal management scheme includes monitoring
CPU diodes and inlet ambient conditions using a baseboard
management controller (BMC) local to each system mother-
board. These readings are then forwarded to a common con-
trol point (a Management Module) and chassis fan speeds are
then adjusted accordingly. However, to implement this
approach, each system board requires software customization
to the local BMC and separate management module control
hardware and software must be provided.

BRIEF SUMMARY OF THE INVENTION

One embodiment of the present invention provides a sys-
tem comprising a chassis that includes a plurality of modules
and a fan assembly disposed 1n a distal end of the chassis for
drawing air in parallel pathways through the plurality of
modules. At least one of the plurality of modules 1s a compute
module, wherein each compute module includes a processor
mounted on a motherboard and a thermal sensor disposed to
sense the temperature of air tlowing across the processor. The
thermal sensor provides an output signal that varies according
to the temperature. The system further comprises a fan con-
troller receiving output from the thermal sensor of each com-
pute module, wherein the fan controller operates the fan
assembly to cool the plurality of modules and maintain the
thermal sensor output within an operating temperature range.
The fan controller controls the fan speed according to a pre-
determined thermal profile associated with one of the com-
pute modules recetved 1n the chassis, wherein the predeter-
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mined thermal profile includes a minimum fan speed, a
maximum fan speed, and control loop feedback settings.

Another embodiment of the present invention provides a
method of controlling the fan assembly using a predeter-
mined thermal profile code. The method comprises installing
a plurality of modules 1nto a chassis having a fan controller
and fan assembly disposed 1n a distal end of the chassis for
drawing air in parallel pathways through the plurality of
modules. At least one of the plurality of modules installed in
the chassis 1s a compute module, wherein each compute mod-
ule mcludes a processor mounted on a motherboard and a
thermal sensor disposed to sense the temperature of air flow-
ing across the processor. The method further comprises pro-
viding a thermal profile identification code to the fan control-
ler from one of the compute modules 1nstalled in the chassis.
The fan controller operates using a predetermined thermal
profile stored 1n memory in association with the thermal
profile 1dentification code, wherein the predetermined ther-
mal profile includes control loop feedback settings. The plu-
rality of modules 1s operated under a varying workload result-
ing in the generation of heat. The temperature of air
downstream of the processor 1s sensed and the speed of the fan
assembly 1s controlled as a function of the sensed temperature
and the control loop feedback settings of the compute module
installed 1n chassis.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWINGS

FIG. 1 1s a perspective view ol a rack receiving a pair of
chassis, wherein each chassis 1s recetving two modules.

FIG. 2 1s a perspective view of a chassis recetving two
compute modules.

FIG. 3A 1s a perspective view of two compute modules,
wherein the upper module has 1ts top cover opened for 1llus-
tration.

FIG. 3B 1s a side view of a damper actuator extending from
a module.

FIG. 4 15 a perspective view of a compute module and an
expansion module having different thermal loads.

FIG. 5 1s a perspective view of a compute module and a
second expansion module having different thermal loads.

FIG. 6 1s a perspective view ol a 2U chassis having received
two compute modules, wherein the top rear access cover has
been removed to 1llustrate fan location.

FIG. 7 1s a perspective view of a fan assembly for use in the
2U chassis of FIG. 6.

FIGS. 8A and 8B provide a cross-sectional side view and a
perspective view ol the fan assembly of FIG. 7, with the air
flow dampers closed.

FIGS. 9A and 9B provide a cross-sectional side view and a
perspective view ol the fan assembly of FI1G. 7, with the upper
air tlow damper partially opened and the lower air flow
damper closed.

FIGS. 10A and 10B provide a cross-sectional side view and
a perspective view of the fan assembly of FIG. 7, with the
upper and lower air flow dampers open.

FIG. 10C provides a cross-sectional side view of the fan
assembly of FIG. 10A, wherein each of the individual damper
blades include a ramp for contacting the damper actuator.

FIG. 11A 1s a perspective view ol a compute module
installed 1n a chassis with the tops of the module and chassis
removed.

FIGS. 11B and 11C are schematic side views of a ther-

mister in communication with an air duct.
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FIG. 12 1s a schematic diagram of a system for operating a
shared fan assembly.

DETAILED DESCRIPTION OF THE INVENTION

One embodiment of the present invention provides a sys-
tem comprising a chassis that includes a plurality of modules
and a fan assembly disposed 1n a distal end of the chassis for
drawing air in parallel pathways through the plurality of
modules. At least one of the plurality of modules 1s a compute
module, wherein each compute module includes a processor
mounted on a motherboard and a thermal sensor disposed to
sense the temperature of air tlowing across the processor. The
thermal sensor provides an output signal that varies according,
to the temperature. Optionally, each compute module may
include further thermal sensors for sensing the temperature of
the processor, other components, or ambient air. The system
turther comprises a fan controller recerving output from the
thermal sensor of each compute module, wherein the fan
controller operates the fan assembly to cool the plurality of
modules and maintain the thermal sensor output within an
operating temperature range. The fan controller controls the
fan speed according to a predetermined thermal profile asso-
ciated with one of the compute modules recerved in the chas-
s1s, wherein the predetermined thermal profile includes a
mimmum fan speed, a maximum fan speed, and control loop
teedback settings. Optionally, the fan controller may vary the
fan speed between a minimum fan speed and a maximum fan
speed 1n a set of incremental steps.

In another embodiment, the chassis further comprises a
single, shared power supply providing electricity directly to
the fan assembly and having a plurality of switchable outputs
that provide electricity to each module received within the
chassis. For example, a preferred configuration provides a
chassis with a power supply having dual switchable outputs
for providing electricity to each of two modules recerved
within the chassis.

In yet another embodiment, each module includes a power
paddle card for selective coupling to the power supply. Pret-
erably, the power paddle card has a connector that blind docks
with the power supply when the associated module 1s
installed in the chassis. The power paddle transmits electrical
power from the power supply to the components of the mod-
ule and also provides communication between each compute
module and the fan controller, which 1s preferably disposed
within a common housing with the power supply. Specifi-
cally, the one or more thermal sensors of each compute mod-
ule are electronically coupled to the power paddle so that the
output of the thermal sensors can be commumnicated to the fan
controller.

The fan controller uses the output of the thermal sensor(s)
along with the thermal profile of the compute module to
control the fan assembly, preferably controlling the speed of
the fan assembly to maintain the temperature of the compo-
nents with a specified operating range. For example, the fan
controller may execute a fan speed control algorithm that
sends a pulse-width-modulation (PWM) signal to the fan
assembly. A preferred algorithm controls the speed of the fan
assembly to adequately cool components of the computer
system without using more electrical power than 1s necessary.
For example, 11 the chassis includes only one compute mod-
ule, then the fan controller may operate the fan assembly to
control the processor temperature of the compute module as
sensed by the thermal sensor(s). Furthermore, 11 the chassis
includes two compute modules, then the fan controller
receives output from the thermal sensor(s) of each of the two
compute modules, and the fan controller may operate the fan
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assembly to control the processor temperature of the compute
module having the thermal sensor with the highest tempera-
ture. However, the fan controller preferably uses a thermal
profile of a single compute module, which may be selected,
for example, by 1nstallation of the compute module 1n a mod-
ule bay that provides a connection to the fan controller.

In a further embodiment, each compute module further
includes a baseboard management controller for electronic
communication with the fan controller, such as communicat-
ing through the power paddle. Accordingly, the baseboard
management controller stores thermal profile settings for the
compute module and attempts to communicate the thermal
profile settings to the fan controller. If the compute module 1s
provided in communication with the fan controller, then the
fan controller will recetve the compute modules” thermal
profile settings. Optionally, the thermal profile settings are
stored by the baseboard management controller and sent to
the fan controller as power management bus (PMBus) codes.

In a still further embodiment, the chassis includes a plural-
ity of module bays, wherein only one of the module bays has
a power management bus connection to extend the power
management bus ol a compute module motherboard into
communication with the fan controller. In this manner, the
baseboard management controller of the compute module
installed 1n the module bay having the power management
bus connection, 1s responsible for storing and providing the
thermal profile settings to the fan controller. Alternatively,
cach module bay may have a PMBus connection, but only one
compute module should be provided with an internal PMBus
cable. In either way, only one compute module 1s allowed to
send 1ts thermal profile settings to the fan controller.

The thermal sensors may be positioned anywhere 1n a
compute module where the temperature can be closely cor-
related to the temperature of heat-generating components.
For example, the workload and temperature of various heat-
generating components 1 the compute module may be
closely correlated to the workload and temperature of the
processor, so a preferred position for the thermal sensor 1s
directly behind each processor to measure the exhaust air
temperatures. By externally coupling the thermal sensor to a
heat sink or other feature of the motherboard, the thermal
sensor can be easily added to any conventional motherboard
configuration without customization.

In an additional embodiment, the thermal profile of a spe-
cifically configured motherboard tray or module can be deter-
mined by laboratory analysis. From this analysis, a desired
range of airflow can be predetermined. A corresponding
range of fan speed and/or feedback control settings are saved
in association with a numerical code, referred to herein as a
“node profile ID”. These thermal profile settings are opti-
mized to provide 1deal cooling for a given module configu-
ration. In order to mimmize power consumption by the fan
assembly, the fan controller algorithm should operate the fan
assembly at the lowest speed that will maintain the output of
the thermal sensor within the desired operating range.

For example, a laboratory test method may comprise
installing a plurality of modules 1nto a chassis having a fan
assembly disposed 1n a distal end of the chassis for drawing
air in parallel pathways through the plurality of modules,
wherein at least one of the plurality of modules 1s a compute
module, and wherein each compute module includes a pro-
cessor mounted on a motherboard. A thermal sensor 1s posi-
tioned within the compute module to sense the temperature of
air flowing across the processor. Next, the plurality of mod-
ules 1s operated under a varying workload and the tempera-
ture of a plurality of heat-generating devices within the plu-
rality of modules 1s monitored. These temperatures may be
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monitored by a conventional data acquisition system or com-
puter controller. The temperature of each device may then be
correlated with the temperature of the thermal sensor and
thermal profile settings may be determined. These thermal
profile settings are eventually provided for use by a fan con-
trol algorithm to vary the speed of the fan assembly to main-
tain the temperature of each device within a desired device
operating range as a function of the thermal sensor output.
Establishing such a correlation and settings advantageously
allows each component to be adequately cooled with a mini-
mal number of thermal sensors. Although a single thermal
sensor 1s suificient, two or more thermal sensors are prefer-
ably utilized within each compute module.

Preferably, the test method determines thermal profile set-
tings including a mimimum fan speed for the fan assembly to
maintain the temperature of each device with a desired device
operating range at a minimum workload. Such a minimum
fan speed should be maintained any time that the computer
system 1s turned on. It 1s also preferable that the test method
determine thermal profile settings that include a maximum
fan speed for the fan assembly to maintain the temperature of
cach device with a desired device operating range at a maxi-
mum workload. In order for the test method to determine
suitable control loop feedback settings, the method will pret-
erably include a variety of potential changes in workload,
such as a rapid increase 1n workload. Accordingly, the control
loop feedback settings, which may include proportional-in-
tegral-derivative constants or values, may be determined so
that any change 1n the thermal sensor output causes aresulting
change 1n the fan speed that will adequately cool each of the
heat-generating components, not just the processor.

Furthermore, the test method 1s preferably performed for
cach of a plurality of different compute module configura-
tions 1n order to determine thermal profile settings that are
specific for that module configuration. Still further, the test
method may be performed for each of a plurality of different
module combinations to determine thermal profile settings
for each combination of modules. The resulting thermal pro-
file settings for each module are preferably associated with a
thermal profile 1dentification code.

Still turther, the chassis may further comprise an air flow
damper disposed between each module and the fan assembly
to selectively distribute the air flow among the plurality of
modules received in the chassis. By performing the test
method with the air flow dampers set 1n the same position
(1.e., percent open) that they will be set 1n operation, the most
appropriate thermal profile settings may be determined. A
passive mechanism for assuring that the dampers are consis-
tently positioned 1s described below.

In another embodiment, the module configuration 1s then
mapped during the manufacturing process to a specific node
profile identification, which 1s then associated with a match-
ing label or part number, which may be printed and applied to
the module. The thermal profile settings that were predeter-
mined, for example using the foregoing test method, are
retrieved from memory in association with the node profile
identification or part number.

During assembly of a computer system, such as a full rack
of various types and configurations of modules, the label
printed on the top cover of each compute module or planar
tray will define the correct thermal profile to be used for that
module. If two compute modules are installed, they prefer-
ably have the same configuration so that the thermal profile
setting for one of the compute modules are used for either or
both of the compute modules.

Also during assembly of the computer system, the node
profile 1dentification code 1s used 1n order to program the
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thermal profile settings into the baseboard management con-
troller (BMC). Preferably, a bootable software utility 1s
loaded to query the user to input the node profile identification
codes to be used for each compute module being installed 1n
the system. This software utility converts each node profile
identification code 1mnto a series of OEM IPMI command

codes that are then sent to be stored 1n the BMC. Every time
the compute module begins to boot up, the BMC will send this
series ol pre-defined codes to the fan controller over the
PMBus and the fan controller will retain these values 1n
non-volatile memory. The command codes preferably pro-
vide the entire content of the thermal profile settings.

Another embodiment of the present invention provides a
method of controlling the fan assembly using predetermined
thermal profile codes and settings. The method comprises
installing a plurality of modules into a chassis having a fan
controller and fan assembly disposed in a distal end of the
chassis for drawing air in parallel pathways through the plu-
rality of modules. At least one of the plurality of modules
installed 1n the chassis 1s a compute module, wherein each
compute module includes a processor mounted on a mother-
board and a thermal sensor disposed to sense the temperature
of air flowing across the processor. The method further com-
prises providing a thermal profile identification code to the
fan controller. The fan controller operates using a predeter-
mined thermal profile stored in memory 1n association with
the thermal profile 1dentification code, wherein the predeter-
mined thermal profile settings includes control loop feedback
settings. The plurality of modules 1s operated under a varying
workload resulting 1n the generation of heat. The temperature
of air downstream of the processor 1s sensed and the speed of
the fan assembly 1s controlled as a function of the sensed
temperature and the control loop feedback settings of the
plurality of modules installed in chassis.
An Exemplary Apparatus Having an Optional Damper
Assembly

In one non-limiting example, the previously described
embodiments may be implemented 1n the context of an appa-
ratus comprising a chassis having a proximal end that pro-
vides access to a plurality of module bays. One or more
modules are each recerved 1n one of the module bays, wherein
cach module has at least one damper actuator distally extend-
ing from a distal end of the module. A fan assembly including
a plurality of fans 1s secured in a distal end of the chassis.
Between the module bays and the fan assembly 1s a plurality
of air flow dampers, wherein each air flow damper 1s aligned
with one module bay to control air tlow through the aligned
module bay. Fach damper closes in the absence of contact
with one of the damper actuators and opens 1n response to
contact with at least one of the damper actuators. When a
damper 1s contacted by a damper actuator as a result of one of
the modules being recerved in one of the module bays, then
the damper opens to a variable extent determined by the
profile of the damper actuator that 1s contacting the damper.

The one or more modules of the apparatus may include first
and second modules, wherein the first module has a damper
actuator having a first profile aligned with a first damper and
the second module has a damper actuator having a second
profile aligned with a second damper. Optionally, the first
module may have a thermal load that 1s greater than a thermal
load of the second module, and the first damper actuator
profile opens the first damper to a greater extent than the
second damper actuator profile opens the second damper.
Preferably, the air flow caused by the fan assembly 1s distrib-
uted between the first and second modules 1n proportion to the
extent that the first and second dampers are open.
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The fan assembly preferably includes a plurality of fans
directed to draw air flow through the modules that have been
received 1n the chassis and exhaust the air out the back (distal
end) of the chassis. In a 2U chassis, each fan preferably has a
housing that spans the width of both modules. Accordingly,
the plurality of fans 1s arranged across the longer dimension
of the chassis” back end.

In a further option, the dampers are pivotally secured to a
frame. Such a frame 1s suitably about the same dimensions as
the fan assembly 1ntake. Accordingly, substantially all of the
air flow induced by the fans 1s directly through the dampers.
The air flow dampers are preferably biased toward a closed
position, so that the dampers immediately close upon removal
of a module from a module bay. In an exemplary configura-
tion, each air flow damper may include a pair of damper
blades that p1vot apart upon inserting a damper actuator there
between. Optionally, each damper blade may include a ramp
positioned for contact with one of the damper actuators, such
that the blades are opened even wider to allow greater air flow
there through.

The damper actuators are constructed with a profile that, in
cooperation with a known damper configuration, determines
the extent to which the dampers will be opened. Accordingly,
a module with a high thermal load will be constructed with a
damper actuator that opens the dampers to a greater extent
than will the damper actuators of a module with alow thermal
load. For example, a compute module having a motherboard
would be expected to produce a high thermal load and an
expansion module having a set of disk drives would be
expected to produce a low thermal load. In one embodiment,
cach module has two damper actuators spaced apart at the
distal end of the module. The damper actuators for each
module should be fixedly spaced relative to the module bay,
so that inserting a module 1into the module bay will inherently
align the damper actuator(s) of that module with the desired
point on the dampers.

The apparatus may also include a protective grill disposed
between the air flow dampers and the plurality of bays. The
protective grill allows the passage of air without restriction,
but prevents accidental contact of objects or fingers with the
operating fans. Optionally, the protective grill may include
passages to allow the damper actuators to engage the damp-
ers. In a preferred embodiment, the protective grill 1s secured
directly to the frame. Still turther, the fan assembly, air flow
dampers and protective grill may be secured together 1n a
unitary fan pack.

A chassis may include any number of module bays, but the
chassis preferably has two, three or four module bays.
Optionally, the rack may receive a plurality of chassis with a
different number of module bays, such as a rack receiving at
least one chassis with two module bays (a 2U chassis) and at
least one chassis with three module bays (a 3U chassis). The
s1ze ol the chassis bays may be selectively configurable to
receive any of the available chassis, such as by adjusting the
clevation of a horizontal rail secured to a pair of vertical
supports on either side of the chassis bays. The horizontal
rails preferably run from front to back and provide support
and alignment of the chassis into the rack.

The size of the chassis 1s selected on the basis of the
number and type of modules that will be 1nstalled within the
chassis. For example, a 2U chassis may include either two
compute modules or one compute module and one expansion
module. However, 1t 1s preferable that any chassis include at
least one compute module and that the components 1n any
expansion module will mterface directly with a compute
module within the same chassis, such as through an interface
to a system bus or peripheral bus. These interconnections
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between modules are preferably made prior to installing the
modules into a chassis. Each compute module should have an
input/output panel on the front side of the module, wherein

the input/output panel includes at least one input/output port
for recerving a network cable.

DISCUSSION OF THE EMBODIMENT SHOWN
IN THE DRAWINGS

FIG. 1 1s a perspective view of a rack 10 receiving a first
chassis 32 into a chassis bay 36 1n the left hand column 16 of
the rack 10 and a second chassis 34 1into a chassis bay 38 in the
right hand column 18 of the rack 10. The two chassis 32, 34
are receirved and supported on horizontal rails 40 that are
spaced to accommodate the 2U chassis 32 and the 2U chassis
34. The vertical spacing between rails 40 1s preferably adjust-
able to accommodate any combination of chassis having the
same or different size.

Furthermore, the first 2U chassis 32 is receiving two 1U
compute modules 46 and the second 2U chassis 34 is receiv-
ing a 1U compute module 46 and a 1U expansion module 44
including a bank of four disk drives. The 2U chassis 32
receives the two compute modules 46 independent of the
other.

To the night of each column 16, 18 there are a plurality of
network switch bays 50 that are suitable to receive a plurality
ol network switches (not shown). Having the network switch
bays 50 located along the edge of the chassis bays 36, 38
tacilitates network cable connections between compute mod-
ules and a network switch that are short, avoid interfering
with access to adjacent modules, and allow the connections to
be made from the front side 12 of the rack.

Furthermore, the lower leit side rail 40 of each chassis bay
36, 38 secures an AC power cord connector 48 arranged 1n
order to blind dock with a chassis power supply. As shown,
the cord connector 48 1s aligned with a mating connector on
the power supply (See power supply 52 in FIG. 2) so that
complete 1msertion of the chassis 32, 34 into the respective
chassis bay 36, 38 completes the connection and supplies
power to the respective power supply. No access from the
back of the rack 10 1s necessary to complete this connection.
Furthermore, the damper actuators 55 extending distally from
the distal end of each module 46, 44 may be considered to
blind dock with the air flow dampers (not shown) that control
air flow through the respective modules 46, 44.

FIG. 2 1s a perspective view of the first chassis 32 receiving
the two compute modules 46. The 2U chassis 32 includes a
power supply 52 having two front-facing connectors 54 for
direct blind docking with mating connectors 36 (See FIG. 3A)
on the compute modules 46. The 2U chassis 32 also includes
an assembly or pack 60 of four fans 58 secured along the back
of the chassis 32. The fan assembly 60 1s shown with an air
intake grill 62. Although the number of fans may vary, the 2U
chassis 32 can accommodate larger diameter fans than a 1U
module. Accordingly, the chassis 32 provides fewer, but
larger tans that provide an air flow that 1s suitable to cool the
module components while making more efficient use of elec-
tricity. Optionally, a 3U chassis might have only three or four
fans of an even greater diameter.

The two compute modules 46 are preferably independently
aligned and inserted 1nto the chassis 32. Optionally, a single
compute module may be nstalled or two compute modules
may be installed separately as needed. In the embodiment
shown, each individual compute module 46 includes an input/
output panel 70 and a PCI slot 72. Furthermore, the mput/
output panel 70 includes standard network connectors, such
as Fthernet connectors 82, which can be used to connect the
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compute module to a network switch (not shown) using an
Ethernet cable. For purposes of this disclosure 1t 1s assumed
that each compute module 1s similarly equipped although the
number and types of components may vary.

Upon insertion into the chassis 32, the compute modules 46
are guided rearward along the side walls 84 of the chassis 32
until a rearward facing power connector 56 on each the two
compute modules 46 has blind docked with one of the two
front-facing connectors 54 on the power supply 52. The ver-
tical spacing of the front-facing connectors 34 and the rear-
ward-facing connector 56 1s the same to facilitate their con-
nection. Accordingly, the components within each compute
module are supplied with power. Preferably, the fan assembly
60 1s directly powered and controlled by the power supply 52
which gets thermal sensor data from sensors within the chas-
s1s and/or from the compute module 1tself. The distal end of
cach module 46 also 1includes a pair of damper actuators 535
extending distally 1in alignment with slots 63 formed 1n the
protective grill 62. The operation of the damper actuators 1s
discussed 1n greater detail below.

FIG. 3A 1s a perspective view of two compute modules 46,
wherein the upper module has its top cover 47 opened for
illustration. The module 46 includes a tray 64, a rearward
facing power connector 56, a motherboard 66, and a hard disk
drive 68. The motherboard 66 1s preferably an industry stan-
dard motherboard, including a processor 74, a plurality of
memory modules 71, a riser card 73 and a PCI card 80. Other
components that are necessary or beneficial to the operation
ol the motherboard 66 are not necessarily shown, but it should
be understood that such other components will be present on
a functioning motherboard. Cable connections from the rear-
ward-facing power connector 56 to the motherboard 66 and
the hard disk drive 68 are also provided.

FIG. 3B 15 a side view of a damper actuator 535 extending,
from a module 46. The damper actuators 55 preferably extend
distally from parallel sides of the module 46. In this position,
the actuators 55 do not interfere with air flow or cabling
between modules and are easily inserted through slots 1n the
orill. The damper actuators should be rigid 1n order to push
open dampers as the module 1s received in a chassis. The
damper actuators 35 of any given module 46 have a profile
that determines how the actuator will engage and operate a
damper. As shown 1n FIG. 3B, the profile of damper actuator
53 1s substantially rectangular, as defined by a width W and a
length L. with rounded corners. However, the profile could
also be curved or form part of a polygon. While the actuators
55 are preferably formed in generally parallel planes as
defined by the sidewalls of the module 46, 1t should be rec-
ognized that the actuators may lie 1n other planes or be non-
planar geometrical shapes.

FI1G. 4 1s a perspective view of a 2U computer subassembly
90 including a single compute module 46 and a first expan-
sion module 92 secured above the compute module. The
different configurations and components within these mod-
ules give them different thermal loads. An exemplary com-
pute module 46 was described 1n relation to FIG. 3A. In FIG.
4, the first expansion module 92 has si1x small form factor hard
disk drive bays 94 and two PCI slots 96. A rearward-facing
power connector 98 1s disposed on the expansion module tray
100 to directly blind dock with a power supply connector 54
(See FIG. 2) and provide power to each of the hard disk drive
bays 94. One or more openings 1n the expansion module tray
100 allow one or more communication cable to extend
between components 1nstalled 1n the expansion module 92
and the motherboard 66 in the compute module 46 that lies
beneath the expansion module. Accordingly, 1t 1s preferably,
but not absolutely necessarily, for the compute module and
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expansion module to be mechanically coupled to aid 1n their
coordinated insertion into a chassis. Such mechanical cou-
pling may include the use of any conventional fastener or
fastening system, but is preferably simple and quick to couple
and uncouple. For example, the mechanical coupling may be
a simple set of tabs or hinge pins on one module that 1s aligned
to be recerved 1n a slot 1 an adjacent module so that two
modules will not slide relative to one another, but may be
casily separated outside a chassis by lifting or rotating one
module relative to the other. Both the expansion module 90
and the compute module 46 1n FIG. 4 may then be installed 1n
the same 2U chassis, such as the chassis 32 of FIG. 2.

FIG. 5 1s a perspective view ol a 2U computer subassembly
including a single compute module 46 and a second expan-
sion module 102 secured to the compute module. The com-
pute module 46, the expansion module 92 of FIG. 4, and the
expansion module 102 of FIG. 5 each have different compo-
nents resulting in different thermal loads. In particular, the
second expansion module 102 includes four 3.5 inch hard
disk drive bays 95 and no PCI slots.

FIG. 6 1s a perspective view ol a 2U chassis 32 having
received two 1dentical compute modules 46. At the distal end
of the chassis 32, the fan assembly 60 1s shown, wherein the
chassis rear access cover has been removed for 1llustration.

FIG. 7 1s a perspective view of the fan assembly 60 for use
in the 2U chassis 32 of FIG. 6. The fan assembly 60 includes
four fans 58 oriented to draw air through the protective intake
or1ll 62 and exhaust air distally (as shown by the arrows). The
protective grill 62 1s secured to the fans 38 by a frame 110.
The frame 110 pivotally secures individual damper blades
(Shown 1n FIGS. 8A-B, 9A-B, and 10A-C) (shown 1in an open
position) that provide a damper aligned with each bay of the
chassis 32. Furthermore, the grill 62 includes two damper
actuator slots 63 to align with the damper actuators of an
upper module and two damper actuator slots 63 to align with
the damper actuators of a lower module. Accordingly, the
dampers are protected by the grill, but operable by damper
actuators that extend into the slots.

FIGS. 8A and 8B provide a cross-sectional side view
(taken along the section line 8A) and a perspective view
(taken along the section line 8B) of the fan assembly 60 of
FIG. 7, with the air flow dampers closed. FIG. 8A 1s a shows
a first damper 112 and a second damper 114 each including
upper and lower damper blades 116 that pivot about an axle or
pivot pin 118. Each pivot pin 118 1s recerved within a mating
hole or bearing 120 1n the frame 110. Accordingly, a p1vot pin
118 at each end of a damper blade 112 1s pivotally secured.
Furthermore, each damper blade may be further pivotally
supported along the length of the damper blade.

A coil spring 122 1s disposed about the pivot pin 118 and
having a first end biased against a shoulder 124 and a second
end biased against the damper blade, such that the damper
blade 1s biased toward a closed position (as shown). Option-
ally, the frame or grill may further include a second shoulder
or surface 126 to stop the damper blade 1n a vertical position
when closed.

FIG. 8B 1s perspective view of the fan assembly 60 taken
along the section line 8B in FIG. 7, so that the grill 62 has been
removed to further 1llustrate the dampers 112, 114. As shown
in FIG. 8B, both dampers 112, 114 are closed, because no
damper actuator has made contact with the damper blades
(See corresponding FIG. 8A).

FIGS. 9A and 9B provide a cross-sectional side view and a
perspective view of the fan assembly 60 of FIG. 7, with the
upper air tlow damper 112 partially opened and the lower air
flow damper 114 closed. The upper air tlow damper 112 1s
open because a compute module 46 has been recerved into the




US 7,948,196 B2

11

chassis bay, resulting 1n the damper actuator 55 extending
through the slot 63 and into contact with the upper pair of
damper blades 116. Accordingly, the air flow damper actuator
55 pushes the damper blades open against the biasing force of
the springs to an extent directly related to the profile, such as
the width and length of the damper actuator. The damper
blades will remain 1n this position until the damper actuator 1s
removed from contact with the damper blades.

FI1G. 9B 1s perspective view of the fan assembly 60 with the
damper blades 1n a position corresponding to FIG. 9A. The
upper damper 112 1s now open and the lower damper 114
remains closed. As a result, air flow induced by operation of
the fans will be directly primarily through the upper module
46, rather than allowing large volumes of air to bypass or
short-circuit the upper module 46 and flow through the empty
lower bay of the chassis.

FIGS.10A and 10B provide a cross-sectional side view and
a perspective view of the fan assembly 60 of FIG. 7, with both
the upper air flow damper 112 and the lower air flow damper
114 open. The lower air flow damper 114 1s opened in the
same manner as the upper air flow damper 112 was opened as
discussed 1n relation to FIG. 9A, because the lower bay has
receiving a computer module 46. However, the upper air tlow
damper 112 1s opened to a lesser extent, because it has
received expansion module 92 (See FIG. 4). Because the
expansion module 92 produces a lower thermal load, this
module 92 has a damper actuator 57 with a smaller effective
profile than damper actuator 535 (for example, a smaller width,
smaller length, or both smaller width and length) so that the
damper 1s opened to a lesser extent. It 1s apparent that these air
flow dampers 112, 114 are independently operated (opened
and closed) depending upon the presence of a module 1n the
bay that 1s aligned with the damper. It should be recognized
that still other modules, such as an expansion module 102,
having a different damper actuator profile will open a corre-
sponding damper to a greater or lesser extent 1n accordance
with the thermal profile of that module.

FIG. 10C provides a cross-sectional side view of the fan
assembly 60 of FIG. 10A, wherein each of the individual
damper blades 116 include aramp 117 contacting the damper
actuator 55, 57 of the aligned module 46, 92. The ramp 117
does not affect the overall operation of a damper blade, but
causes the damper blade 116 to move further out of the air
flow pathway for any given damper actuator profile. Accord-
ingly, the same damper actuators 55, 57, are used 1n FIGS.
10A and 10C, but the dampers 112, 114 1 FIG. 10C have
opened wider. This may be advantageous in order to allow the
dampers to produce a minimum amount of air flow resistance
when desired, such as when a compute module 1s installed.

FIG. 11A 1s a perspective view of the compute module 46
including an air temperature 1solation duct, implemented here
as ahotair duct 75. The hot air duct 75 has a generally uniform
cross-sectional shape in the form of a rectangular conduit that
extends from an inlet end 1n downstream alignment with the
processor 74 to an outlet end along the downstream edge of
the circuit board 66. As shown, the hot air duct 75 extends
through a heat exchanger so that the air within the hot air duct
75 1s prevented from mixing with air that 1s further heated by
the heat exchanger. Furthermore, the hot air duct 75 directs
the air heated by the processor 74 to a thermal sensor (ther-
mistor) 76 that may be disposed within, or 1n direct alignment
with, the hot air duct 75. If the processor 74 has a heat
exchanger mounted thereon, the hot air duct 75 may have 1ts
single mlet disposed to recerve substantially only air that 1s
flowing between the heat sink fins. Accordingly, the hot air
duct will preferably not extend above the processor heat sink
Optionally, the hot air duct 75 may be secured to the heat
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exchanger, although the duct preferably has a low thermal
conductivity to minimize any heat transfer between the heat
exchanger and the air within the duct 75. Alternatively, the
duct 75 may be secured directly to the circuit board, such as
using push tabs.

The first thermal sensor 76 1s 1n electronic communication
with a fan controller and sends an electronic output (tempera-
ture signal) to the fan controller. The controller may utilize the
temperature signal in a control algorithm to adjust the speed
of the fans 38 so that the temperature sensed by the first
thermal sensor 76 1s controlled. For example, the temperature
may be controlled at a setpoint temperature or between mini-
mum and maximum temperatures of an operating range.

The embodiment of system 32 shown in FIG. 11 A includes
an optional second temperature 1solation duct, implemented
as an ambient air duct 77 secured to the circuit board. The
ambient air duct 77 has an inlet end positioned upstream of
heat-generating components and an outlet end near the down-
stream edge of the circuit board 66. Accordingly, the ambient
air duct 77 draws 1n air that 1s at ambient temperature and
transiers the air through the duct to a second thermal sensor
78 within, or in direct alignment with, the ambient air duct 77.
The ambient air duct provides the second thermal sensor 78
with ambient air that has not mixed with heated air with the
chassis. As a result, the temperature measured by the second
thermal sensor 1s representative of the temperature of ambient
air that 1s being used to cool the system. The second thermal
sensor 78 1s preferably also in communication with the fan
controller, such that the controller may utilize the ambient
temperature signal 1n the control algorithm or system diag-
nostics. For example, the ambient temperature provides the
ability to determine whether temperature changes (such as at
point 76) are attributable solely to a rising processor tempera-
ture or to a rise 1 the ambient air temperature entering
through the front 20 of the chassis 32.

It should be recognized that the system may include any
number of hot air ducts, ambient air ducts, or combinations
thereof. However, 1t 1s important to understand that the tem-
perature 1solation ducts are not used for the purpose of direct-
ing cooling air to a hot component. Furthermore, the air
passing through the temperature 1solation ducts 1s intention-
ally designed and positioned to 1solate that air from further
temperature changes until the temperature has been measured
by a downstream thermal sensor. Accordingly, the tempera-
ture 1solation ducts preferably has a small cross-section, such
as 2 ich by %2 inch, so that there 1s no significant loss,
bypassing or isolation of cooling air. Although 1t 1s not impor-
tant that air flow through the temperature 1solation ducts at the
same exact velocity as the air in the chassis generally, the
ducts should not be so small 1n cross-section that the air
experiences significant resistance to flow. An aspect ratio 1s
the magnitude of length 1n relation to the magnitude of wadth.
For example, a square duct having a uniform cross-section
along 1ts entire length may be 4 inches long and have % inch
width 1n two dimensions. Therefore, the aspect ratio of the
duct 1s 8 (4 inches % inch).

In this embodiment, the fan controller 1s physically located
within the same housing as the power supply 52. Having a fan
controller that 1s separate from the motherboard allows the
fan control algorithm to operate independently of any control
mechanism embedded 1n the motherboard, thus avoiding any
need to modily associated soltware parameters. This 1s dis-
cussed further 1n relation to FIG. 12.

FIGS. 11B and 11C are schematic side views of a ther-
mistor 76 in communication with an air duct 75. In FIG. 11B,
the thermistor 76 1s 1n axial alignment with the air duct 75
such that the air flows directly against and around the body of
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the thermistor. In FIG. 11C, the air duct 75 has a hole 79 in the
bottom near the outlet end that allows the thermistor 76 to
extend into the duct. Accordingly, air within the duct flows
around the thermistor 76 and the duct tends to prevent the
thermistor from being exposed to mixed air temperatures.

FIG. 12 15 a schematic diagram of a system 130 for oper-
ating a shared fan assembly 60. The system 130 shows a
power supply 52 having two connectors 54 for coupling with
connectors 56 on each of two compute modules 46. Alterna-
tively, the upper module 46 could be replaced with an expan-
sion module (for example, see expansion module 92 of FIG.
4 and expansion module 102 of FIG. §).

The power supply 52 provides electrical power to a power
paddle card 132 in each of the two modules 46. Each power
paddle card 132 then transmits electrical power to the moth-
erboard 66 or other components of the module, typically via
a cable 134. In each compute module 46, a thermal sensor 76,
such as a thermistor, has 1ts output coupled to the power
paddle card 132 for communication through the connectors
56, 54 to a fan controller, preferably disposed 1n a common
housing with the power supply 52. The fan controller may be
part ol a controller 140 that controls both the power manage-
ment bus (PMBus) 142 and the fans 60. The power manage-
ment bus 142 1s preferably extended to both modules 46, but
only the lower motherboard 66 has a power management bus
cable 144 for extending the bus to the motherboard 46.
Accordingly, the baseboard management controller (BMC)
150 of the lower motherboard 66 can communicate with the
fan controller 140 over the power management bus 142 and
cable 144. The BMC 150 of both motherboards 66 will store
codes associated with 1ts thermal profile settings. As previ-
ously described, the codes are provided to the BMC by a
software utility that collects a thermal profile 1dentification
code for that compute module. The BMC 150 stores the codes
in associated memory 152 along with other vital product data.
Upon system startup, the lower motherboard BMC 150 sends
the codes over the PMBus to the fan controller 140, which
may also be able to store the codes 1n associated memory 146
along with other vital product data. As a result, the fan con-
troller 140 has the appropriate thermal profile settings, such
as a mimmum fan speed, maximum fan speed, and control
loop feedback settings, optimized for control of the modules
that are actually installed in the chassis. The fan controller

uses these thermal profile settings, along with the output of

the chassis thermal sensors 76 to control the speed of the
common fan assembly 60 that provides airflow through the
entire chassis. Although the fan control algorithm could pro-
vide individual fans with different speeds, it will be more
likely that each fan 1n the fan assembly will be controlled at
the same speed. Notice that the BMC 150 of the upper moth-
erboard will also attempt to provide the codes to fan controller
140. However, since there 1s no direct connection path for this
information, it will not be transmitted. This mechanism 1s
implemented 1n order to keep the operation of the lower and
upper motherboards uniform.

The terminology used herein 1s for the purpose of describ-
ing particular embodiments only and 1s not intended to be
limiting of the invention. As used herein, the singular forms
“a”, “an” and “the” are intended to include the plural forms as
well, unless the context clearly indicates otherwise. It will be
turther understood that the terms “comprises” and/or “com-
prising,” when used 1n this specification, specity the presence
of stated features, integers, steps, operations, elements, com-
ponents and/or groups, but do not preclude the presence or
addition of one or more other features, integers, steps, opera-
tions, elements, components, and/or groups thereof. The
terms ‘‘preferably,” “preferred,” “‘prefer,” “optionally,”
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“may,” and similar terms are used to indicate that an item,
condition or step being referred to 1s an optional (not
required) feature of the invention.

The corresponding structures, materials, acts, and equiva-
lents of all means or steps plus function elements 1n the claims
below are intended to include any structure, material, or act
for performing the function in combination with other
claimed elements as specifically claimed. The description of
the present mvention has been presented for purposes of
illustration and description, but 1t not intended to be exhaus-
tive or limited to the invention in the form disclosed. Many
modifications and variations will be apparent to those of
ordinary skill in the art without departing from the scope and
spirit of the invention. The embodiment was chosen and
described in order to best explain the principles of the mven-
tion and the practical application, and to enable others of
ordinary skill 1n the art to understand the invention for various

embodiments with various modifications as are suited to the
particular use contemplated.

What 1s claimed 1s:

1. A system, comprising:

a chassis including a plurality of modules and a fan assem-
bly disposed 1n a distal end of the chassis for drawing air
in parallel pathways through the plurality of modules,
wherein at least one of the plurality of modules 1s a
compute module, each compute module including a pro-
cessor mounted on a motherboard and a thermal sensor
disposed to sense the temperature of air flowing across
the processor, wherein the thermal sensor provides an
output signal that varies according to the temperature;
and

a fan controller receiving output from the thermal sensor of
cach compute module, wherein the fan controller oper-
ates the fan assembly to cool the plurality of modules
and maintain the thermal sensor output within an oper-
ating temperature range, and wherein the fan controller
controls the fan speed according to predetermined ther-
mal profile settings associated with one of the compute
modules recetved 1n the chassis, wherein the predeter-
mined thermal profile settings include a minimum fan
speed, a maximum fan speed, and control loop feedback
settings.

2. The system of claim 1, wherein the chassis further com-
prises a shared power supply providing electricity to the fan
assembly and each module received within the chassis.

3. The system of claim 2, wherein each module includes a
power paddle card for selective coupling to the power supply.

4. The system of claim 3, wherein the thermal sensor of
cach compute module 1s electronically coupled to the power
paddle card, and wherein the fan controller 1s electronically
coupled to the power card.

5. The system of claim 4, wherein the fan controller 1s
disposed within a common housing with the power supply.

6. The system of claim 1, wherein each compute module
further includes a baseboard management controller capable
of electronic communication with the fan controller.

7. The system of claim 6, wherein the baseboard manage-
ment controller communicates with the fan controller through
a power paddle card.

8. The system of claim 6, wherein the baseboard manage-
ment controller stores thermal profile settings for the plurality
of modules recerved 1n the chassis.

9. The system of claim 8, wherein the baseboard manage-
ment controller communicates the thermal profile settings to
the fan controller.
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10. The system of claim 9, wherein the thermal profile
settings are stored by the baseboard management controller
and sent to the fan controller as power management bus
codes.

11. The system of claim 9, wherein the chassis includes a
plurality of module bays, wherein only one of the module
bays has a power management bus connection to extend the
power management bus of a compute module motherboard

into communication with the fan controller.

12. The system of claim 1, wherein the at least one compute
module has a baseboard management controller, and wherein
the compute module communicates with the fan controller

over a power management bus.

13. The system of claim 1, wherein the plurality of modules
includes only one compute module, and wherein the fan con-
troller operates the fan assembly to control the processor
temperature of the compute module as sensed by the thermal
SENsor.

14. The system of claim 1, wherein the plurality of modules
includes two compute modules, the fan controller receives

output from the thermal sensor of each of the two compute
modules, and the fan controller operates the fan assembly to
control the processor temperature of the compute module
having the thermal sensor with the highest temperature.
15. The system of claim 1, wherein the thermal sensor 1s
coupled to a heatsink on the compute module motherboard.
16. The system of claim 1, wherein the chassis 1s a 2U
chassis, the fan assembly includes a plurality of 2U fans, and
the two or more modules are 1U modules.
17. A method comprising:
installing a plurality of modules into a chassis having a fan
controller and fan assembly disposed 1n a distal end of
the chassis for drawing air 1n parallel pathways through
the plurality of modules, wherein at least one of the
plurality of modules 1s a compute module, each compute
module 1ncluding a processor mounted on a mother-
board and a thermal sensor disposed to sense the tem-
perature of air flowing across the processor;
providing thermal profile settings to the fan controller from
one of the compute modules 1nstalled 1n the chassis;
operating the fan controller using the predetermined ther-
mal profile settings, wherein the predetermined thermal
profile settings include control loop feedback settings;
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operating the plurality of modules under a varying work-

load:;

sensing the temperature of air downstream of the proces-

sor; and

controlling the speed of the fan assembly as a function of

the sensed temperature and the control loop feedback
settings of the plurality of modules installed 1n chassis.

18. The method of claim 17, wherein the plurality of
installed modules includes two compute modules, the method
turther comprising:

sensing the temperature of air downstream of the processor

in each of the two compute modules;

determiming which of sensed temperatures 1s greater; and

controlling the speed of the fan assembly as a function of

the greater sensed temperature.

19. The method of claim 17, wherein the thermal profile
settings are provided to the fan controller from a baseboard
management controller on the compute module.

20. The method of claim 19, further comprising:

storing the thermal profile settings for each of the 1nstalled

compute modules within memory accessible to the base-
board management controller.

21. The method of claim 19, further comprising:

sending the thermal profile settings to the fan controller as

PMBus codes.

22. The method of claim 21, wherein the chassis includes a
plurality of module bays, wherein only one of the module
bays has a power management bus connection to extend the
power management bus of a compute module motherboard
into communication with the fan controller.

23. The system of claim 17, wherein the chassis 1s a 2U
chassis, the fan assembly 1includes a plurality of 2U fans, and
the plurality of modules are each 1U modules.

24. The method of claim 17, wherein the step of controlling
the speed of the fan assembly includes maintaining the tem-
perature within an operating range.

25. The method of claim 17, further comprising:

incrementally varying the fan speed between a minimum

fan speed and a maximum fan speed.
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