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COORDINATED REBOOT MECHANISM
REDUCING SERVICE DISRUPTION IN
NETWORK ENVIRONMENT

CROSS-REFERENCE TO RELATED
APPLICATION

This application 1s a continuation of U.S. application Ser.

No. 11/556,939 filed Nov. 6, 2006 and entitled “Coordinated

Reboot Mechanism Reducing Service Disruption in Network
Environments™.

TECHNICAL FIELD

This disclosure relates generally to network management
systems.

BACKGROUND

Market adoption of wireless LAN (WLAN) technology
has exploded, as users from a wide range of backgrounds and
vertical industries have brought this technology into their
homes, oflices, and increasingly into the public air space. This
inflection point has highlighted not only the limitations of
carlier-generation systems, but also the changing role that
WLAN technology now plays in people’s work and lifestyles
across the globe. Indeed, WL ANSs are rapidly changing from
convenience networks to business-critical networks. Increas-
ingly users are depending on WLANSs to improve the timeli-
ness and productivity of theirr communications and applica-
tions, and in doing so, require greater visibility, security,
management, and performance from their network. A prob-
lem with wireless networks 1s that upgrades to wireless net-
work elements may cause wireless service iterruptions.

DESCRIPTION OF THE DRAWINGS

FIG. 1A illustrates example components 1n a wireless local
area network (WLAN) system,

FIG. 1B 1llustrates an example hierarchical wireless net-
work including a central controller.

FIG. 1C 1llustrates an example hardware system, which
may be used to implement a central controller.

FI1G. 2 illustrates an example hardware system, which may
be used to implement a network management server.

FI1G. 3 illustrates an example hardware system, which may
be used to implement a wireless access point.

FIG. 4 illustrates an example network environment in
which mobility groups may be updated.

FIG. 5 illustrates an example method implemented at a
network management server.

FIG. 6 1llustrates another example method implemented at
a network management server.

DESCRIPTION OF EXAMPLE EMBODIMENTS

A. Overview

Particular embodiments of the present invention facilitate
configuration and/or 1image updates to one or more network
clements while reducing service disruptions. In one particular
implementation, when a network management server updates
central controllers of a mobility group, the network manage-
ment server downloads an updated image to each of the cen-
tral controllers and may effectuate 1nstallation of the updated
image upon rebooting. However, in one implementation,
betfore rebooting, the wireless access points connected to the
central controller first migrate from the central controller to
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2

an alternate central controller. After a sufficient number of
wireless access points have successiully migrated, the central
controller may then reboot to effectuate the updated image. In
one implementation, the central controller may also perform
configuration updates upon rebooting. The wireless access
points may then migrate back to the central controller.
Accordingly, wireless clients maintain their connectivity dur-
ing the upgrade/reboot process, since wireless access points
maintain their connectivity to the rest of the network infra-
structure with which the wireless clients are communicating.
B. Example Wireless Network System Architecture

B.1. Network Topology

FIG. 1A illustrates example components 1n a wireless local
area network (WLAN) system. In a specific embodiment of
the present invention, the system includes a network manage-
ment server 20, a location server 22, routers 32a and 325,
central controllers 42a and 425, local area networks (LANSs)
30a and 306, and wireless access points 50a, 5056, 50¢, 504,
50¢, 507, and 50g. LANs 30q and 305 may be implemented by
switches (or arrays of switches) and/or other network devices,
such as bridges.

As FIG. 1A 1illustrates, these network elements are oper-
ably connected to a network 352. Network 52, 1n one imple-
mentation, generally refers to a computer network, such as a
LAN, a WAN, etc., that includes one or more intermediate
network devices (e.g., routers, switches, etc.), which allow for
the transmission of messages between Network management
server 20 and wireless clients via wireless access points 50.
Of course, network 52 can include a variety of network seg-
ments, transmission technologies and components, such as
terrestrial WAN links, satellite links, optical fiber links, and
cellular links. Network 52 could also be a campus LAN.
[LLANs 30a and 305 may be LANs, LAN segments 1mple-
mented by Ethernet switches (not shown), or arrays of
switches having multiple ports to which wireless access
points 50 are connected. The wireless access points 50 are
typically connected to switch ports via Ethernet links; how-
ever, other link layer connection protocols or communication
means can be employed. FIG. 1A illustrates one possible
network environment 1n which the invention may operate;
however, other implementations are possible. For example,
although Network management server 20 1s illustrated as
being on a different LAN or LAN segment, 1t may be co-
located with wireless access points 50.

The wireless access points 50 are operative to wirelessly
communicate with remote wireless client devices 60a, 605,
60c, and 60d. In one implementation, the wireless access
points 50 implement the wireless network protocol specified
in the IEEE 802.11 WLAN specification; of course, other
wireless network protocols may be used. The wireless access
points 50 may be autonomous or so-called “fat” wireless
access points, or light-weight wireless access points operat-
ing in connection with a wireless switch (see FIG. 1B). In
addition, the network infrastructure may also include a Wire-
less LAN Solution Engine (WLSE) offered by Cisco Sys-
tems, Inc. of San Jose, Calil. or another wireless network
management system. In some implementations, the network
infrastructure may also include one or more Wireless Control
System (WCS) nodes operative to manage one or more wire-
less switches and access points.

B.2. Central Controller

FIG. 1B 1llustrates an example hierarchical wireless net-
work including a central controller 42 according to one imple-
mentation of the present invention. In one implementation,
the central controller 42 may be implemented as a wireless
domain server (WDS) or, alternatively, as a wireless switch. If
the central controller 42 1s implemented with a WDS, the
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central controller 42 1s operative to communicate with
autonomous or so-called “fat” wireless access points. If the
central controller 42 1s implemented as a wireless switch, the
central controller 42 1s operative to communicate with light-
welght wireless access points and process wireless protocol
and network management information. As FIG. 1B 1llus-
trates, a central controller 42 may be directly connected to one
or more access points 30. Alternatively, a central controller 43
may be operably connected to one or more access points over
a switched and/or routed network environment, as FIG. 1A
illustrates.

FIG. 1C illustrates an example hardware system 100,
which may be used to implement a central controller 42. As
FIG. 1C shows, in one implementation, the central control
clements each comprise a switch function or fabric 102 com-
prising a network interface 104a (e.g., an Ethernet adapter)
for connection to network 52 and network interfaces 1045,
104¢, and 1044 for connection to wireless access points. This
switch fTunction or fabric 1s implemented to facilitate connec-
tion to the access elements. Central controller 42, 1n one
implementation, further comprises a processor 106, a
memory 108, one or more software modules stored in
memory 108, including 1nstructions for performing the func-
tions described herein, and a system bus 110 operably con-
necting these components. The central control elements may
optionally include an administrative network interface 112
allowing for administrative access for such purposes as con-
figuration and diagnostic access. In other implementations,
central controller 42 includes a single network interface.

B.3. Network Management Server

FI1G. 2 1llustrates an example hardware system 200, which
may be used to implement a network management server 20.
In one implementation, hardware system 200 comprises a
processor 202, a cache memory 204, and one or more soft-
ware applications and drivers directed to the functions
described herein. Additionally, hardware system 200 includes
a high performance input/output (1/0) bus 206 and a standard
I/0 bus 208. A host bridge 210 couples processor 202 to high
performance I/O bus 206, whereas 1/0O bus bridge 212 couples
the two buses 206 and 208 to each other. A system memory
214 and a network/communication interface 216 couple to
bus 206. Hardware system 200 may further include video
memory (not shown) and a display device coupled to the
video memory. Mass storage 218 and I/0 ports 220 couple to
bus 208. Hardware system 200 may optionally include a
keyboard and pointing device (not shown) coupled to bus 208.
Collectively, these elements are intended to represent a broad
category ol computer hardware systems, including but not
limited to general purpose computer systems based on the
Penttum® processor manufactured by Intel Corporation of
Santa Clara, Calif., as well as any other suitable processor.

The elements of hardware system 200 are described in
greater detail below. In particular, network interface 216 pro-
vides communication between hardware system 200 and any
of a wide range of networks, such as an Ethernet (e.g., IEEE
802.3) network, etc. Mass storage 218 provides permanent
storage for the data and programming instructions to perform
the above described functions implemented in the system
controller, whereas system memory 214 (e.g., DRAM) pro-
vides temporary storage for the data and programming
instructions when executed by processor 202. 1/O ports 220
are one or more serial and/or parallel communication ports
that provide communication between additional peripheral
devices, which may be coupled to hardware system 200.

Hardware system 200 may include a variety of system
architectures; and various components of hardware system
200 may be rearranged. For example, cache 204 may be
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4

on-chip with processor 202. Alternatively, cache 204 and
processor 202 may be packed together as a “processor mod-
ule,” with processor 202 being referred to as the “processor
core.” Furthermore, certain implementations of the present
invention may not require nor include all of the above com-
ponents. For example, the peripheral devices shown coupled
to standard I/O bus 208 may couple to high performance 1/O
bus 206. In addition, 1n some implementations only a single
bus may exist, with the components of hardware system 200
being coupled to the single bus. Furthermore, hardware sys-
tem 200 may include additional components, such as addi-
tional processors, storage devices, or memories.

As discussed above, 1n one embodiment, the operations of
the network management server 20 described herein are
implemented as a series of soitware routines run by hardware
system 200. These software routines comprise a plurality or
series of 1nstructions to be executed by a processor 1n a
hardware system, such as processor 202. Initially, the series
ol instructions are stored on a storage device, such as mass
storage 218. However, the series of instructions can be stored
on any suitable storage medium, such as a diskette, CD-ROM,
ROM, EEPROM, etc. Furthermore, the series of instructions
need not be stored locally, and could be recetved from a
remote storage device, such as a server on a network, via
network/communication interface 216. The instructions are
copied from the storage device, such as mass storage 218, into
memory 214 and then accessed and executed by processor
202.

An operating system manages and controls the operation of
hardware system 200, including the input and output of data
to and from software applications (not shown). The operating
system provides an interface between the software applica-
tions being executed on the system and the hardware compo-
nents ol the system. According to one embodiment of the
present invention, the operating system 1s the Windows®
95/98/NT/XP operating system, available from Microsoit
Corporation of Redmond, Wash. However, the present inven-
tion may be used with other suitable operating systems, such
as the Apple Macintosh Operating System, available from
Apple Computer Inc. of Cupertino, Calif., UNIX operating
systems, LINUX operating systems, and the like.

B.4. Wireless Access Point

FIG. 3 1llustrates an example hardware system 300, which
may be used to implement a wireless access point 50. In one
implementation, the wireless access point 300 includes a
processor 310, a memory 312, a network interface 314 (e.g.,
an 802.3 interface) for communication with a LAN, a cache
316 for storing WLAN 1nformation, a persistent memory 318,
a wireless network interface 320 (e.g., an IEEE 802. 11
WLAN i1nterface) for wireless communication with one or
more wireless clients 60, and a system bus 322 interconnect-
ing these components. The wireless access points 30 may also
include software modules (including Dynamic Host Configu-
ration Protocol (DHCP) clients, transparent bridging, Light-
weight Access Point Protocol (LWAPP), Cisco® Discovery
Protocol (CDP) modules, wireless access point modules,
Simple Network Management Protocol (SNMP) functional-
ity, etc., and device drivers (e.g., network and WLAN i1nter-
face drlvers) stored 1n persistent memory 318 (e.g., a hard
disk drive, flash memory, EEPROM, etc.). At start up, these
soltware components are loaded into system memory 312 and
then accessed and executed by processor 310.

C. Basic Wireless Network Environment for Updating Mobil-
ity Groups

FIG. 4 1illustrates an example message tlow 1n which a
central controller may be updated without interrupting ser-
vices provided by one or more access points associated with
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the central controller to be updated. FIG. 4 shows a network
management server 20, central controllers 42a and 425, and a
wireless access point 50. For ease of illustration, only two
central controllers 42a and 4256 and one wireless access point
50 are shown. Implementations of the present invention
described herein may involve numerous central controllers
and wireless access points. Generally, when network man-
agement server 20 updates a mobility group (which may
include, for example, central controller 42a), network man-
agement server 20 may upload an updated image to the cen-
tral controllers of the mobility group. Alternatively, the net-
work management server 20 may provide a configuration data
set, at least one attribute of which requires central controller
42a to reboot. In one implementation, central controller 42a
may 1install, and then effectuate, the updated 1image (or new
configuration) upon rebooting. However, before rebooting,
wireless access points that may be connected to central con-
troller 42a, such as wireless access point 30, first migrate
from (primary) central controller 42a to an alternate (second-
ary) central controller 425. Central controller 42a may then
reboot to effectuate the updated image. In one implementa-
tion, central controller 42a may also perform configuration
updates upon rebooting. Wireless access point 50 may then
migrate back to central controller 42a. In one 1implementa-
tion, the network management server 20 may transmit mes-
sages to the central controllers to which the access points 50
migrated to cause them to transmit disable messages, causing,
the access points to migrate back to their primary central
controller. Accordingly, wireless clients, associated with the
wireless access point 50, do not lose connectivity during the
upgrade/reboot process, since wireless access points associ-
ate with an alternate central controller. In one 1implementa-
tion, having connectivity means that wireless clients may
continue to send trailic over the wireless network and the
traffic will be forwarded by the new central controller rather
than the old central controller.

FIG. 5 1llustrates an example method implemented at a
network management server 20. As FIG. 5 shows, network
management server 20 first transmits a disable message to
central controller 42a (502) once network management
server 20 determines that central controller 42a belongs to the
mobility group to be updated. The disable message, 1n one
implementation, instructs the central controller 42a to reboot
or re-1nitialize. As discussed below, this disable message may
cause the central controller to transmit a disable information
message to the wireless access point 50 which causes the
wireless access point 50 to migrate from the central controller
42a and to another central controller (e.g., central controller
42b) (see FI1G. 4). Mobility groups are described in more
detail below 1n connection with FIG. 6. Prior to, or concur-
rently with, transmission of the disable message, the network
management server 20 has transmitted an 1mage update and/
or configuration update to the central controller 42a.

Network management server 20 then determines 1t 1t has
received a response from central controller 42a (504)
acknowledging that central controller 42a has recerved the
disable message. If network management server 20 does not
receive a response, network management server 20 transmits
another disable message to central controller 42a. Network
management server 20 can continue to transmit disable mes-
sages for a configurable time threshold or waiting period. If a
response 1s not received after this time threshold or waiting,
period, network management server 20 may log an error and,
for example, notity a network administrator. Upon receiving
the disable message, central controller 42q transmaits a disable
information message to the wireless access points 30 associ-
ated with central controller 42a. The disable information
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message transmitted to the wireless access points 50 indicate
that the central controller 424 1s going to be disabled. Upon
receiving the disable message, each wireless access point
migrates to an alternate or secondary central controller (such
as central controller 426 of FI1G. 4).

If network management server 20 receives a response,
network management server waits for a predefined or thresh-
old time period (e.g., every 30 seconds) (506). In one 1mple-
mentation, the threshold period of time may be configured to
allow the wireless access points sufficient time to migrate to
a secondary central controller. In one 1implementation, each
wireless access point may migrate to a predefined secondary
central controller or may be triggered to discover an available
central controller.

In one 1implementation, central controllers (e.g., 42a, 42b)
are conflgured to transmit notification messages to network
management server 20 1n response to a new association of a
wireless access point 50 that establishes a management con-
nection. Network management server 20 can maintain the
current associations between access points and central con-
trollers 1n a data structure. In this manner, network manage-
ment server 20 can determine to which central controller a
given set ol access points 1s associated, and by receiving
notifications when the access points migrate from the central
controller. In one implementation, the central controller may
send notifications to the network management server 20 for
cach wireless access point that 1s associated or disassociated.
In one implementation, the network management server 20
may periodically poll the central controller for a wireless
access point list. Network management server 20 then deter-
mines 11 all wireless access points have migrated to an alter-
nate central controller (e.g., central controller 4256) (508). IT
not all wireless access points have migrated, network man-
agement server 20 determines 11 a number or percentage of
wireless access points that have migrated has exceeded a
predefined threshold (510). In other words, network manage-
ment server 20 need not wait for all of the wireless access
points to migrate. If the number of wireless access points that
have migrated has exceeded a predefined threshold, network
management server 20 then transmits a reboot command to
central controller 42a (512). In another implementation, the
network management server 20 may simply wait another
threshold period of time.

Network management server 20 then determines 1f the
central controller 42a 1s back up and running (514). In one
implementation, this can be accomplished by pinging the
central controller 424 until 1t responds. In another implemen-
tation, the central controller 42a can be configured to transmit
discovery messages upon initialization. In one implementa-
tion, discovery messages may be standard warm start or cold
start traps sent to network management 20 server upon
reboot. Network management server 20 can monitor for these
discovery messages. In another implementation, central con-
troller 42a can be configured to transmit a message to network
management server 20. If, after a time out period, the central
controller 42a 1s not back up (514, 518), network manage-
ment server 20 can log the error (520) and optionally transmit
a notification to a network administrator.

FIG. 6 illustrates an example method implemented at a
network management server 20. In one implementation, a
user may request that the network management server 20
perform a soltware upgrade or configuration update followed
by reboot on a mobility group. The upgrade or update may be
schedule to run immediately or at a specific time. The user
may specily the mobility group, and the new soitware image
or the configuration changes and does the scheduling. As FIG.
6 shows, network management server 20 first identifies cen-
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tral controllers (e.g., central controller 42a) by mobility group
(602). In one 1implementation, a report on the upgrade may be
generated and sent to a network administrator (e.g., via
email). In one implementation, a mobility group defines the
network elements that serve a radio frequency (RF) coverage
area and may 1nclude one or more central controllers and one
or more wireless access points. In one implementation, the
central controllers of a given mobility group may have the
same or similar configurations. In one implementation, net-
work management server 20 may perform the following
sequence 1n parallel for one or more mobility groups. For
cach central controller to be configured in a given mobaility
group, network management server 20 performs a configura-
tion update sequence (604) and the process ends.

The present invention has been explained with reference to
specific embodiments. For example, while embodiments of
the present mvention have been described as operating in
connection with IEEE 802.11 networks, the present invention
can be used 1n connection with any suitable wireless network
environment. Other embodiments will be evident to those of
ordinary skill in the art. It 1s therefore not intended that the
present 1nvention be limited, except as indicated by the
appended claims.

What 1s claimed 1s:

1. Software encoded 1n one or more non-transitory coms-
puter-readable storage media comprising instructions execut-
able by one or more processors and when executed operable
to:

identify one or more controllers for update, wherein each

controller 1s operative to manage at least one managed
network element:

select a first controller from the one or more controllers;

transmit a first update message to the first controller, the

first update message comprising information corre-
sponding to an update for the first controller;

transmit a first disable message to the first controller, the

first disable message configured to cause the first con-
troller to transmait a second disable message to each of at
least one first managed network elements currently asso-
ciated with the first controller, each second disable mes-
sage 1structing the corresponding first managed net-
work element to migrate to one of one or more second
controllers:

determine whether the at least one first managed network

clements have migrated to the one or more second con-
trollers; and

conditionally transmit a reboot command message to the

first controller based on the determination of whether the
at least one first managed network elements have
migrated to the one or more second controllers, the
reboot command message configured to cause the first
controller to reboot 1n order to effectuate the update to
the first controller.

2. The software of claim 1 wherein the software 1s further
operable to repeat the select, transmit update message, trans-
mit disable message, and determine steps for each remaining
controller of the one or more controllers.

3. The software of claim 1 wherein the software, to condi-
tionally transmit the reboot command message to the first
controller, 1s operable to transmit the reboot command mes-
sage 1o the first controller only when all of the at least one first
managed network elements have migrated to the one or more
second controllers.

4. The software of claim 1 wherein the software, to condi-
tionally transmit the reboot command message to the first
controller, 1s operable to transmit the reboot command mes-
sage to the first controller only when a predefined percentage
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of the at least one first managed network element have
migrated to the one or more second controllers.

5. The software of claim 1 wherein the software, to condi-
tionally transmit the reboot command message to the first
controller, 1s operable to transmit the reboot command mes-
sage to the first controller only when a predefined period of
time has expired since the first disable message was transmit-
ted to the first controller.

6. The software of claim 1 wherein, to determine whether
the at least one first managed network elements have
migrated, the software 1s further operable to receive a notifi-
cation message when a first managed network element has

migrated.

7. The software of claim 1 wherein, to determine whether
the at least one first managed network elements have
migrated, the software 1s further operable to maintain current
associations between first managed network elements and the
first controller 1n a data structure.

8. The software of claim 2 wherein the software 1s further
operable to generate a report detailing upgrades of the one or
more controllers.

9. A method comprising:

identifying one or more controllers for update, wherein

cach controller 1s operative to manage at least one man-
aged network element;
selecting a first controller from the one or more controllers;
transmitting a first update message to the first controller,
the first update message comprising information corre-
sponding to an update for the first controller;

transmitting a first disable message to the first controller,
the first disable message configured to cause the first
controller to transmit a second disable message to each
of at least one first managed network elements currently
associated with the first controller, each second disable
message instructing the corresponding first managed
network element to migrate to one of one or more second
controllers:

determining whether the at least one first managed network

clements have migrated to the one or more second con-
trollers; and

conditionally transmitting a reboot command message to

the first controller based on the determination of whether
the at least one first managed network elements have
migrated to the one or more second controllers, the
reboot command message configured to cause the first
controller to reboot 1n order to effectuate the update to
the first controller.

10. The method of claim 9 further comprising repeating the
selecting, transmitting update message, transmitting disable
message, and determining steps for each remaining controller
of the one or more controllers.

11. The method of claim 9 wherein conditionally transmit-
ting the reboot command message to the first controller com-
prises conditionally transmitting the reboot command mes-
sage to the first controller only when all of the at least one first
managed network elements have migrated to the one or more
second controllers.

12. The method of claim 9 wherein conditionally transmit-
ting the reboot command message to the first controller com-
prises conditionally transmitting the reboot command mes-
sage to the first controller only when a predefined percentage
of the at least one first managed network elements have
migrated to the one or more second controllers.

13. The method of claim 9 wherein conditionally transmit-
ting the reboot command message to the first controller com-
prises conditionally transmitting the reboot command mes-
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sage to the first controller only when a predefined period of
time has expired since transmitting the first disable message
to the first controller.

14. The method of claim 9 fturther comprising receiving a
notification message when a first managed network element
has migrated.

15. The method of claim 9 further comprising maintaining
current associations between first managed network elements
and the first controller 1n a data structure.

16. The method of claim 10 further comprising generating
a report detailing upgrades of the one or more controllers.

17. A system comprising:

a network management node operable to:

identily one or more controllers for update, wherein
cach controller 1s operative to manage at least one
managed network element;

select a first controller from the one or more controllers:

transmuit a first update message to the first controller, the
first update message comprising information corre-
sponding to an update for the first controller;

transmuit a first disable message to the first controller, the
first disable message configured to cause the first con-
troller to transmit a second disable message to each of
at least one first managed network elements currently
associated with the first controller, each second dis-
able message instructing the corresponding first man-
aged network element to migrate to one of one or
more second controllers;

determine whether the at least one first managed net-
work elements have migrated to the one or more sec-
ond controllers; and

conditionally transmit a reboot command message to the
first controller based on the determination of whether

the at least one first managed network elements have
migrated to the one or more second controllers, the
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reboot command message configured to cause the first
controller to reboot 1n order to effectuate the update to
the first controller.

18. The system of claim 17 wherein the network manage-
ment node 1s further operable to repeat the select, transmit
update message, transmit disable message, and determine
steps for each remaining controller of the one or more con-
trollers.

19. The system of claim 17 wherein the network manage-
ment node operable to conditionally transmit the reboot com-
mand message to the first controller, 1s operable to transmit
the reboot command message to the first controller only when
all of the at least one first managed network elements have
migrated to the one or more second controllers.

20. The system of claim 17 wherein the network manage-
ment node operable to conditionally transmait the reboot com-
mand message to the first controller, 1s operable to transmit
the reboot command message to the first controller only when

a predefined percentage have migrated to the one or more
second controllers.

21. The system of claim 17 wherein the network manage-
ment node operable to conditionally transmait the reboot com-
mand message to the first controller, 1s operable to transmit
the reboot command message to the first controller only when
a predefined period of time has expired since the first disable
message was transmitted to the first controller.

22. The system of claim 17 wherein, to determine whether
the at least one first managed network elements have
migrated, the network management node 1s further operable
to recetve a transmit notification message each time a first
managed network element has migrated.

23. The system of claim 17 wherein, to determine whether
the at least one first managed network elements have
migrated, the network management node 1s further operable

to maintain current associations between managed network
clements and controllers 1n a data structure.
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