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METHOD AND SYSTEM FOR
CONSTRAINT-BASED TRAFFIC FLOW
OPTIMISATION SYSTEM

This application 1s a 371 of co-pending PCT application
PCT/GB03/00669 filed Feb. 17, 2003, which was published
in English under PCT Article 21(2) on Sep. 12, 2003, which
claims the benefit of GB Application No. 0204914.6 filed
Mar. 1, 2002. These applications are incorporated herein by
reference in their entireties.

This mvention relates to traffic flow optimisation systems.
More particularly, but not exclusively, 1t relates to methods of
calculating data traffic flows 1n a communications network.

BACKGROUND

Today, large communications networks are serviced by
more than 30,000 Internet Service Providers (ISPs) across the
world, predominantly operating on a commercial basis as a
service provider. The services range from the mass-marketing
of simple access products to service-intensive operations that
provide specialized service levels to more localized internet
markets. The present application mainly concerns ISPs pro-
viding networks, referred to more generally as network ser-
vice providers.

With networks playing an ever increasing role 1n today’s
clectronic economy, an eificient management of the networks
and an ellicient planning of future modifications 1s advanta-
geous.

With the rapid growth of network usage, network service
providers are currently facing ever increasing expectations
from their customers to the quality of service (minimum
delay, maximum reliability, high bandwidth for data transfer

rates, low costs, etc). The main task 1s to satisiy the quality of
service parameters while maximising the return of invest-
ment, 1.e. to ensure an efficient utilisation of the available
bandwidth 1n addition, but there are 1ssues relating to future
sales, strategic planning and business development. One con-
cerns Service Level Agreements (SLAs) with their custom-
ers.
An SLA 1s a service contract between a network service
provider and a subscriber, guaranteeing a particular service’s
quality characteristics. SLAs usually focus on network avail-
ability and data-delivery reliability. Violations of an SLA by
a service provider may result in a prorated service rate for the
next billing period for the subscriber.

Thus 1t 1s important for a network service provider to know
whether i1t can 1ssue an SLA to another customer without
violating any existing SLAs. Here 1t needs to estimate what 1s
the largest new workload that the network can handle with
respect to network availability and data-delivery reliability.

In strategic planning, the objective 1s to investigate how to
revise the existing network topology (and connection points
to external nodes) such that the resource utilization 1s mini-
mized and more balanced. The problem 1s to minimize the
resource utilization by determining which backbone links are
overloaded, and to add links to the network to redistribute the
load. For a given workload, the question 1s where to add the
links 1n the network and what 1s the required bandwidth of
cach backbone link such that the capacity of the new network
topology 1s greater, 1.e. can deal with a larger load. Another
question concerns which node should be used to connect a
new customer to the network. This should be the one which
mimmises resource utilisation and expands capacity in the
most cost effective way.

There are several tools available for planning and optimis-
ing communications networks. They are usually based on a
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discrete event simulation of the network. For this, a typical
scenario of end-to-end loads must be provided as input by the

user. Starting from this scenario, the tool simulates the trans-
port of the traflic through the network, observing link utili-
zation overload and other events.

End to end traffic data are usually obtained by obtaining
probes or router-based mformation. Such a method 1s expen-
stve to implement and usually only a part of the whole net-
work 1s equipped with data collection points. The data col-
lection process has the additional disadvantage that 1t adds to
the tratfic congestion of the network.

Such traffic data, 1f available, may then be used 1n network
modelling or a network simulation. However, most simula-
tions are not based on real data, but only on estimates. The
simulation 1s then used for network planming or optimisation
tools. The user usually defines a scenario which 1s then tested
using the simulation tool.

Another approach 1s described 1n the applicant’s patent
application GB 0 028 848, filed on 27 Nov. 2000 (agent
reference J42831GB), which 1s hereby incorporated by ref-
erence. In the approach real link traffic data are used to derive
end-to-end traffic load intervals. Link traific data are col-
lected during a limited time period. Thus a “snapshot™ of the
data traffic 1s obtained. Data collection may be repeated at
certain times or periodically. The results of this process are
subsequently used 1n a traffic flow optimisation system to
estimate tratfic loads 1n the given scenario. This approach has
the disadvantage that 1t 1s difficult to dertve meaningiul inter-
vals for the end-to-end load 1n the optimisation process, espe-
cially if multiple modifications are to be continued to give a
consistent estimate 1n tratfic flow. Another disadvantage of
the method 1s that it 1s difficult to work from a plurality of
traffic flow intervals in the optimisation or planning process.

SUMMARY OF THE INVENTION

It1s an aim of the present invention to alleviate some of the
disadvantages mentioned above and to provide a tratfic flow
optimisation system based on measured traffic data which
does not require complete end-to-end traffic loads.

It1s a further aim of the present invention to calculate traffic
values 1n a communications network for a modified scenario
using measured traflic data of the 1nitial network.

According to one aspect of the present invention, there 1s
provided a method of calculating traffic values 1n a commu-
nications network, the communications network comprising
a plurality of nodes, the nodes being connected to one another
by links, the method comprising: (a) obtaining traffic data
measurements through said nodes and/or links 1n an 1nitial
scenario as mput data; (b) dertving a traffic flow model for a
modified scenario, using a plurality of constraints describing
the interdependency of said initial to said modified scenario;
and (c) calculating values and/or upper and lower bounds of
traffic values for said modified scenario from said tratfic tlow
model using said input data.

In this way tratiic values can be calculated for a modified
network (or modified scenario) using measured traffic data of
the 1nitial, unmodified network (or scenario).

By deriving constraints from the interdependency of the
initial and modified network, the exact traffic data are used in
the calculation for the modified scenario 1f they are not
alfected by the modification. In this way either exact values or
relatively tight bounds can be derived for the desired traffic
values 1n a modified network.

Preferably, the measured traffic data are corrected 11 incon-
sistencies are detected. In this way more accurate and reliable
traffic values can be derived.
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According to another aspect of the present invention, there
1s provided a method of calculating tratfic values 1n a com-
munications network, the communications network compris-
ing a plurality of nodes, the nodes being connected to one
another by links, the method comprising: (a) obtaining data
traffic measurements through said nodes and/or links in an
initial scenario as mput data; (b) considering a modified sce-
nario; (¢) defining one or more solution vaniables for said
modified scenario; (d) determining constraints between trat-
fic tlows through said links and nodes 1n the initial and the
modified scenarios; (¢) derving a trailic flow model using
said input data and said relations for calculating said solution
variables.

In this way traffic values for modified scenario, like for
example 1n forecasting, network planning or resilience analy-
s1s, can be calculated using measured tratfic data of the nitial,
unmodified network and constraints based on the 1mitial net-
work, like network topology and network behaviour of the
initial network.

Further aspects and advantages of the mvention will be
appreciated, by example only, from the following description
and accompanying drawings, wherein

FI1G. 1 1llustrates a simplified example of an Internet Pro-
tocol (IP) network in which the present invention can be
implemented;

FIG. 2 1llustrates the relationship of a network and a net-
work management system, into which the present invention
may be implemented;

FIGS. 3A to 3] illustrate in a simplified way the method
used to calculate the traffic values 1n a modified scenario
according to the present invention;

FIG. 4 1s a flow chart diagram illustrating the individual
steps of a traific tlow optimiser according to embodiments of
the present invention.

FI1G. 5 15 a flow chart diagram 1llustrating individual steps
in a traific flow optimiser according to one further embodi-
ment of the present invention.

FI1G. 1 1llustrates a simplified example of an Internet Pro-
tocol (IP) network. Generally, such a network consists of
nodes and links. Nodes 1n an IP network may either be inter-
nal or external. An internal node represents a location 1n the
network where traffic data 1s directed through the network. It
can be of two types: a device node 2 denoting a network
device such as for example a router or a network node 4
denoting a local network (e.g. Ethernet, FDDI ring). An exter-
nal node 6 represents a connection to the IP network from
other networks.

A link 1s a directed arc between two nodes. Depending
upon the nature of the two nodes, network links take different
denominations. There are two main types of links, the back-
bone and access links.

A backbone link 24 1s a link between two internal nodes: at
least one of them must be a device node. Indeed, every link 1n
an IP network can connect either two device nodes or one
device node and one network node. A connection to a device
node 1s realized via a physical port of the device. If the device
1s a router, then the port 1s called router-intertace 22. A con-
nection to a network node 1s realised via a virtual port of the
network.

An access link 1s a link between a device node and an
external node. Access links include peering lines 18, uplink
lines 20 and customer lines 16.

A PoP (point of presence) i1s the set of all devices co-
located 1n the same place.

The link tratfic 1s the volume of data transported through a
link and 1s measured 1n mbps (mega bits per seconds). The
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bandwidth of a directed link defines the maximum capacity of
traffic that can be transported through this link at any one
time.

In this embodiment, we refer to IP-based networks. In an IP
network the device nodes are represented by routers; we
assume that any two nodes are directly connected by at most
one link, and every external node 1s directly connected to one
internal device node.

A path from a source to a destination node 1s a sequence of
linked nodes between the source and destination nodes. A
route 1s a path between end-to-end internal nodes of a network
that follows a given routing protocol.

A tratfic load 1s the load of data traffic that goes through the
network between two external nodes independently of the
path taken over a given time interval.

A traific flow between external nodes 1s the traffic load on
one specific route between these nodes over a time 1nterval.

A router 1s an interconnection between network interfaces.
It 1s responsible for the packet forwarding between these
interfaces. It also performs some local network management
tasks and participates in the operations of the routing protocol
(1t acts at layer 3, also called the network protocol layer). The
packet forwarding can be defined according to a routing algo-
rithm or from a set of static routes pre-defined 1n the routing,
table.

A routing algorithm generates available routes for trans-
porting data traffic between any two nodes of a given network.

In the following, embodiments of the present invention will

be described which are based on the OSPF (Open Shortest
Path First) routing algorithm for IP-based networks. This
algorithm determines optimal routes between two network
nodes based on the “shortest path” algorithm. The metrics to
derive the shortest path are fixed for each link, and hence the
routing cost 1s computed by a static procedure. The lowest
routing cost determines the optimal route. If there 1s more
than one optimal path, then all optimal paths are solutions
(best routes ) and the traffic load between the two end-nodes 1s
divided equally among all the best routes.

FIG. 2 1illustrates the relationship of the network and a
network management system 60 1n which the present inven-

tion may be implemented. Network management system 60
performs the network management functions for network 50.
The network management system communicates with the
network using a network management protocol, such as the
Simple Network Management Protocol (SNMP). The net-
work management system 60 includes a processor 62 and a
memory 64 and may comprise a commercially available
server computer. A computer program performing the calcu-
lation of data traffic flow 1s stored 1s memory 64 and can be
executed by processor 62.

The traffic flow optimisation system may comprise a net-
work planner, a resilience analyser and/or a forecaster. These
clements may either be implemented 1n the network manage-
ment system or in a connected computer system.

A network planner 1identifies potential network bottlenecks
using the traific flow results, suggests a set of best possible
changes to the network topology and reports on the analysis
of the effects of such changes to the network and services.
Such changes may include topological changes or methods of
traffic engineering like modification of the routing metrics or
the implementation of tunnels, 1.e. methods of routing traffic
in one particular node 1n different directions. Such a tunnel
may for example be used to route tratfic coming into the node
from a first and a second node 1nto one direction, and traffic
coming 1nto the node from a third node 1nto another direction
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The resilience analyser identifies which of the existing
links 1n the network will be overloaded 1n the event that
certain links (sets of links) fail.

The forecaster identifies the impact on the network of
rising tratfic volume.

Input data for the network optimisation system are network
data and traflic data.

Network data contains information about the network
topology, as for example information about the nodes, rout-
ers, links, the router interfaces, the bandwidth of each link or
the parameters of the routing protocol used. Such a routing,
protocol may for example be the OSPF (Open Shortest Path
First) protocol. Alternatively, other routing protocols like
ISIS (Intermediate System to Intermediate System) and
EIGRP (Enhanced Interior Gateway Routing Protocol) may
be used. In addition, information about the transport layer
may be used, such as the TCP transport protocol or the UDP
transport protocol. The list of static routes may also be
included. Network data may also include information about
the end-to-end paths as for example all optimal routes.

Traflic data are measured directly from the network con-
sidered. Suitable network elements have to be selected from
which information 1s provided and 1n which measurements of
traffic data are made. The measured quantities may for
example be the flow between two nodes, the flow between two
groups ol interfaces for two nodes, the traiffic entering or
leaving a link.

In the embodiments described, traflic data are provided as
snapshots of current traific on the network. Traflic data are
collected for a certain time interval and are collected on a
regular basis. According to one embodiment, traffic data are
collected every 5 minutes and the user may choose the inter-
val over which data 1s collected. A time interval of, for
example, 20 to 25 minutes 1s suitable. Measurements relating
to the average flow rate of traific data passing through every
link are taken and stored. The average tlow rate of traffic data
1s the total traific volume divided by the time interval. For
example 11 a total traffic of 150 Mbit have been counted
between T1 and 12, the average data 1s 150/(12-T1) Mbps.
This approach does not show high peaks in the traific. But 1t
1s sufficient to determine the load being carried through a
network.

According to the embodiments described herein, tratfic
data 1s collected either directly from the network devices or
from tables stored 1n the network management system. The
network management protocol such as the SNMP provides
access to the incoming and outgoing trailic at a given time at
cach router and each router interface.

The general concept of the traffic flow optimiser will now
be explained with help of a simplified model.

FIG. 3A shows a simplified network including network
nodes A to G. The snapshot traffic measurement shows a link
traffic between node F and E 0f 20, between Gand E 0135 and
SOON.

FIG. 3B shows intervals of the flow varniable (1.e. end-to-
end flow) which can be derived from the measured traffic data
as 1s described 1n patent application GB 0 028 848. For
example the traific flow FA can be determined to be in the
range O to 10, then flow GB 1s between 20 and 35.

In a resilience analysis we are now interested 1n the traffic
on the individual links 1f one link fails. FIGS. 3C and D
illustrate a link failure between nodes E and C. All traffic
between nodes E and C has now to be re-routed. In the
example the traific goes via node D.

In the example we are now especially interested 1n the
traffic between E and D. The important question in a resil-
ience analysis 1s whether the link considered, here the link
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between nodes E and D can handle the total amount of traffic
which now, after the link failure, flows over the link.

FIG. 3B 1llustrates that in the normal case only the traific
from F to D and G to D uses the link ED. In case of the link
failure all traffic on the routes FA, FB, FD, GA, GB and GD

goes over this link.

Thus we want to know what the total volume for all these
flows 1s. We can derive the line tratfic in the modified network
(1.e. where the link failed) from the original, un-modified

network, as 1s 1llustrated 1n FIG. 3E.
In this case we can use two constraints from the initial

network. Looking at the trailic between nodes F and E, we
know that all tratfic FA, FB and FD goes over this link and
from the measurement we know that the total traflic on this

link 1s 20. Looking at the link between nodes G and E, we
know that tratfic GA, GB and GD goes over the link and that
the total tratfic on this link 1s 33. Thus we can derive a value

for the ftraffic FA+FB+FD+GA+GB+GD, which wields

20+35=55. In this example we can use a second constraint,
from which we also get a value for FA+FB+FD+GA+GB+

GD. Looking at the traffic on links EC and ED also yields a
value of 35.

Thus we can estimate the utilisation of the individual links
after link failure. The values are shown 1n FIG. 3F.

In a second example we 1llustrate how we can derive tratfic
data for a planned topology change. We again start from
initial network as shown in FIG. 3A.

Referring to FIG. 3G, the question 1s now how the traffic
data would be modified if we add a new link between nodes E
and B. We can again derive the values for the modified net-
work by using constraints dertved from the 1nitial network. In
FIG. 3H the resulting utilisation of the links 1s shown. We can
derive that the traffic on a new link EB would be 40.

In a third simplified example we show that we can not
always derive exact value for the trailic in which we are
interested, but that we might only be able to dertve an upper
and lower bound for certain traffic values.

Referring now to FIG. 31, the question 1s how the tratfic
data would look like 1f we add a new link between nodes G
and B. In this example we have not enough information or
constraints to dertve an exact value for the tratfic on the new
link GB. As already shown with reference to FIG. 3D, we are
able to derive an interval for the link traific between GB,
which now tells us that the flow 1s between 20 and 35. With
this knowledge and the measurements of the traffic in the
initial network, we can also derive link traffic intervals for the
links EG, CE and BC, as given in FIG. 3.

The traffic flow optimiser in embodiments of the present
invention uses measured traffic data from an 1nitial network to
derive traific values for a modified scenario. The modified
scenar1io might for example be a modified topology of the
network or a modified routing procedure like the introduction
of primary tunnels. These modified scenarios are for example
used for network planning and resilience analysis. Other
modified scenarios include a modified tratfic load 1n the net-
work, like for forecasting tratfic.

The tratfic values for the modified scenario are calculated
using the same principles as explained above 1n the simplified
example with reference to FIG. 3. In the example, the link
traffic values for the modified links are expressed as a func-
tion of the measured traific data in the 1nitial network to derive
a value for trailic over a certain link. More generally, rela-
tionships dertved from the initial scenario are used to con-
strain the traffic values of the modified scenario. In the
embodiments described below, we set up a tratfic flow model
or a constraint model 1s defined for calculating traffic in the
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modified scenario. Because generally the exact amount of
traific cannot be determined, we calculate an upper and lower
bound of data tratfic.

In the constraint model, the flow terms contain typically
several node-to-node flows. Any link traific which 1s not
alfected by a modification corresponds to the link traffic of
that link 1n the mnitial unmodified network and 1s thus known
accurately.

From the calculated tflow data (1.e. values and/or intervals)
we derive the utilisation of 1individual links 1n the modified
network.

In the following we list some of the relationships used in
the constraint model as examples:

the sum of all flows starting 1n a node 1n equal to the sum of

all external traffic entering the node;

the sum of all flows ending 1n a node 1n equal to the sum of

all external traific having the node;

the sum of all flow through a link 1s equal to the total tra

on the link.

Other constraints will be given below, where we describe
different embodiments of the traific flow model 1 more
detail. We also refer to the description of the constraint model
for the traflic flow analysis 1n then applicant’s patent appli-
cation GB 0 028 848, filed on 27 Nov. 2000 (agent reference
142831GB). The set of constraints described therein can alter-
natively be used in the traffic flow model of the present
invention.

The output vaniables of the traffic flow optimizer are the
flows which are affected by the imposed modification. These
variables are referred to as solution variables 1n the following.
Objective functions are defined using linear programming
methods to calculate the bounds for all solution variables.

The traific flow optimiser can be used to analyse the results
of a whole set of modifications. This 1s for example usetul for
a resilience analysis of a communications network where the
service provider might want to ensure that the network has
enough capacities to deal with the failure of any such link.

One possibility to handle such multiple modifications 1s of
course to treat each modification individually and to get
results for the traffic values for each modification imndividu-
ally. However, the traffic flow optimiser according to one
embodiment of the present invention also allows handling a
set of modifications simultaneously. In this case the optimiser
performs the routing process for each modification consid-
ered (1f necessary) and produces the solution variables for
cach modification.

After all modification scenarios have been considered, the
optimiser produces a list of solution variables, which 1s then
used 1n the tratfic flow model. In this list all solution variables
are only listed once, so redundancies are removed. The set of
modifications are then handled simultaneously 1n the traific
tlow model. Possible outputs are a set of consistent values for
all solution variables, which gives a solution to all constraints
considered. Alternatively, or 1n addition, the modifications
can also be handled one by one 1n the model, the output of the
TFM 1s then a set of solution variable values or intervals for all
modification considered.

The traflic flow optimiser also allows to handle a plurality
of measured data sets. In the planning of a network change or
in a resilience analysis, 1t 1s often desired to take 1nto account
multiple traific data sets. In this way we do not restrict our-
selves to the use of one particular data set which was collected
at one particular time interval in the network considered.
Instead, multiple data sets collected at different times may be
used 1 one analysis. This 1s important as the traific may
considerably differ at different times. The results obtained 1n
this way are thus much more consistent and meamngiul. In
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case ol a resilience analysis, 1 an utilisation problem 1is
detected for the some network failure 1n all data sets, 1.e. to all
times considered 1n the analysis, then this points out a much
more serious problem compared to a situation where the
problem occurs 1n one data set only.

We analyse the multiple data sets independently and then
combine the results. In this way we keep all information about
correlation between the ditferent traffic values. However, this
method requires running of the traffic flow model for each
data set separately, which may be very resource-consuming,
especially 11 we consider a great number of data sets. Alter-
natively, we combine the multiple data sets into one merged
data set and run the traific flow optimizer based on this
merged data set. In this case we loose the correlation between
the individual traffic data measurements. This has to be taken
into account when setting up the constraints for the tratfic
flow model.

The measured traffic data may be inconsistent. As such
inconsistencies atfect the TFM, the data are corrected in
embodiments of the present invention.

A reason for inconsistencies might for example be that
some network data 1s lost (e.g. the collected data from a router
1s not transported through the network). Other reasons might
be that the network configuration 1s wrong (e.g. the counter
for the size of traflic on a given interface does not represent
the size of that traffic) or that the network data from different
router interfaces (in case of a router-router directed link) 1s
not collected at the same time and results 1n slight differences
of size.

The data are corrected using the measured raw data and
constraints derived from the topology of the network and
routing protocols. The following constraints may for example
be used for error correction:

for each route, the total traffic coming 1n1s equal to the total

traffic going out;

for each link between the interface 7 of router 1 and the

interface 1 of router k, then traffic data on the interface ;
from the router 1 1s equal to the traific data on the inter-
face 1 directed to the router k.

If the constraints are fulfilled, 1.e. 1 no error 1s detected, the
input values are not corrected and the process continues. If an
error 1s detected, then the error 1s minimised using the con-
straints and a minimisation procedure. Error variables are
introduced, for example varniables specifying the corrected
traffic volume for every single node or an overall error cor-
rection. An objective function 1s built from the constraiming
relationships using linear programming.

Output of the correction procedure are the error variables.
Using these variables, the measured data can be corrected
such that they are consistent for the application of a constraint
model.

The procedure of error correction i1s similar to those
described in patent application GB 0 028 848. We refer to this
document for further details.

Betore the individual steps 1n a tratfic flow optimiser will
be set out 1n more detail reference 1s made to the tlow chart
diagram of FI1G. 4. FI1G. 4 summaries the steps of a traffic flow
optimiser according to one embodiment of the present mven-
tion. Input to the optimiser 1s the measured traific data, the
topology of the network and the behaviour of the network,
such as the results of performing a routing procedure (steps
102 and 104). The traffic data are corrected 1n step 106 such
that a consistent data set 1s obtained. In step 108 a modified
scenar1o 1s considered. The modified scenario may for
example 1include a scenario for planning modified networks
(110), for analysing resilience of a present or future network
(112) or for forecasting tratfic load (114). The topology of the

[,
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initial and the modified network, it appropriate, 1s used to
derive constraints for setting up a traific flow model (116).
The traflic flow model runs to determine intervals of a set of
traffic tflow solution variables 1n the modified network and/or
one consistent solution for the set of modifications consid-
ered. In step 118 the output of TEFM, 1.e. the solution variable
intervals, are analysed. The traffic flow optimiser may for
example be used for selecting a suitable modification or set of
modifications from the traific flow intervals calculated for the
different modifications considered. For the resilience analy-
s1s, the solution analyser may for example transform the
solution variables into utilisation values.

The principle set out above can then be used 1n optimisa-
tion procedures like for example forecasting, resilience
analysis, or network planning.

Forecasting

For forecasting traific values 1n a given communications
network, the network topology 1s not changed. However, the
traffic load of the network 1s modified. Two different types of
modification can be implemented. The first modification 1s a
growth of the different end-to-end flows proportional to their
original tratfic. The second modification allows for additional
traific which can be specified to tlow between certain nodes.
However, the additional traffic should be allocated to nodes
which have enough capacities for extending the traffic load
(see the description for network planning below).

The tratiic flow model 1s then set up such that for each node
to node tlow the correct growth factor 1s used and any addi-
tional tlows are added. Output of the forecasting process are
then modified traffic values (generally intervals of the link
traffic) for which we can forecast the utilisation of the net-
work 11 the traffic load growths. The constraints can be aggre-
gated for groups of flows, e.g. for all flows between two PoPs.
Often, we will obtain more accurate results this way.
Resilience Analysis

In order to study resilience of the network, the communi-
cations network 1s modified. Individual or multiple network
elements, such as links between network nodes are removed
in the analysis and the impact of such “failures™ on the net-
work are studied. Node failures are simulated by removing all
links connecting to the corresponding node. For simulating a
router node failure, the links 1nside a PoP and also the links
connecting to another PoP can be removed. We can also treat
any combination of link failures as a single failure cases, for
example to analyze the effect of a fibre cut.

After the network modification, the routing procedure 1s
performed in the modified network. The solution variables to
be determined are defined. They correspond to the link traffic
values 1n the modified network. Subsequently the TFM 1s set
up using the constraints derived from the network topology
and behaviour and the measured and corrected traflic data. As
aresult of the TFM upper and lower bounds are calculated for
the desired solution variables and the utilisation of the derived
links can be calculated. The optimiser further returns the
amount of any un-routed traffic.

In such a resilience analysis a whole set of modifications to
the network can be studied as described above. The informa-
tion of the individual modification can be given as a list of
network modifications, and the traffic flow optimiser runs
through all given modifications automatically, giving a list of
the desired network element utilisation and the un-routed
traflic for each modification.

Network Planning

With the network planner the impact of new network ele-
ments, such as new links, can be studied.

The user can either specity to which node and/or interface
of a node the new links should be connected. Alternatively,
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the user can specily one node of each PoP as the extension
point, and the tool automatically selects the best point of
connection for the new links.

Similar to the resilience analysis, routing 1s performed in
the modified network, the TFM 1s set up and intervals are
calculated for the desired solution variables. Again a list of
selected modifications can be studied, either by handling each
modification individually, or by combining multiple modifi-
cations.

In other embodiments, more specific queries can be
answered by the traflic flow planner, the forecaster or the
resilience analyser (110,112 or 114 of FI1G. 4). In this case the
solution analyser 118 (or part of it) 1s incorporated into the
traffic tflow planner, the forecaster or the resilience analyser.
Each of elements 110, 112, 114 can for example define a
specific set of queries which 1s then calculated 1n the TFM
using the complete set of constraints as described above.

In this case the step of calculating variables the utilisation
of mndividual links are performed 1n the optimiser elements
110,112 or 114. The solution variables are then no longer link
traffic values, but variables like for example the utilisation of
a link (1in percent), the overall utilisation of the modified
network (in percent), the maximal utilisation of any link 1n the
network, the overloading of a link (1n percent), the total vol-
ume ol overloaded traffic or the volume of traffic in the
original network that cannot be routed in the modified net-
work.

As a consequence of using these variables the constraints
used 1n the TEFM are no longer linear. Such constraints are for
example that the amount of overload for a link 1s the percent-
age of utilisation exceeding the utilisation limit or that the
maximal utilisation 1s the maximum of all link utilisations in
the network. We use linear approximation for these non-linear
constraints.

The forecasting element 112 or planning element 110 may
for example directly answer the following questions:

What 1s the utilisation of each link?

What 1s the overall utilisation of the network?

Are there any links that are overloaded?

The vaniables dertved 1n such a case are the minimal and
maximal utilisation of any link 1n the network (1n percent), the
overall utilisation of the network and the total amount of
overloading 1n the network.

The queries of the resilience analyses may be specified as
for example:

For each change, what 1s the utilisation of each link and
which flows are lost, 1.e. no longer transported in the
network?

For each change, are there overloaded links and which
flows are lost?

In a resilient planner, the query may for example be for-

mulated as:

For each change, 1s the resulting network resilient and what
1s the utilisation of each link?

The traific flow optimiser 1s also usetull 1n trailic engineer-
ing, for example for obtaining imformation about possible
placements of primary tunnels.

Referring now to FIG. 5, we describe how a traffic tlow
optimiser handles multiple network modifications like for
example 1n a resilience analysis. In this embodiment, the
traffic flow optimiser includes a modification generator 212.
The generator 212 1s implemented 1n soitware. It automati-
cally generates a set of proposed modifications, like for
example deleting every link 1n a network or every link 1n a
particular set of links 1n a resilience analysis. Alternatively,
the user may specily a set of modifications for a particular
analysis. The set of modifications are then communicated to
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the planning or resilience element via an application pro-
gramming interface (API). The optimiser element then con-
siders a first modification of the network (step 214) as
requested and routing 1s performed on the modified network
in step 216. In step 218 the optimiser element performs flow
aggregation and the required tflow terms or solution vaniables
are defined. In step 220 1t 1s checked whether more modifi-
cations are to be carried out. If the answer 1s yes, then steps
214 to 220 are repeated, until no further modifications are
required 1n step 220. If the answer 1s no, then the system
continues with step 222.

In step 222 the optimiser element merges the required tlow
terms 1nto a list. In this process any duplicates of flow terms
are removed, such that a list of unique tlow terms 1s provided

to the TFM (step 224). In addition to this list, the TFM 1s also

provided with information of the network topology and
behaviour of the mitial network and the measured traffic data
(steps 202 to 206). Now the traffic flow model 1s set up by
deriving constraints and building objection functions as
described above. The output of the TFM 1s an upper and a
lower bound for each of the solution queries. Alternatively, or
in addition, one solution for all the solution variables can be
calculated, which simultaneously satisfies all given con-
straints.

The resulting intervals or values are transformed 1nto utili-
sation values of the links and/or values of the modified net-
work 1n step 226. From these data the user or the system may
select appropnate network modifications (step 228). I the
TFM calculates directly solution variables like the utilisation
variables and overflow values, the modification selector uses
the values or intervals provided from the TFM. The modifi-
cation generator of step 212 provides the necessary informa-
tion for the selection of suitable or test modifications. I the
traffic flow optimiser 1s used for forecasting traific the defi-
nition ol the modified scenario 1s given 1n step 230. As the
network itself 1s not modified 1n this case, steps 214 and 216
are not performed and the modified traffic load 1s directly
communicated to the optimiser in step 218. The modified
traific load 1s given as a percentage of the current tratfic load.
In the following we describe different embodiments of the
constraint model for the trailic flow optimiser in more detail.

As a first example, we give an example of a simple con-
straint model. In this simplified model, network nodes and
routers are treated 1n the same way. External connections are
not modelling explicitly. Only the total traflic volume into and
out of a node to all external interfaces 1s taken into account.

In a second example, we give a further, more complete,
example of a constraint model. We refer to this example as the
tull constraint model. In this case we distinguish between
network nodes and routers. Node interfaces can be classified
as 1nterfaces of different groups if they belong to different
customers.

In a third example, the full constraint model described in
the second example 1s presented including error correction.

Subsequently the constraint model 1s described for the
traific flow optimiser according to one embodiment of the
present invention. This description 1s based on the third
example, 1.e. the full constraint model including error correc-
tion. We present descriptions of the variables, constraints,
approximations to non-linear constraints and solution vari-
ables used 1n this embodiment. Specific queries for a fore-
caster, a resilience analysis, a planner and also a resilience
planner are given.

In a further embodiment of the present mvention, we
describe a traffic flow model, which 1s especially useful for
large networks. In this model we introduce additional
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approximations. As a result, the overall number of variables
to be calculated i1s reduced. The remaining variables are
approximated 1n this model.

Simple Constraint Model

3.1 Constants

We start by defining the constants that we use to describe
the network, 1ts routing and the traffic loads 1n the network.

Definition 3.1 Nodes 1s the set of all nodes 1n the network.
The number of nodes 1s denoted by n. Indices 1,7, k, k , 1 and
1 _refer to nodes.

Definition 3.2 Pops 1s the set of all PoPs 1n the network. The
number of PoPs 1s denoted by r. Indices p and g refer to PoPs.
Each PoP 1s a set of nodes, and each node belongs to exactly
one PoP.

Definition 3.3 The function pop: 1 —p maps the node index
1 to a PoP index p.

Definition 3.4 Lines 1s the set of all node pairs kil so that a
directed line exists between nodes k and 1 in the network. The
number of lines 1n the network 1s denoted by m.

Definition 3.5 The constant t,, 1s the consistent traffic vol-
ume on the directed line between from node k to node 1.

Definition 3.6 The constant ¢, is the sum of all consistent
traffic volumes for external traffic into node 1.

Definition 3.7 The constant ¢,°** is the sum of all consistent
traffic volumes for external tratfic out of node 1.

Definition 3.8 The constant R, 1s the set of all node pairs 13
so that the flow from node 1 to node j 1s (partially) routed
through line k.

Definition 3.9 The constant r{.ﬁ.‘f‘rE 1s a number between 0 and
1 which describes which fraction of the flow from node 1 to
node j 1s routed through line kl. A value 0 indicates that the
flow 1s not routed through line k.

Definition 3.10 The constant p,“ 1s either O or 1 and
indicates whether the tlow from node 1 to node j1s a flow from
PoPptoPoP g,1e.1epandjeq.

Lemma 3.1 We have that

S . Pqg
¥ [, j € Nodes: Z pi' =1
pe=FPops
gG=Pops

holds for all nodes 1 and j.
3.2 Vaniables

We now describe the variables of our model. The first set,
the flow variables, are used to define flows 1n the network
consistently. It 1s the second set, the solution variables, that
we are really interested in. These solution variables are
defined as sums of flow variables.

Deftinition 3.11 The non-negative variable 1, describes the
flow from node 1 to node 3. These variables are called tlow
variables.

There are n* variables of this type.

Definition 3.12 The non-negative variable s, describes the
flow from PoP p to PoP g. These variables are called solution
variables.

There are r* variables of this type.

3.3 Constraints

We now list the constraints used 1in our minimal model. The
names ol the constraints are taken from the “RiskWise II
Constraint Model” document.

Constraint 3.1 (flow_external(2)) The constraint states that
the sum of all flows starting 1n a node 1s equal to the sum of all
external traflic entering the node.
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We have n constraints of this type. Jiz )2 ‘1
Constraint 3.2 (tlow_external(1)) The constraint states that ' &
the sum of all flows ending 1n a node 1s equal to the sum of all " Jm b |
external traflic leaving the node. 0 S11 Lty )
. .
12 2 .
| temtm )
¥ j € Nodes: Z fii =ci W 0
1= Nodes _
. H"z
15 \ 0 J /
We have n constraints of this type.
Constraint 3.3 (traffic_contribution_equal) The constraint - | | |
states that the sum of all flows through a line is equal to the Lhis section can be skipped on a first reading.
traflic on the line. The matrix M 1s defined as
( 1 1 1 0 0 0 )
0 0 0 0 0 0
0
0 0 ... 0 1 1 1
0 1 0O ... 0
0 1 0 0 1 0
. 0
0 0 1 0 0 1
kil kil kil kyl kil kil
L L N I A e
krl knl kn i knl kn i knl
I 2T U e IR i N O ;
AP e (L S o
Pii Piz - Pl Pul Pz o Pm -1 0 .. 0
Pil P13 - Pl Pai Pz - P 0 -1 .. 0
SR 4 P P P 90 oL
45

The constraints arc arranged in the sequence

¥ kI € Lines: Z Py i = I

Ry 1. flow_external(2)

50 2. flow_external(1)

We have m constraints of this type. 3. traffic_contribution_equal
Constraint 3.4 (solution_term(1)) The constraint states that 4. solution_term(1)
the tlow between tiwo PoPs 1s equal to the sum of all flows The matrix has 2n+m+r> Lines and n2+r2 columns.
between nodes which belong to the first and second PoP. 23
Remember that only one p, 77 1n each column has the value
1, all others are 0. This means that 100/r* (CWG: 11)
¥ p, g € Pops: s,, = Z fi percent of the p, 77 values are non zero.
iep

60  Experiments with the CWG network have shown that most

Jeq

lines carry at least n flows, with some carrying 1000

_ . 100 | .}zf
We have 2 constraints of this type. flows. This means that roughly 5-10% of the r,; values

. are non-zero.
3.4 Matrix ‘5

"The matrix form of the problem is defined by the set of lo highlight the structure of the matrix, we can also show
equations it as the combination of multiple smaller matrices.



US 7,920,468 B2

15

(ONE, ONE, ... ONE, 0°
! ! ! 0
R, R R 0

. P P, P, -1,

with the smaller matrices

00 ... 0
00 ... 0
ONE,=|1 1 ... 1
00 ... 0
00 ... 0,

where the line of ones 1s line x. The size of this matrix 1s nxn.

(1 0 ... O)

0 1 ... 0

i=|. . .
0 0 1,

r okl il Eify
Al A
ki kal ki
FZZ FZZ FI.%Z
x1 x2

R, =
kmim kmim {
erl Fx2 . P’;ﬁm)

The size of this matrix 1s mxn.

11

;11 11
Px1 Px2 - P
12 12 12
Px1 Px2 - Pxn
Py = . . .
rr v rr
L Px1 Px2 T y

The size of this matrix is r’xn.

Lemma 3.2 We find that P =P, it pop(x)=pop(y).
3.5 Objective Functions

As result of the flow analysis we want to have lower and
upper bounds for all solution variables. This implies the
objective functions

IT1111 Spg
and

Imax Spg

which are run independently for all pairs of PoPsp and g. This
means that we have to run 2*r* optimization queries. We can
reduce this value by checking 1f a particular solution variable
S, has a value 0 1n one of the other optimization runs. If that
happens, we do not have to check i1t for minimum value.
Full Constraint Model

The main difference between the simple constraint model
as set out above and the full constraint model as described 1n
the following 1s that we distinguish between the different
types of external interfaces. We also allow a separation of
customers interfaces ito groups 1 and 2. If the constraint
model 1s used to perform an analysis of the traific between
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PoPs, group 1 will contain all customer interfaces of a node
and group 2 will be empty. For other analyses, some 1inter-
faces belong to group 1 and others to group 2.
4.1 Constants

We start by defining the constants that we use to describe
the network, 1ts routing and the traflic loads 1n the network.

Definition 4.1 Nodes 1s the set of all nodes 1n the network.
The number of nodes 1s denoted by n. Indices 1,7, k, k , 1 and
1_refer to nodes.

Definition 4.2 Routers 1s the set of all routers 1n the net-
work. The number of nodes 1s denoted by n,.

Definition 4.3 Nets 1s the set of all network nodes 1n the
network. The number of nodes 1s denoted by n,..

Lemma 4.1 We have

Nodes=Routers U Nets

and
Routers M Nets=0

Definition 4.4 Pops 1s the set of all PoPs 1in the network. The
number of PoPs 1s denoted by r. Indices p and g refer to PoPs.
Each PoP 1s a set, of nodes, and each node belongs to exactly
on PoP.

Definition 4.5 The function pop: 1 —p maps the node index
1 to a PoP index p.

Definition 4.6 Lines 1s the set of all node pairs kil so that a
directed line exists between nodes k and 11n the network. The
number of lines 1n the network 1s denoted by m.

Definition 4.7 The value o denotes the number of intercon-
nection lines 1n the network.

Definition 4.8 The constant h, denotes the number of inter-
tace groups tfound at node 1. The value h, 1s equal to the
number of interconnection lines attached to node 1 plus 2.

Lemma 4.2 The total number of groups 1n the network 1s

Z h; =2n+o0

icNodes

Definition 4.9 The constant t, 1s the consistent tratfic vol-
ume on the directed line from node k to node 1.

Definition 4.10 The constant ¢,” is the sum of all consistent
traffic volumes for external traific into node 1.

Definition 4.11 The constant ¢, *” is the sum of all consis-
tent tratlic volumes for external traific which belongs to group
a 1nto node 1.

Definition 4.12 The constant ¢,°* is the sum of all consis-
tent traffic volumes for external traific out of node 1.

Definition 4.13 The constant ¢, °* is the sum of all consis-
tent traffic volumes for external tratfic which belongs to group
a out of node 1.

[Lemma 4.3 We have that

. and

V i € Nodes: ¢ = Z et

l=a=kh;

E : ot
C:'a

l=a=h;

¥ i € Nodes: ¢¢* =

Definition 4.14 The constant R, 1s the set of all node pairs

1] so that the flow from node 1 to node 7 15 (partially) routed
through line k.

Definition 4.15 The constant rzj‘w 1s a number between 0 and
1 which describes which traction of the flow between nodes 1
and j1s routed through line kl. A value 0 indicates that the flow
1s not routed through line k.
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Definition 4.16 The constant p,” 1s either O or 1 and
indicates whether the tlow between nodes 1 and 1 15 a flow
between PoPspand g,1.e.1epandje€q.

Lemma 4.4 We have that

¥ [, j € Nodes: Z pﬁq =1
pePops
gG= Pops

holds for all nodes 1 and j.
4.2 Variables

We now describe the variables of our model. The first set,
the flow variables, are used to define flows 1n the network
consistently. The second set splits the tlows 1n even more
details, so that we can attach more detailed constraints. But it
1s the last set, the solution variables, that we are really inter-
ested 1n. These solution variables are defined as sums of flow
variables.

Definition 4.17 The non-negative variable 1,; describes the
flow from node 1 to node 1. These variables are called flow

variables.

There are n* variables of this type.

Definition 4.18 The non-negative variable ggab describes
the tlow from group a of node 1 to group b of node j. These
variables are called flow group variables.

Lemma 4.5 There are 4n°+4on+0~ variables gzjab.

Detinition 4.19 The non-negative variable s, _ describes the
flow from PoP p to PoP q. These variables are called solution
variables.

There are r~ variables of this type.

4.3 Constraints

We now list the constraints used in our model. The names
ol the constraints are taken from the “RiskWise II Constraint
Model” document.

Constraint 4.1 (flow_external(2)) The constraint states that
the sum of all flows starting 1n a node 1s equal to the sum of all
external traflic entering the node.

¥ i € Nodes: Z fi=c"

jeNodes

We have n constraints of this type.

Constraint 4.2 (flow_external(1)) The constraint states that
the sum of all flows ending 1n a node 1s equal to the sum of all
external traflic leaving the node.

Ot

¥ j € Nodes: Z Jij = ¢
1= Nodes

We have n constraints of this type.

Constraint 4.3 (traffic_contribution_equal) The constraint
states that the sum of all flows through a line 1s equal to the
traffic on the line.

¥ kI € Lines: Z Tiﬁ-*f * fij = Iy
HERK

We have m constraints of this type.

Constraint 4.4 (solution_term(1)) The constraint states that
the tlow between two PoPs 1s equal to the sum of all flows
between nodes which belong to the first and second PoP.
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¥ p, g € Pops: spg =Zﬁj
iep
JEq

We have r* constraints of this type.
Constraint 4.5 (flow_1_g_sum) The total tlow between two
nodes 1s equal «=to the sum of the tflows between the interface

groups at the nodes.

¥ i € Nodes, j € Nodes: f;; = Z gf}b

l=a=h;

libihj

There are n* constraints of this type.

Constraint 4.6 (flow_g_limit a) The sum of all flows from
an interface group at a node 1s equal to the consistent traffic

into this group.

VieNodes, | sa<h: c = Z g

There are 2n+o constraints of this type.

Constraint 4.7 (flow_g_limit b) The sum of all flows to
some 1nterface group at a node 1s equal to the consistent traffic
out of this group.

Ot

VjeNodes, l =b<hj: ¢ =

There are 2n+o constraints of this type.
Constraint 4.8 (empty_1low) There are no flows between
interconnection lines.

V i e Nodes, j € Nodes,3=a=h,,3=b=h.: g ab=

i z

There are o” constraints of this type. These constraints are
solved by pre-processing, setting some variable to zero.

Constraint 4.9 (inverse_g_flow) The tlow between nodes 1
and j 1s limited by the flow 1n the mverse direction.

V¥ i e Nodes,j € Nodes, 1 =a=h,

— W ="

1=b=h,: g "=L*g

There are 2n+o constraints of this form.
Constraint 4.10 (seli_flow_net) There 1s no tlow within a

network node.

V¥ 1 € Nets: £.=0

There are n, constraints of this form. These constraints are
solved by pre-processing, setting some variable to zero.

Lemma 4.6 Constraint 4.1 and 4.2 are implied by the con-
straints 4.5, 4.6 and 4.7 and are therefore redundant.

Prootl: We show that constraint 4.1 1s implied by adding up
all equations 4.6 for a node 1:

(1)

- Lemmad.3 :
2] i in
C; = E - Cig

l=a=h;
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-continued

CDMIIEEH 14.6 ab
= S

2

l=a=h; j= Nodes
libihj

D, &F

Jj€ Nodes | =g=h;

CDHSI‘IEEH t4.5

lgbﬂﬁj

2, i

jeNodes

4.4 Matrix

* The matrix form of the problem is defined by the set of

equations and inequalities

/ CTIW
e
in
Cp )
CTHI‘ b
.
it
CH /
feyty )
. "
( ﬁl h p
Umbm
fir |
Y 3 0
2
fon
ﬁ 0
S11
o 0
12
o 1%
0
Spr J — ]
M % 0 (711”1 3
A <
g11 = .
iH
12 512
811 .
n 21+ 0
Iy hy 2 Ly
g1 + (Zrn+o)
11
812 in
. C”hn L
2T A
. €11
A
Enn / / ot
12
out 21+ 0
lhl
it
Crh,, |
0
2n+ 0
0

>This section can be skipped on a first reading.
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(2)

(3)

(4)

The last 2n+o lines arc mnequalities, the rest arc equations.

The constraints are arranged 1n the sequence

1.
2.

flow_external(2)

flow_external(1)

3. traffic_contribution_equal

4. solution_term(1)
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S.flow_1_ ¢

6. tlow_g limit a

7. flow_g_limit b

8. mnverse_g flow

The matrix M 1s defined as

20

( ONE|, ONE, ONE, 0 0)
! { ! 0 0
R R, R, 0O O
Py P> P, —I 0O
—1 0 H
0 G
0 G

0
'\ VFJ

The matrix has 2n+m+r°+n°+3(2n+0) lines and n*+r°+

(2n+0)* columns. We now describe the different sub parts of

the matrix.
(0 0 . 0
0 0 . 0
ONE. =1 1 ... 1
0 0O . 0
00 ... 0,

where the line of ones 1s line x. The size ot this matrix 1s nxn.

(1 0 ... O©
0 1 ... 0O
[ =
00 ... 1,
rokyl Kyl kidy
1) ko ly ialy
rx;' FIZ Fxn
R, = _
kil kmbm {
P xd x2 ’ikrﬁm,i

The size of this matrix 1s mxn.

(

11 11

Pxi

12
Pxi

P
. Pxi

The size of this matrix is r"xn.
Lemma 4.7 We find that P =P it pop(x)=pop(y).

Px2

12
P2

Fr

Px2

11 A
Pan

12
Pxn

FF

PIH,J
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The sub matrix H has the form

with n” lines and (2n+0)* columns.

Definition 4.20 Let g_: 1xa —X be the bijection which maps
tuples 1xa to an index x.

Let g : 1xjxaxb +y be the byjection which maps tuples

1x]xaxb to an index v.

Letg,~ and g~ be their inverses.

The matrix G consists of elements g, which are defined by
the formula

A 1 if gil(x) =ixa and g},_l(y)=f><j><a><b
gxy= .
0 otherwise

The matrix G consists of elements g, which are defined by
the formula

_ {1 if g-'(x) = jxb and g;l(y):EXXijaxb
Exy = .
g 0 otherwise

Finally, the matrix V consists of values 0, 1 and -L. Each
line and column contains one entry with value 1 and one entry
with value -L. The values 1 are on the main diagonal. For-
mally, the matrix entries v, are defined as

(1
—L 1f x #y and

if x = v and g;,l(x) FiXiXaXa

g;l(x): iX jXaxXb and

g, ()= jxixbxa

|0 otherwise

4.5 Objective Functions

As result of the flow analysis we want to have lower and
upper bounds for all solution variables. This implies the
objective functions

min Sp
and

Imax Spg

which are run independently for all pairs of PoPsp and g. This
means that we have to run 2*r* optimization queries. We can
reduce this value by checking 1t a particular solution variable
S, has a value 0 1n one of the other optimization runs. If that
happens, we do not have to check i1t for minimum value.
Full Constraint Model Including Error Correction

We now present the {ill constraint model including error
correction.
5.1 Constants

We start by defining the constants that we use to describe
the network, 1ts routing and the traffic loads in the network.
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Definition 5.1 Nodes 1s the set of all nodes 1n the network.
The number of nodes 1s denoted by n. Indices 1,7, k, k_, 1 and
1 _refer to nodes.

Definition 5.2 Routers 1s the set of all routers in the net-
work. The number of nodes 1s denoted by n,.

Definition 5.3 Nets 1s the set of all network nodes i1n the
network. The number of nodes 1s denoted by n,.

LLemma 5.1 We have

Nodes=Routers U Nets
and

Routers M1 Nets=0

Definition 5.4 Pops 1s the set of all PoPs 1n the network. The
number of PoPs 1s denoted by r. Indices p and g refer to PoPs.
Each PoP 1s a set of nodes, and each node belongs to exactly
on PoP.

Definition 5.5 The function pop: 1 —p maps the node index
1 to a PoP index p.

Definition 5.6 Lines 1s the set of all node pairs kil so that a
directed line exists between nodes k and 1 1n the network. The
number of lines 1n the network 1s denoted by m.

Definition 5.7 The value o denotes the number of intercon-
nection lines 1n the network.

Definition 5.8 The constant h, denotes the number of 1nter-
face groups found at node 1. The value h, 1s equal to the
number of interconnection lines attached to node 1 plus 2.

Lemma 5.2 The total number of groups in the network 1s

Z b, =2n+o0

1= Nodes

SOLFCe

Definition 5.9 The constant u,, 1s the observed tratfic
volume entering the directed line from node k to node 1.

Definition 5.10 The constant u,,**** is the observed traffic
volume leaving the directed line from node k to node .

Definition 5.11 The constant a, " is the sum of all observed
traffic volumes for external traffic which belongs to group a
into node 1.

Definition 5.12 The constant a, °*’ is the sum of all
observed traific volumes for external traific which belongs to
group a out of node 1.

Definition 5.13 The constant R, 1s the set of all node pairs

11 so that the flow from node 1 to node 7 15 (partially) routed
through line k.

Definition 5.14 The constant rzj‘w 1s a number between 0 and
1 which describes which fraction of the flow between nodes 1
and j1s routed through line kl. A value 0 indicates that the flow
1s not routed through line k.

Definition 5.15 The constant p, 79 1s either O or 1 and
indicates whether the tlow between nodes 1 and 7 1s a tlow
between PoPs pand g, 1.e.1epandje€q.

Lemma 5.3 We have that

¥ [, j € Nodes: Z p;?qzl

peFPops
qe Pops

holds for all nodes 1 and j.
5.2 Variables

We now describe the variables of our model. The first set,
the flow variables, are used to define flows in the network
consistently. The second set splits the tlows 1n even more
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details, so that we can attach more detailed constraints. But 1t
1s the last set, the solution variables, that we are really inter-
ested 1n. These solution variables are simply defined as sums

of flow variables.

Definition 5.16 The variable v, ;7“7 1s the error correction
applied to the observed traflic volume entering the directed
line from node k to node 1. This variable may be negative.

There are m variables of this type.

Definition 5.17 The variable v,,%* is the error correction
applied to the observed traffic volume leaving the directed
line between nodes 1 and 7. This variable may be negative.

There are m vaniables of this type.

Definition 5.18 The non-negative variable t,, is the consis-
tent tratfic volume on the directed line between nodes 1 and 5.

There are m variables of this type.

Definition 5.19 The non-negative variable ¢, ” is the sum
of all consistent traffic volumes for external traific which
belongs to group a into node 1.

There are 2n+o vaniables of this type.

Definition 5.20 The non-negative variable ¢, °* is the sum
of all consistent traffic volumes for external traific which
belongs to group a out of node 1.

There are 2n+o varnables of this type.

Definition 5.21 The variable e, 7 is the error correction
applied to the sum of all consistent traffic volumes for exter-
nal traffic which belongs to group a into node 1. This variable
may be negative.

There are 2n+o varniables of this type.

Definition 5.22 The variable e, °* is the error correction
applied to the sum of all consistent traffic volumes for exter-
nal traific which belongs to group a out of node 1. This vari-
able may be negative.

There are 2n+o varniables of this type.

Definition 5.23 The non-negative variable 1,; describes the
flow from node 1 to node 3. These variables are called flow
variables.

There are n” variables of this type.

Definition 5.24 The non-negative variable ggab describes
the flow from group a of node 1 to group b of node j. These
variables are called tlow group variables.

Lemma 5.4 There are 4n°+4on+o” variables g, *”.

Definition 5.25 The non-negative variable s, describes the
flow from PoP p to PoP g. These variables are called solution
variables.

There are r* variables of this type.

5.3 Constraints

We now list the constraints used in our model. The names
ol the constraints are taken from the “RiskWise 11 Constraint
Model” document.

Constraint 5.1 (interface_error_correction a) The cor-
rected trailic volume value 1s equal to the observed value plus
the error correction applied.

VieNodes,1=a=h,: ¢, =a, "+e,

It

There are 2n+o constraints of this type.

Constraint 5.2 (interface_error_correction b) The cor-
rected traific volume value 1s equal to the observed value plus
the error correction applied.

V i e Nodes,1=a=<h,: c,,"'=a, "+e,

Iy

There are 2n+o constraints of this type.

Constraint 5.3 (interface_error_correction c¢) The cor-
rected tratfic volume value on a line 1s equal to the observed
value plus the error correction applied.

SQidrce

V ki € Lines: t;;=u;,;

Solirce

+ka
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There are m constraints of this type.

Constraint 5.4 (interface_error_correction d) The cor-
rected tratfic volume value on a line 1s equal to the observed
value plus the error correction applied.

. T dest dest
V &l € Lines: 1,,=u; " +v;;

There are m constraints of this type.

Constraint 5.5 (node_octet_sum) The sum of all corrected
traffic 1n to a node 1s equal to the sum of all corrected traific
out of the node.

¥ i € Nodes: Z oy Z I =

l=a=h; kiclines

E: ~O il
C;, T

l=a=h,

2, T

Helines

There are n constraints of this type.

Constraint 5.6 (traffic_contribution_equal) The constraint
states that the sum of all flows through a line 1s equal to the
traffic on the line.

¥ kI € Lines: Z rfj‘{* i = I
IjEHk.{

We have m constraints of this type.

Constraint 5.7 (solution_term(1)) The constraint states that
the flow between two PoPs 1s equal to the sum of all flows
between nodes which belong to the first and second PoP.

¥ p, g € Pops: s, = Zﬁj
iep
JE]G

We have r* constraints of this type.

Constraint 5.8 (flow_1_g_sum) The total tlow between two
nodes 1s equal to the sum of the flows between the interface
groups at the nodes.

¥ i € Nodes, j € Nodes: f; =

I

I ]
72 M
o
L...%“u__

There are n” constraints of this type.

Constraint 5.9 (flow_g_limait a) The sum of all flows from
an interface group at a node 1s equal to the consistent traffic
into this group.

~ 17

VYieNodes, l<ax<h: &= Z gﬁ_}b

jeNodes
l=bh=h;

There are 2n+o constraints of this type.
Constraint 5.10 (flow_g_limit b) The sum of all flows to

some 1nterface group at a node 1s equal to the consistent traffic
out of this group.

¥ je Nodes, 1 <b < h: Ej’é’jf =

2, &

= Nodes

l=a=h,
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There are 2n+o constraints of this type.
Constraint 5.11 (empty_ftlow) There are no tlows between

interconnection lines.

26

-continued
(8)

ENodes
V i € Nodes,j € Nodes,3=a=h; 3=b=h. gz-f‘g"zﬂ 5 12523
There are o” constraints of this type. These constraints are , - 0)
solved by preprocessing, setting some variable to zero. > I_E%:m & T
Constraint 5.12 (inverse_g_flow) The flow between nodes eNodes
i and j is limited by the flow in the inverse direction. " S=bshj
Vie F;;;s;;&;gggsiii;;hﬂ bs x I.E%:dﬂ gg{b (10)
There are 2n+o constraints of this form. %%S
Constraint 5.13 (seli_flow_net) There 1s no tlow within a
network node. 13
V i € Nets: £,-0 As result of the tlow analysis we want to have lower and
There are n, constraints of this form. These constraints are upper.bounds .for all solution variables. This 1mplies the
solved by preprocessing, setting some variable to zero. - objective functions
5.4 Objective Functions A
The error correction model first performs an optimization i
to find a minimal error correction which provides us with a and
consistent data set to perform the flow analysis. The objective
function for the error correction 1s 2> T P
which are run independently for all pairs of PoPs p and q. This
means that we have to run 2*r” optimization queries. We can
minb # Z lefn] + by = Z etz | + () reduce this value by checking 1f a particular solution variable
i flodes hodes 30 s, has a value 0 in one of the other optimization runs. If that
by N e+ by Yy v+ (6) happens, we do not have to check 1t for minimum value.
Kickines Kiekines 5.5 Use of Variables/Constants
by Z & 4 by Z 3o (7) The following table shows the use of the different variable
i€ Nets i€ Nets 35 and constant types in the constraints and the objective func-
tions.
Variables Constants
W e e ™ o
5.1 X X X
5.2 X X X
5.3 X X X
54 X X X
5.5 X X
5.6 X X (X) X
5.7 X X (X)
5.8 X X
5.9 X X
5.10 X X
5.11 X
5.12 X
5.13 X
Obj1 X X X X



US 7,920,468 B2

27

Optimizer Model

In the following we describe the constraint model for the
traffic flow optimizer according to one embodiment of the
present invention. The model 1s based on the full constraint
model including error correction.

For the optimizer model we always study two networks
scenar1os. One 1s the original scenario, in which we have
made traffic measurements, the other 1s a modified one. The
modifications can be an arbitrary number of additions,
changes or deletions from the original network topology or
the network topology. For the modified scenario we want to
calculate certain indicator values, which tell us about the
impact of the modification. In the following formalism, all
symbols related to the modified scenario are marked with a
bar, like so: 1,..

6.1 Constants

We start by defining the constants that we use to describe
the modified network, its routing and the traffic loads 1n the
network. We only define those items that we will need 1n the
model.

Definition 6.1 Nodes is the set of all nodes in the network.
The number of nodes 1s denoted by n. Indices 1, j, k, k , 1 and
1_reter to nodes.

Definition 6.2 Routers is the set of all routers in the net-
work. The number of nodes is denoted by n, .

Definition 6.3 Nets is the set of all network nodes in the
network. The number of nodes is denoted by n, .

Lemma 6.1 We have

Nodes=RouterslU Nets

and

RoutersiINets=0

Definition 6.4 Lines 1s the set of all node pairs kl so that a
directed line exists between nodes k and 1 in the network. The
number of lines in the network is denoted by m.

Definition 6.5 The constant R, is the set of all node pairs 1
so that the flow from node 1 to node 7 15 (partially) routed
through line kl.

Definition 6.6 The constant flj‘w 1s a number between 0 and
1 which describes which fraction of the flow between nodes 1
and j 1s routed through line kl. A value O indicates that the flow
1s not routed through line k.

Definition 6.7 The constant bw,, describes the bandwidth
of the line kl.

Definition 6.8 The constant nc,, is the routing cost of' a flow
from node 1 to node 7. The value indicates how much network
resources are used to transport the flow from node 1 to node 5.

Lemma 6.2

¥ i, j € Nodes: fic;; = Z 7‘?
kiclines

[.emma 6.3

V i € Nodes: nc,,=0

V i,j e Nodes,i=j: nc;,;=1

Observation: Normally, the value nc,; is an integer, but this
1s not always the case.

Definition 6.9 The constant w,; is the factor of increase of
the flow from node 1to node j from the original network to the
modified network.

Definition 6.10 The constant z,; is an additional flow from
node 1 to node 1 in the modified network.
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Definition 6.11 The constant U describes the utilization
limat for all lines in the network.

Definition 6.12 The constant L is the set of all node pairs 11
so that the flow from 1 to 7 can not be routed 1n the modified
network.

6.2 Variables

Definition 6.13 The non-negative variable t,, is the consis-

tent traific volume on the directed line between nodes k and 1.

There are m variables of this type. They are not explicitly
represented in the model.

Definition 6.14 The non-negative variable { ; describes the
flow from node 1 to node 3. These variables are called tlow
variables.

There are n® variables of this type. They are not explicitly

represented 1n the model.

Definition 6.15 The non-negative variable d,, is the utiliza-
tion (in percent) of the directed line between nodes k and 1.

There are m variables of this type.

Definition 6.16 The non-negative variable D is the overall
utilization (1in percent) of the modified network.

There 1s only one variable of this type.

Definition 6.17 The non-negative variable d, . is the mini-
mal utilization of any line in the network.

There 1s only one variable of this type.

Definition 6.18 The non-negative variable d  _is the maxi-
mal utilization of any line 1n the network.

There 1s only one variable of this type.

Definition 6.19 The non-negative variable o,, describes the
percentage of overloading of line kl. I the line 1s not over-
loaded, the value 1s 0.

There are m variables of this type.

Definition 6.20 The non-negative variable h,, describes the
volume of overloaded traific on line kl. If the line 1s not
overloaded, the value 1s 0.

There are m variables of this type.

Definition 6.21 The non-negative variable O describes the
total amount of overloading in the network.

There 1s only one variable of this type.

Definition 6.22 The non-negative variable H describes the
total volume of overloaded traflic in the network.

There 1s only one variable of this type.

Definition 6.23 The non-negative variable Lost describes
the volume of traffic 1n the original network that can not be
routed 1n the modified network. It all tratfic can be routed, the
value 1s O.

There 1s only one varniable of this type.

6.3 Constraints

Constraint 6.1 (traific_contribution_equal) The constraint
states that the sum of all flows through a line 1s equal to the
traffic on the line.

¥ kI € Lines: Z ?f-jf & ﬁj = Iy
.EjE_R_k!

We have m constraints of this type. They are not explicitly

represented 1n the model.
Constraint 6.2 The constraint states that the utilization 1s

the tratfic divided by the bandwidth.

Iii
E?WH

¥ kI € Lines: dj; = 100«
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The constraints are not explicitly represented 1in the model.
Constraint 6.3 The overall utilization 1s calculated by the
total traific divided by the sum of all bandwidth 1n the net-

work.

2,

kiclines

2. bwy
kicLines

D =100«

The constraint 1s not explicitly represented 1n the model.

Constraint 6.4 (flow_assumption) The constraint states
how flows in the original and 1n the modified network are
related.

| e — g =
Vije Nodes: f,=w, ¥ +z,

The constraints are not explicitly represented in the model.

Constraint 6.5 The lost traific 1s the sum of all flows of the
original network that can not be routed in the modified net-
work.

Lost= ) f;

ijeL

Constraint 6.6 The amount of overload for a line 1s the
percentage of utilization exceeding the utilization limat.

V ki € Lines: o, /max(0,d, ~U)

The constraints are not explicitly represented in the model.
Constraint 6.7 The total amount of overload 1s the sum of
the overload on each line.

o= %
kiclines

H

The constraint not explicitly represented 1n the model.
Constraint 6.8 The volume of overloading of a line 1s the
volume of the traffic exceeding the utilization limat.

_ _ Uﬁtbwk,{
¥ kil € Lines: hy; = max|0, 7y —

100

The constraints are not explicitly represented in the model.
Constraint 6.9 The total volume of overloading 1s equal to
the sum of the overloaded volumes on each line.

- Y
kic

L,
IIHES

The constraint 1s not explicitly represented 1n the model.
Constraint 6.10 The minimal utilization 1s the minimum of
all line utilizations 1n the network.

dmin = min {dy)
kiclines
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The constraint 1s not explicitly represented 1n the model.
Constraint 6.11 The maximal utilization 1s the maximum of

all line utilizations in the network.

dma}; = max Jldk:f}
kleLines

The constraint 1s not explicitly represented in the model.
6.4 Approximations

Constraints 6.6 to 6.11 are non-linear. Linear approxima-
tions can be defined as follows. Variables defined through the
linear approximation are marked with '. We typically will be
able to calculate such approximations more easily in our
program.

Constraint 6.12 replaces constraint 6.6

V kl € Lines: o', =d, ~U

(11)

o', =0 (12)

Constraint 6.13 replaces constraint 6.7

0 = Z o

kiclines

Constraint 6.14 replaces constraint 6.8

U ‘é:bWM (13)

100

¥ kl € Lines: EL > [ —

B =0 (14)

Constraint 6.15 replaces constraint 6.9

H= ) b

klcfines

Constraint 6.16 replaces constraint 6.10

V¥ kle Lines: d'_, =d,;
Constraint 6.17 replaces constraint 6.11

V kl e Lines: d',,__ =d,,

6.5 General Results
Theorem 6.1 The utilization of a line 1n the modified net-
work can be expressed as a linear function of node to node

flows 1n the original network.
Proof:

T (15)

E"JWH

100 e

- E' Fif

bWM__ = / J
TA=E L]

¥ kil € Lines: dy; = 100 «

(16)

100 o ) (17)
= ﬁ Z ri'!(wzj * Jif + Zij)
& He Ry
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-continued
_ Z 100 % 7z . Z 100*—“wuf (18)
bWH bWM /

I'J"E _H_,!;: f IIJ.E _R_,;: f

constant consiant

Theorem 6.2 The overall network utilization 1n the modi-
fied network can be expressed as a linear function of node to

node flows 1n the original network.
Proof:

Z Ty (19)

kiclines

Z bwy

klclines

3 bMZ 2,

clinesijc Ry,

D=100x%

(20)

kicLines

(21)

E : E : —k.‘f
(WU i +ZU
E bwﬂ Iy

clinesijc Ry
kicLines

=S 3

clinesijc Ry,

e (22)

Fii i t

kicLines

s 2 3 e

cLlines ijc Ry

kicLines

=3

clinesi, je Nodes

Kl (23)

.Ej ZU

kicLines

3 bMZ 2, v

cLines i, jeNodes

kicLines

100 (24)

_k.{_
FijZiy T

2 2

Z bwﬂ:;ENﬂdﬁMEImﬁ
kicLines

2.

i, jieNodes

(100 «w;;

—k.‘,’
bw 2. T

Z w“k.!EEnf
\ kiclines J

(25)

100 -
5, T,

Jj=Nodes
kicLines

2

i, je Nodes

consiant

100$W % FIC;;

Z bwy

kiclines

consiant

[Lemma 6.4

2, W= ), neyfy

kiclLines 1, je Nodes

Intuitively, the lemma states that the traific in the network
1s completely explained in terms of the node to node flows,
and that the contribution of a flow to the overall traffic 1s 1ts

volume multiplied by the routing cost of the tlow.

10

15

20

25

30

35

40

45

50

55

60

65

32

Theorem 6.3 Assume the same topology and routing in the
original and the modified network. If the flows 1n the modified
network are multiples of the original flows by the same factor,
then we will forecast a growth of utilization on each line and
of the overall utilization by the same factor.

Formally, assume Nodes=Nodes, Lines=Lines, bw,,~bw,,
and r,, H—r kz Further assume T, —x*f Then we have that

akzzx*dkg and D=x*D.

Proof: Under the given assumptions, we have that

Z : 100 % x = RCy; (26)
Z bWH
hIE k!EI}'ﬁ
Z ﬁfu i i (27)
i, jeNodes
= xx100% 22
bwyy
kicLines
Z HC'I'J, $ i (28)
= x %100 4 22000
Z bwy
klcfines
Z Iy (29)
— v %100« klclines
Z bwy
flclines
—x%D (30)
Similarily, we have that
_ i (31)
¥ kIl € Lines: d;; = 100« _H
bwy
Z F;{}f . ]Ty (32)
eR
= 100% 4
bwy
Z FfﬁCXﬁc ij (33)
.E'j'E RH
= 100
) bwy
ki 34
Z rit fi (34)
= x# 100 % 2=
E"?WH
I
= x% 100 % — (39)
bwy
= X *® dk! (36)

Corollary 6.1 Assume the same topology, routing and tlows
in the original and 1n the modified network. Then the fore-
casted line utilization will be equal to the corrected utilization
in the original networks

Theorem 6.4 Assume the same tlows in the original and the

modified network. It ncy""_:nc for all flows, then D=D.

6.6 Approximation Results

We now present some results on the linear approximations
defined above. We typically can use them to find either the

minimum or maximum value of the approximated value, but
not to find both.
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Theorem 6.5 We can use the linear approximation o', to _continued
find the minimum value for the variable o,

V ki € Lines: min Ay = n&nﬁh Theorem 6.15
¥ kil € Lines: minoy = H&ﬂ 0 d min H = minH Theorem 6.16
LP
_ . 7 7 Theorem 6.17
The maximum value of o', 1s unbounded and therefore max H = MK
. . kicLines
useless. Butwe can get the maximal value directly from
10
Theorem 6.6 . U xbwy, S Theorem 6.18
et 2, (‘“_ 100 ]‘ma
kicLines
¥ kl € Lines: max oy = max(O, max d_;!f — U)
§ LpP . U« bwy, < Theorem 6.19
15 max ) (&= 755 ]‘ma
kfs.f.ﬁk.{:}ﬂ

Theorem 6.7 We can use the linear approximation O' to find

the minimum value for the variable O.
The following tables summarize the approximation results.

o For each value, they state how many LP queries must be
min0 = min0 . processed. A value m indicates that all line utilizations have to
o be computed. As a reminder, we also give a brief statement of

the meaning for each indicator.

The maximum value of O' is unbounded and therefore
useless. 25

Theorem 6.8 We can find an upper bound for the maximum

— : — Variable(s LP queries Meanin
value of O by the sum of the maxima of the o,, values. ) ! -

min D 1 the mimimum overall utilization of the net-
work for any flow distribution
B B 3 Mmax D 1 the maximum overall utilization of the net-
maxQ = ax Oy work for any flow distribution
kicLines min O 1 minimum total amount of overloading in the
best case
max O m + 1 approximation only bounds for the largest
The maximum value for 0., can be determined if we know percentage of overloading in the worst case
the maximum value for each d_.. 35 SEETAND o
min H 1 minimum total volume of overloading in the
Theorem 6.9 best case
max H m + 1 approximation only bounds for the largest
volume of overloading in the worst case
— — SCENario
e Z ([dy = U) = maxO 40 min Lost 1 the minimum volume of all flows of the
kieLines original network that can not be routed
in the modified one
o _ o _ _ max Lost 1 the maximum volume of all flows of the
This 1s a fairly trivial bound, and typically will be rather original network that can not be routed
weak. We can strengthen the bound by restricting the sum to in the modified one
those lines that can be overloaded 1n the worst case. a5 L none the tlows of the origimal network that can
Theorem 6.10 | not be r-:l:nuted in 1.:hle HllDdlﬁBd one
mmd,_ 1 the maximum utilization of any line under
the best assumptions about the flow distri-
bution
max Z (dy — U) < max0 maxd, Im the maximum utilization of any line for the
LP kis.t. >0 50) worst case scenario
mind,, .. m the minimum utilization of any line 1n the
worst case scenario
: : : max d,,,, 1 the minimum utilization of any line under
This again assumes that we know the maximum value for the best assumptions about flow distribution
each of the a;.:g variables. min t,, m minimum traffic volume for each line
We can define similar results for the other approximations: 55 maxty m maximum traffic volume for each line
min d;; m minimum utilization of each line (follows
from t; ;)
o Theorem 6.11 max d;; m maximum utilization of each line (follows
mn dmax — %ndmax . from tﬂ)
min oy, Im minimum amount of overloading for each
Max dpoe = MAX {maxd_m} Theorem 6.12 60 B line l(fc:llﬂws from t; ) |
kicLines ~ LP Max Oy Im maximum amount of overloading for each
line (follows from t,;)
max d ;, = max H:m-” Theorem 6.13 min h,; Im minimum volume of overloading for each line
by (follows from t,;)
max h,, Im maximum volume of overloading for each

max doi, = min {mind_m} Theorem 6.14 65

line (follows from t
kicLines LP ( H)
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6.7 A Simpler Approximation 6.8.2 Are there any lines that are overloaded?
If we are satisfied with lower and/or upper bounds on the
values for t,,. we can use the following approximation. The

e

traffic on a line kl 1n the modified network can be expressed as

5
Variable(s) Comment
I = UL F
. . Z:_ i 1 O >07? needs 2m queries ?
i, jeNodes
10
Assuming that the set of nodes and the flows between them 6.8.3 What is the total utilization of the network?
have not changed, we have that
Iy = Z 7’? * fij 15 Variable(s) Comment
i, jeNodes
min/max D 2 queries

On the other hand, the traific on a line k'l' 1n the original

network can be expressed as >0 6.9 Resilience

1

(Given a topology, traffic data, a flow growth pattern and a

N 2 e set of network changes. Possible queries to answer are:
Y= i i
i, j€Nodes 6.9.1 For each change, what is the utilization of each line
5 and which tlows are lost? What 1s the volume of each tlow
lost?

If for all nodes 1 and 7 we have that

|A

Vi, j € Nodes: ,7:;; . P’f{; ! 20 Variable(s) Comment
min/max d;; needs 2m queries per change
L obtained from routing
T - V ij € L: min/max f;; loss of precision probable; 2IL| queries
we can bound t,, with t,,,.. ser change

35

|A

6.9.2 For each change, what is the utilization of each line

It Ly - :
and which flows are lost? What 1s the total volume of the flows

|V

lost?
With less justification, we could use the approximation
Variable(s) Comment
- = s
il > “ir min/max d,, needs 2m queries per change
L obtained from routing
45 min/max Lost 2 querles per change

to find a simple a prior1 bound which only requires routing

and some lookup routine, but does not require an LP run. . qe .
This method of approximation can be extended to sums of 6.9.3 For each change, what is the utilization of each line

traffic on multiple lines 1n the original network, which and which flows are lost?
can be used to bound the traffic on a line in the modified 350

network. This may be usetul 11 we are only interested in
whether some line 1s overloaded or not, but do not care

for actual utilization numbers. Variable(s) Comment
6.3 Forecast min/max d,; needs 2m queries per change
We now look at the different types of queries we encounter s L. obtained from routing
in the different optimizer modules. For each particular form
of query, we note which variables can be used to answer 1t.
(1ven a topology, tratfic data and a tlow growth pattern. 6.9.4 For each change, are there overloaded lines and
Possible queries to answer are: which flows are lost?
6.8.1 What 1s the utilization of each line? 0
Variable(s) Comment
Variable(s) Comment
min/max O needs 2m queries per change

min/max d;; needs 2m queries 65 L obtained from routing
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6.9.5 For each change, what 1s the overall utilization of the
network?

Variable(s) Comment

min/max D 2 querles per change

6.9.6 Is there a change so that some line 1s overloaded?

Variable(s) Comment

max{max O} m + 1 queries per change

6.9.7 Is there a change so that some tlow 1s lost?

Variable(s) Comment

UL obtained from routing

6.9.8 What 1s the worst case utilization of the network for
any of the changes?

Variable(s) Comment

max{max D} 2 queries per change

6.9.9 What 1s the largest amount of traffic lost for any of the
changes?

Variable(s) Comment

max{max Lost} 2 queries per change

6.10 Planner

Given a topology, traffic data, a flow growth pattern and a
set of possible network changes. Possible queries to answer
are:

6.10.1 For each change, what 1s the utilization of each line?

Variable(s) Comment

min/max d;; needs 2m queries per change

6.10.2 For each change, which lines are overloaded by how
much?

Variable(s) Comment

Min/max oy, needs 2m queries per change
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6.10.3 For each change, are there overloaded lines?

Variable(s) Comment

O > 07 needs 2m queries per change ?

6.10.4 Which change results 1n the smallest amount of
overloading?

Variable(s) Comment

min{max O} needs 2m queries per change ?

6.10.5 Which change results 1n the smallest overall utiliza-
tion?

Variable(s) Comment

min{D} 2 queries per change

6.10.6 Which 1s the subset of n changes which reduces
overloading the most?

6.10.7 Which n changes to select one at a time to reduce
overloading?

6.11 Resilient Planner

(iven a topology, traflic data, a flow growth pattern, a set of
possible network failures and a set of possible network
changes. Possible queries to answer are:

6.11.1 For each change, 1s the resulting network resilient
and what 1s the utilization of each line?

6.11.2 For each change, 1s the resulting network partially
resilient and what 1s the utilization of each line?

6.11.3 Which change that does not worsen resilience
results 1n the smallest amount of overloading?

6.11.4 Which change that does not worsen resilience
results in the smallest overall utilization?

Partially resilience 1s defined compared to an existing situ-
ation. A network change 1s partially resilient compared
to an original network 1f no additional line becomes
overloaded and no additional traffic 1s lost.

A Scalable Version of the Constraint Model

In a further embodiment of the present mvention, we
describe a ftraffic flow constraint model using additional
approximations. In this way the model 1s especially usetul for
large networks.

The models represented so far all have the disadvantage
that we need O(n*) node-to-node flow variables. This is a
basic limitation that restricts the number of networks for
which the models can be used. We now present a way of
relaxing the model so that we need fewer vanables. The key
1idea 1s to mtroduce tlow variables for only some of the node-
to-node flows and to approximate the remaining tlows. This
will lead to weaker results, but 1t can be scaled to larger size
by selecting fewer and fewer detailed tlows.

Changes against the minimal model are marked with an
arrow 1n the margin.

B.1 Constants

We start by defining the constants that we use to describe
the network, 1ts routing and the traflic loads 1n the network.

Definition B.1 Nodes 1s the set of all nodes 1n the network.
The number of nodes 1s denoted by n. Indices 1,1, k, k , 1 and
1, refer to nodes.
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Definition B.2 Pops 1s the set of all PoPs in the network.
The number of PoPs 1s denoted by r. Indices p and q refer to
PoPs. Each PoP 1s a set of nodes, and each node belongs to
exactly one PoP.

Definition B.3 The function pop: 1 —p maps the node index
1to a PoP index p.

Definition B.4 Lines 1s the set of all node pairs kl so that a
directed line exists between nodes k and 1 1n the network. The
number of lines 1n the network 1s denoted by m.

Definition B.5 The constant t, 1s the consistent tratfic vol-
ume on the directed line between from node k to node 1.

Definition B.6 The constant ¢,” is the sum of all consistent
traffic volumes for external tratfic into node 1.

Definition B.7 The constant ¢ °*’ is the sum of all consistent
traffic volumes for external tratfic out of node 1.

Definition B.8 The constant R, 1s the set of all node pairs 13
so that the flow from node 1 to node 7 15 (partially) routed
through line kl.

Definition B.9 The constant rzfz 1s a number between 0 and
1 which describes which fraction of the flow from node 1 to
node j 1s routed through line kl. A value 0 indicates that the
flow 1s not routed through line k.

Definition B.10 The constant p,” 1s either O or 1 and
indicates whether the flow from node 1 to node j 1s a flow from
PoPptoPoP g,1e.1epandjeq.

Lemma B.1 We have that

¥ i, j € Nodes: Z pngl

pePops
g= Pops

holds for all nodes 1 and j.

Definition B.11 The constant Taken 1s a set of node pairs
which represents the set of all selected node-to-node flows.
We have that Taken © NodesxNodes. Entries 1in Taken are
represented by node pairs ij.

Definition B.12 The constant Find 1s a set of PoP pairs
which represents the set of all selected PoP-to-PoP tlows. We
have that Find = PopsxPops. Entries in Taken are repre-
sented by PoP pairs pq.

B.2 Variables

We now describe the variables of our model. The first set,
the flow variables, are used to define flows in the network
consistently. It 1s the second set, the solution variables, that
we are really interested in. These solution variables are
defined as sums of flow variables.

Definition B.13 The non-negative variable t,, describes the
flow from node 1to node j with 17 € Taken. These variables are
called How variables.

There are | Taken| variables of this type.

Definition B.14 The non-negative variable rest,
describes the sum of all node-to-node flows starting 1n node 1
which are not 1n the Taken set.

There are n vanables of this type.

Definition B.15 The non-negative variable rest;” describes
the sum of all node-to-node tlows ending in node j which are
not in the Taken set.

There are n vanables of this type.

Definition B.16 The non-negative variable s, _ describes the
flow from PoP p to PoP q with pq € Find. These variables are
called solution variables.

There are |Find| variables of this type.

B.3 Constraints

We now list the constraints used in our scalable model. The

names of the constraints are taken from the “RiskWise 11
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Constraint Model” document, but the constraints here are
only approximations of the original constraints.

Constraint B.1 (flow_external(1)) The constraint states that
the sum of all flows starting 1n a node 1s equal to the sum of all
external traific entering the node.

¥ i € Nodes: Z fii + rest?™ = ci"

jeNodes
yjeTaken

We have n constraints of this type.

Constraint B.2 The constraint states that the variable res-
t.°** of all non-taken flows starting in a node 11s 0, if all flows
starting 1n the node are in the Taken set.

rest,”*=0 if V| € Nodes: 1] € Taken

The number of constraints of this type depends on the
structure of the Taken set. There are at most n constraints of
this type.

Constraint B.3 (flow_external(1)) The constraint states that
the sum of all flows ending 1n a node 1s equal to the sum of all
external traflic leaving the node.

. ] y _ a
¥ j € Nodes: Z Jij +rest) =ci"

1= Nodes
e Taken

We have n constraints of this type.

Constraint B.4 The constraint states that the variable resg.f”
of all non-taken flows ending 1 a node j 1s 0, 1t all flows
ending 1n the node are 1n the Taken set.

resgf”ZO if V1 € Nodes: 1j € Taken

The number of constraints of this type depends on the
structure of the Taken set. There are at most n constraints of

this type.

Constraint B.5 (traffic_contribution_equal) The constraint
states that the sum of all flows through a line can be used to
approximate the tratfic on the line.

[,

¥ kI € Lines: Z rf « fij + Z rest? <
HERy li|¥i, jieNodes: ijcTaken vije Ry}
yelaken
¥ kI € Lines: Z e £+ Z rest™ <1
. i i j o= tid
e Ry i jeNodes: yyeTaken vije Ry ;)
ijcTaken
. _ ki ot
¥ ki € Lines: 1y < Z ri [ + Z rest;
e Ry | AijeRy; st ijgTaken)
yj=Taken
. il in
¥ ki € Lines: 1 < i # fi + resi;

II_,F'E RM
yjcTaken

{1 ijeRy; s.t. ijgTaken)

We have m constraints of this type.

Constraint B.6 (solution_term(1)) The constraint states
that the tlow between two PoPs 1s related to the sum of all
flows between nodes which belong to the first and second PoP.



US 7,920,468 B2

41

We restrict ourselves to flows that are 1n the Find set of
interesting flows.

¥ pg € Find: Z fii < Spq
iEp
JEG

yeTaken

rest?

2,

| dicp s.t. ygTaken)

VpgeFind sy > fi+
Iep
Jjeq
ifcTaken

We have |Find| constraints of this type.
B.4 Objective Functions

As result of the flow analysis we want to have lower and
upper bounds for all solution variables. This implies the
objective functions

min s,
and

Imax Spg

which are run independently for all pairs of PoPs pq 1n Find.
This means that we have to run 2*|Find| optimization queries.
We can reduce this value by checking 1t a particular solution
variables, has avalue 0 inone ot the other optimization runs.
I that happens, we do not have to check it for minimum value.
B.5 Complexity

The model presented has | Takenl+2n+|Find| variables and
at most 4n+4m+2*|Find| constraints. For a flow analysis we
have to run at most 2*|Find| queries.

On the other hand note that we still need to know the rlfz
values, and for this we need to calculate all node to node
routes 1n the network.

B.6 Optimizer

In analogy to the constraints above we can relax the defi-
nitions and constraints regarding the optimizer model.
B.7 Choosing Taken and Find Sets

The above mode depends on a wise choice of the Taken and
Find sets in order to reduce the loss of accuracy of the model.
The a prior1 bounds for flows mentioned below help with this.
A Prion1 Flow Bounds

All flow vanables have a lower bound 01 0. An upper bound
for each flow can be easily computed as

V1,] € Nodes: f..=t;;1f1] € Ry,

i —

A sitmilar bound 1s found on the external tratfic:

¥i,j € Nodes: f,,=c.”

Ij— 1

o OUT
fy=c;

V1,] € Nodes:

These bounds can be trivially extended to the solution
variables. The resulting values may be very weak. Some-
times, a stronger bound 1s found by

S, =ty ifViep,jeq: r;‘r:l

All these bounds are expressed on the corrected tra
variables. Using the uncorrected values instead may lead
misleading results.

Handling Unknown Trailic Values

The error correction model assumes that for each line in the
model we know the observed tratfic volume. Unfortunately,
this may not always be the case. A typical example are inter-
faces which are connected to backbone lines, but for which
we can not collect any traific data, due to problems of the data
collector or of the network device. In the models described
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above, we allowed the observed traffic to be a variable of the
model, which would be left uninstantiated in certain situa-
tions. These variables would be assigned a value 1n the error
correction, choosing a number which would cause minimal
error correction in other parts of the network.

Alternatively, set the traflic of such unobserved variables to
0 and to allow a free error correction on these mterfaces. This
will have the same overall effect on the model, but 1s simpler
and leads to a more consistent view of the problem.

Whilst 1n the above described embodiments linear objec-
tive functions are described, 1t1s appreciated that alternatively
quadratic objective functions can be used.

Whilst 1n the above described embodiments, IP networks
are described, 1t 1s appreciated that the mmvention may be
implemented 1nto other types of communication networks.

Whilst 1n the above described embodiments the use of tlow
rates are described, 1t 1s appreciated that alternatively the
whole calculation could also be done directly 1n volume.

Whilst 1n the above described embodiments the tratfic data
measurements are obtained using the SNMP, 1t 1s appreciated
that alternatively other methods can be used.

Whilst 1n the above described embodiments a specific set
of traflic data measurements obtained from the router and
router interfaces are described, 1t 1s appreciated that other
measurements can be used instead or 1n addition to the mea-
surements described.

It 1s to be understood that the embodiments described
above are preferred embodiments only. Namely, various fea-
tures may be omitted, modified or substituted by equivalents
without department from the scope of the present invention,
which 1s defined 1n the accompanying claims.

The invention claimed 1s:

1. A method of calculating traific values 1n a communica-
tions network, the communications network comprising a
plurality of nodes, the nodes being connected to one another
by links, the method comprising: (a) obtaining at a manage-
ment system, tratfic data measurements through said nodes or
links 1n an 1nitial scenario as input data; (b) deriving at the
management system, a tratfic flow model for a modified sce-
nario using a plurality of constraints describing the interde-
pendency of said nitial to said modified scenario and derived
from the network topology and network behavior of the 1nitial
network; and (c¢) calculating at the management system,
upper and lower bounds of traffic values for said modified
scenar1o from said traflic flow model using said input data,
wherein calculating comprises solving a linear programming,
problem by computing the upper and lower bounds of the
traffic values; wherein said modified scenario comprises one
or more of: a modified network topology, modified routing
algorithm parameters, modified traific engineering con-
straints, or modified traific load compared to the 1mitial sce-
nario.

2. A method according to claim 1, wherein step (b) turther
comprises performing a routing procedure 1n said modified
scenario.

3. A method according to claim 1, further comprising the
step of veritying the consistency of the measured mput data
using information about the network topology or the network
behaviour of the initial scenario.

4. A method according to claim 1, wherein said input data
are corrected il inconsistencies are detected.

5. The method of claim 4, further comprising solving a
linear programming problem with a linear objective function
to minimize the data tratfic reconciliation (error correction).
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6. The method of claim 4, further comprising solving a
linear programming problem with a non-linear objective
function to mimmize the data traflic reconciliation (error
correction).

7. A method according to claim 1, wherein 1n step (b) the
traffic values in the modified scenario are expressed as a linear
function of node-to-node tlows 1n the 1nitial scenario.

8. A method according to claim 1, wherein traffic values
which are not affected by the modifications from said imitial to
said modified scenario are equal to the corresponding 1nput
data or corrected input data of the 1nitial scenario.

9. A method according to claim 1, wherein said traffic
values comprise utilization, overload, or tratfic volume val-
ues.

10. A method according to claim 1, wherein said con-
straints comprise linear constraints.

11. A method according to claim 1, wherein said con-
straints comprise non-linear constraints.

12. A method according to claim 11, wherein a linear
approximation to a non-linear constraint 1s used.

13. A method according to claim 1, wherein solving a linear
programming problem comprises: selecting a first and a sec-
ond node; solving a first linear programming problem by
computing the upper bound of traffic tlow values from the first
to the second node; and solving a second linear programming,
problem by computing the lower bound of traffic flow values
from the first to the second set of nodes.

14. The method of claim 1, further comprising repeating
step (a) at different times or at periodic intervals.

15. A method of calculating traffic values 1n a communi-
cations network, the communications networking comprising
a plurality of nodes, the nodes being connected to one another
by links, the method comprising: (a) obtaining at a manage-
ment system, data traffic data measurements through said
nodes or links 1n an 1mitial scenario as iput data; (b) consid-
ering a modified scenario; (¢) defining one or more solution
variables for said modified scenario; (d) determining at the
management system, constraints between traflic flows
through said links and nodes to describe the network topology
and behavior of the network, said constraints derived from a
network topology and network behavior based on the 1nitial
scenario; and (¢) deriving at the management system, a tratfic
flow model using said input data and said relations for calcu-
lating said solution variables, wherein said solution variable
1s expressed as a linear function of one or more node-to-node
flows of the network; wherein said modified scenario com-
prises one or more of: a modified network topology, modified
routing algorithm parameters, modified traific engineering,

constraints, or modified traific load compared to the mitial
scenario.

16. A method according to claim 15, wheremn step (b)
turther comprises performing a routing process for said modi-
fied scenario.

17. The method of claim 15, wherein said constraints 1n
step (b) include relations among data traffic rates based on the
definition of network protocol (such as IP, TCP, UDP) which
defines the network behaviour.

18. A method according to claim 15, wherein said con-
straints comprising any of the following constraints:

routing-based constraints

link-based constraints

node-based constraints

error-based constraints.

19. The method of claim 15, wherein said constraints relate
to any of the following:
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the si1ze of data packets used in the network;

relationship between the number of data packets and the

data traffic volume;

constraints determined by the routing protocol used 1n the

network;

the relationship between incoming and outgoing data trai-

fic at said plurality of nodes;

the relationship between the data traflic at both ends of

each link;

the relationship between the data traific along said routes

and the data traflic mput into and output from the net-
work.

20. A method according to claim 15, further comprising
repeating stages (b), (¢) and (d) for different modifications of
said network.

21. A method according to claim 20, further comprising,
calculating a mimimal and a maximal value for each solution
variable taking into account one or more of said different
modifications.

22. A method according to claim 20, further comprising
calculating one consistent solution for all solution variables
taking into account all said modifications.

23. An apparatus for calculating traific values 1n a commu-
nications network, the communications network comprising
a plurality of nodes, the nodes being connected to one another
by links, the apparatus comprising: a processor for: (a)
obtaining traffic data measurements through said nodes or
links 1n an 1nitial scenario as mput data; (b) deriving a traffic
flow model for a modified scenario using a plurality of con-
straints describing the interdependency of said initial to said
modified scenario and derived from the network topology and
network behavior of the initial network; and (c¢) calculating
upper and lower bounds of traffic values for said modified
scenar1o from said traflic flow model using said input data,
wherein calculating comprises solving a linear programming,
problem by computing the upper and lower bounds of the
traffic values; and memory for storing said traific data mea-
surements and said traffic flow model; wherein said modified
scenario comprises one or more of: a modified network topol-
ogy, modified routing algorithm parameters, modified tratfic
engineering constraints, or modified tratfic load compared to
the 1nitial scenario.

24. A network management system for managing a net-
work comprising a plurality of nodes, the nodes being inter-
connected by links, the network management system com-
prising: a processor lor: (a) obtaining data traffic data
measurements through said nodes or links 1n an 1nitial sce-
nario as input data; (b) considering a modified scenario; (c)
defining one or more solution variables for said modified
scenar1o; (d) determining constraints between traffic tlows
through said links and nodes to describe the network topology
and behavior of the network, said constraints derived from a
network topology and network behavior based on the nitial
scenario; (e) dertving a traffic flow model using said input
data and said relations for calculating said solution variables,
wherein said solution variable 1s expressed as a linear func-
tion of one or more node-to-node flows of the network; and
memory for storing said data traffic measurements and said
traffic flow model; wherein said modified scenario comprises
one or more of: a modified network topology, modified rout-
ing algorithm parameters, modified traific engineering con-
straints, or modified tratfic load compared to the 1nitial sce-
nario.

25. A non-transitory computer readable medium encoded
with a computer program for calculating traffic values 1n a
communication network, the communication network com-
prising a plurality of nodes connected to one another by links,
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the computer program comprising: code for obtaining traffic
data measurements through said nodes or links 1n an mitial
scenar1o as mput data; code for deriving a traffic flow model
for a modified scenario using a plurality of constraints
describing the interdependency of said imitial to said modified
scenar1o and derived from the network topology and network
behavior of the 1nitial network; and code for calculating val-
ues or upper and lower bounds of traific values for said
modified scenario from said traific flow model using said

[,
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input data, wherein code for calculating comprises code for
solving a linear programming problem by computing the
upper and lower bounds of the traflic values; wherein said
modified scenario comprises one or more of: a modified net-
work topology, modified routing algorithm parameters,

modified traific engineering constraints, or modified traffic
load compared to the 1mitial scenario.
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