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SYSTEMS, METHODS, AND APPARATUS FOR
QUASI-ADIABATIC QUANTUM
COMPUTATION

CROSS REFERENCE TO RELATED
APPLICATION

This application claims benefit, under 35 U.S.C. §119(e),
of U.S. Provisional Patent Application No. 60/830,814, filed

Jul. 14, 2006, which 1s incorporated herein, by reference, 1n
its entirety.

1. FIELD OF THE INVENTION

The present systems, methods and apparatus relate to quan-
tum computation and specifically, to modified or *“quasi-
”adiabatic quantum computation.

2. BACKGROUND

A Turing machine 1s a theoretical computing system,
described 1n 1936 by Alan Turing. A Turing machine that can
cificiently simulate any other Turing machine 1s called a
Universal Turing Machine (UTM). The Church-Turing thesis
states that any practical computing model has either the
equivalent or a subset of the capabilities of a UTM.

A quantum computer 1s any physical system that harnesses
one or more quantum elfects to perform a computation. A
quantum computer that can efliciently simulate any other
quantum computer 1s called a Universal Quantum Computer
(UQOC).

In 1981 Richard P. Feynman proposed that quantum com-
puters could be used to solve certain computational problems
more eificiently than a UTM and therefore invalidate the
Church-Turing thesis. See e.g., Feynman R. P., “Simulating
Physics with Computers™ International Journal of Theoretical
Physics, Vol. 21 (1982) pp. 467-488. For example, Feynman
noted that a quantum computer could be used to simulate
certain other quantum systems, allowing exponentially faster
calculation of certain properties of the simulated quantum
system than 1s possible using a UTM.

2.1 Approaches to Quantum Computation

There are several general approaches to the design and
operation of quantum computers. One such approach 1s the
“circuit model” of quantum computation. In this approach,
qubits are acted upon by sequences of logical gates that are
the compiled representation of an algorithm. Circuit model
quantum computers have several serious barriers to practical
implementation. The circuit model requires that qubaits
remain coherent over time periods much longer than the
single-gate time. This requirement arises because circuit
model quantum computers require operations that are collec-
tively called quantum error correction in order to operate.
Quantum error correction cannot be performed without the
circuit model quantum computer’s qubits being capable of
maintaining quantum coherence over time periods on the
order of 1,000 times the single-gate time. Much research has
been focused on developing qubits with coherence sufficient
to form the basic information units of circuit model quantum
computers. See e.g., Shor, P. W. “Introduction to Quantum
Algorithms” arXiv.org:quant-ph/0005003 (2001), pp. 1-27.
Such art 1s still hampered by an inability to increase the
coherence of qubits to acceptable levels for designing and
operating practical circuit model quantum computers.

Another approach to quantum computation involves using
the natural physical evolution of a system of coupled quantum
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systems as a computational system. This approach does not
make critical use of quantum gates and circuits. Instead,
starting from a known 1nitial Hamiltonian, it relies upon the
guided physical evolution of a system of coupled quantum
systems wherein the problem to be solved has been encoded
in the terms of the system’s Hamiltonian, so that the final state
of the system of coupled quantum systems contains informa-
tion relating to the answer to the problem to be solved. This
approach does not require long qubit coherence times.
Examples of this type of approach include adiabatic quantum
computation, cluster-state quantum computation, one-way
quantum computation, and simulated annealing, and are
described, for example, mn Farhi, E. et al., “Quantum Adia-
batic Evolution Algorithms versus Simulated Annealing”

arXiv.org:quant-ph/0201031 (2002), pp 1-16.

2.2 Qubits

As mentioned previously, qubits can be used as fundamen-
tal units of information for a quantum computer. As with bits
in U'TMs, qubits can refer to at least two distinct quantities; a
qubit can refer to the actual physical device in which infor-
mation 1s stored, and 1t can also refer to the unit of information
itself, abstracted away from 1ts physical device.

(Qubits generalize the concept of a classical digital bit. A
classical information storage device can encode two discrete
states, typically labeled “0” and *““1”. Physically these two
discrete states are represented by two different and distin-
guishable physical states of the classical information storage
device, such as direction or magnitude of magnetic field,
current or voltage, where the quantity encoding the bit state
behaves according to the laws of classical physics. A qubit
also contains two discrete physical states, which can also be
labeled “0” and *“1”. Physically these two discrete states are
represented by two different and distinguishable physical
states of the quantum information storage device, such as
direction or magnitude of magnetic field, current or voltage,
where the quantity encoding the bit state behaves according to
the laws of quantum physics. If the physical quantity that
stores these states behaves quantum mechanically, the device
can additionally be placed 1n a superposition of O and 1. That
1s, the qubit can exist 1n both a “0”” and “1” state at the same
time, and so can perform a computation on both states simul-
taneously. In general, N qubits can be 1n a superposition of 2
states. Quantum algorithms make use of the superposition
property to speed up some computations.

In standard notation, the basis states of a qubit are referred
to as the [0)and |1) states. During quantum computation, the
state of a qubit, 1n general, 1s a superposition of basis states so
that the qubit has a nonzero probability of occupying the 10)
basis state and a simultaneous nonzero probability of occu-
pving the 11) basis state. Mathematically, a superposition of
basis states means that the overall state of the qubit, which 1s
denoted W), has the form [W)=al0)}+bl1), where a and b are
coefficients corresponding to the probabilities lal® and |bl,
respectively. The coelficients a and b each have real and
imaginary components, which allows the phase of the qubitto
be characterized. The quantum nature of a qubait 1s largely
derived from 1ts ability to exist in a coherent superposition of
basis states and for the state of the qubit to have a phase. A
qubit will retain this ability to exist as a coherent superposi-
tion of basis states when the qubit 1s suificiently 1solated from
sources ol decoherence.

To complete a computation using a qubit, the state of the
qubit 1s measured (1.e., read out). Typically, when a measure-
ment of the qubit 1s performed, the quantum nature of the
qubit 1s temporarily lost and the superposition of basis states
collapses to either the |0) basis state or the |1) basis state and
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thus regaining 1ts similarity to a conventional bit. The actual
state of the qubat after 1t has collapsed depends on the prob-
abilities lal” and |bl* immediately prior to the readout opera-
tion.

2.3 Superconducting Qubits

There are many different hardware and software
approaches under consideration for use 1n quantum comput-
ers. One hardware approach uses mtegrated circuits formed
ol superconducting materials, such as aluminum or niobium.
The technologies and processes mvolved in designing and
fabricating superconducting integrated circuits are similar to
those used for conventional integrated circuits.

Superconducting qubits are a type ol superconducting
device that can be included 1n a superconducting integrated
circuit. Superconducting qubits can be separated into several
categories depending on the physical property used to encode
information. For example, they may be separated into charge,
flux and phase devices, as discussed 1n, for example Makhlin
ct al., 2001, Reviews of Modern Physics 73, pp. 357-400.
Charge devices store and manipulate information in the
charge states of the device, where elementary charges consist
ol pairs of electrons called Cooper pairs. A Cooper pair has a
charge of 2e and consists of two electrons bound together by,
for example, a phonon interaction. See e.g., Nielsen and
Chuang, Quantum Computation and Quantum Information,
Cambridge University Press, Cambridge (2000), pp. 343-
345. Flux devices store information in a variable related to the
magnetic flux through some part of the device. Phase devices
store information in a variable related to the difference 1s
superconducting phase between two regions of the phase
device. Recently, hybrid devices using two or more of charge,
flux and phase degrees of freedom have been developed. See

e.g., U.S. Pat. No. 6,838,694 and U.S. Patent Publication No.
2005-0082519.

2.4 Quantum Processor

A computer processor may take the form of an analog
processor, for mstance a quantum processor such as a super-
conducting quantum processor. A superconducting quantum
processor may include a number of qubits and associated
local bias devices, for instance two or more superconducting
qubits. Further detail and embodiments of exemplary quan-
tum processors that may be used in conjunction with the

present systems, methods, and apparatus are described 1n US
Patent Publication No. 2006-0225165 and U.S. Provisional

Patent Application Ser. No. 60/872,414, filed Jan. 12, 2007
and enftitled “System, Devices and Methods for Intercon-
nected Processor Topology™.

A superconducting quantum processor may include anum-
ber of coupling devices operable to selectively couple respec-
tive pairs of qubits. Examples of superconducting coupling,
devices include ri-SQUIDs and dc-SQUIDs, which couple
qubits together by flux. SQUIDs include a superconducting
loop interrupted by one Josephson junction (an ri-SQUID) or
two Josephson junctions (a dc-SQUID). Those of skill 1in the
art will appreciate that a SQUID that incorporates more than
two Josephson junctions may also be used. The coupling
devices may be capable of both ferromagnetic and anti-fer-
romagnetic coupling, depending on how the coupling device
1s being utilized within the interconnected topology. In the
case of flux coupling, ferromagnetic coupling 1mplies that
parallel fluxes are energetically favorable and anti-ferromag-
netic coupling implies that anti-parallel fluxes are energeti-
cally favorable. Alternatively, charge-based coupling devices
may also be used. Other coupling devices can be found, for
example, 1n U.S. patent application Ser. No. 11/247,857 and

U.S. Provisional Patent Application Ser. No. 60/886,253,
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filed Jan. 23, 2007 and entitled “SYSTEMS, DEVICES,
AND METHODS FOR CONTROLLABLY COUPLING
QUBITS”. Respective coupling strengths of the coupling
devices may be tuned between zero and a maximum value, for
example, to provide ferromagnetic or anti-ferromagnetic cou-
pling between qubits.

2.5 Adiabatic Quantum Computation

As mentioned previously, adiabatic quantum computation
typically 1mvolves evolving a system from a known initial
Hamiltonian (the Hamiltonian being an operator whose
eigenvalues are the allowed energies of the system) to a final
Hamiltonian by gradually changing the Hamiltonian. It the
evolution 1s too fast, then the system can be excited to a higher
state, such as the first excited state. There may exist points 1n
the evolution of the system Hamiltonian where excitation out
of the ground state 1s easiest because the ground state and first
excited state are especially close 1n energy. These points are
referred to as “anti-crossings”. Evolution Hamiltonians usu-
ally only possess one anti-crossing, but some may have more
than one or none at all.

For the present purposes, an “adiabatic” evolution 1s con-
sidered to be an evolution that satisfies the adiabatic condition
at all points during the evolution, wherein the adiabatic con-
dition 1s expressed as:

11 1dH /ds10 )1=6g%(s)

where § 1s the time dernvative of s, g(s) 1s the difference in
energy between the ground state and first excited state of the
system (also referred to herein as the “gap s1ze™) as a function
of s, and o 1s a coelficient much less than 1. At any point
during the evolution, 1f the adiabatic condition 1s not satisfied,
then at that point the evolution 1s considered non-adiabatic for
the present purposes. An evolution may be adiabatic at some
points in time while non-adiabatic at others.

A simple example of a linear adiabatic evolution 1s:

H =(1-s)H+sH;

where H; 1s the initial Hamiltonian, H,1s the final Hamilto-
nian, H_ 1s the evolution or instantaneous Hamiltonian, and s
1s evolution coetlicient which controls the rate of evolution.
The coetlicient s goes from 0 to 1, such that at the beginning
ol the evolution process the evolution Hamiltonian 1s equal to
the mitial Hamiltonian and at the end of the process the
evolution Hamiltoman 1s equal to the final Hamiltonian.

The rate that s changes, sometimes referred to as an evo-
lution or annealing schedule, 1s normally constant and slow
enough that the system 1s always 1n the instantaneous ground
state of the evolution Hamailtonian during the evolution, and
transitions at anti-crossings (1.e., when the gap size 1s small-
est) are avoided. However, this constrains the evolution to be
unnecessarily slow even at points where the gap size 1s large.

Although adiabatic quantum computation 1s thought to be
faster at solving some computational problems than classical
computers, the speed 1s limited by the fact that the quantum
system must be evolved slowly enough to avoid excitations
out of the ground state. Farhi et al., 2002, arXiv.org:quant-
ph/02081335 propose using faster non-linear evolution sched-
ules. Mizel et al., 2002, Physical Review A 65, 0223135 ana-
lyze the impact that the gap size has on adiabatic evolutions,
but do not suggest a method of overcoming the difficulties
that anti-crossings pose. Sarandy et al., Physical Review Let-
ters 95, 250503 analyze situations where the adiabaticity of
the evolution breaks down and suggest speeding up the evo-
lution and performing i1t many times. However, they still
adhere to the adiabatic principle and do not propose methods
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to make any part of the evolution non-adiabatic. Knysh et al.,
20035, arXiv.org:quant-ph/0511131 disclose a method of
adiabatic quantum computation on a lattice of qubits with
constant couplings, but do not disclose methods of improving
the speed of adiabatic quantum computation. Roland et al.,
2002, Physical Review A 65, 042308 describe a method of
slowing down the adiabatic evolution at known points where
an anti-crossing occurs, where the slow-down is proportional
to the gap size of the anti-crossing. At points far away from
anti-crossings, the evolution can be sped up. However, this
technique 1s still unsatisfactory because 1t 1s ditficult to deter-
mine the exact point where an anti-crossing occurs during the
adiabatic evolution and 1ts corresponding gap size. As a con-
sequence, for an arbitrary evolution Hamiltonian, this tech-
nique 1s not effective. Further details on adiabatic quantum
computing systems, methods, and apparatus are described 1n
U.S. patent application Ser. No. 11/625,702.

Thus, while methods for improving the speed of adiabatic
quantum computation have been proposed, such proposals
are unsatisfactory in that they fail to provide a satisfactory
means of handling anti-crossings, and thus such proposals
include evolution schedules where the evolution must still be
very slow through anti-crossings.

3. BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a schematic diagram illustrating an arbitrary
anti-crossing 1n accordance with the prior art.

FIG. 2 1s a schematic diagram 1llustrating a portion of a
quantum processor according to one illustrative embodiment.

FIG. 3 1s a graph showing the transition rate and energy gap
according to another illustrative embodiment.

FIG. 4 1s a flow diagram showing a method of quasi-
adiabatic quantum computation according to another 1llustra-
tive embodiment.

FIG. 5 1s a graph showing the probability of being in the
ground state of an evolution according to another 1llustrative
embodiment.

FIG. 6 1s a block diagram showing a computing system
according to another 1llustrative embodiment.

In the figures, 1dentical reference numbers 1dentify simailar
clements or acts. The sizes and relative positions of elements
in the figures are not necessarily drawn to scale. For example,
the shapes of various elements and angles are not drawn to
scale, and some of these elements are arbitrarily enlarged and
positioned to improve legibility. Further, the particular shapes
of the elements as drawn are not intended to convey any
information regarding the actual shape of the particular ele-
ments and have been solely selected for ease of recognition in
the figures. Furthermore, while the figures may show specific
layouts, one skilled in the art will appreciate that variations 1n
design, layout, and fabrication are possible and the shown
layouts are not to be construed as limiting the layout of the
present systems, methods and apparatus.

4. SUMMARY OF THE INVENTION

In one aspect, a method of quantum computation compris-
ing initializing a quantum processor to a ground state of an
initial Hamiltonian and evolving the quantum processor from
the 1mitial Hamiltonian to a final Hamiltonian via an evolution
Hamiltonian, wherein evolving the quantum processor coms-
prises exciting the quantum processor to an excited state of
the evolution Hamiltonian and non-adiabatically passing an
anti-crossing of the evolution Hamiltonian.

In another aspect, a quantum computation system, com-
prising a quantum processor, an excitation device config-
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6

urable for exciting the quantum processor from a first state to
a second state, and a digital processor in communication with
the quantum processor, a memory storing a set of processor
executable instructions that cause the digital processor to
facilitate quantum processing, by initializing the quantum
processor to a ground state of an initial Hamiltonian and
evolving the quantum processor from the mitial Hamiltonian
to a final Hamiltonian via an evolution Hamiltonian, wherein
evolving the quantum processor icludes exciting the quan-
tum processor to an excited state ol the evolution Hamiltonian
via the excitation device and non-adiabatically passing an
anti-crossing of the evolution Hamiltonian.

In still another aspect, a computer program product for use
with a computer system, the computer program product com-
prising a computer readable storage medium and a computer
program mechanism embedded therein, the computer pro-
gram mechanism comprising instructions for 1mtializing a
quantum processor to a ground state of an ini1tial Hamiltonian
and 1nstructions for evolving the quantum processor from the
initial Hamiltonian to a final Hamiltonian via an evolution
Hamiltonian, wherein the instructions for evolving the quan-
tum processor comprise instructions for exciting the quantum
processor to an excited state of the evolution Hamiltonian via
the excitation device and instructions for non-adiabatically
passing an anti-crossing of the evolution Hamiltonian.

In still another aspect, a method of quantum computation,
comprising 1nitializing a quantum processor to a ground state
of a first Hamiltoman and evolving the quantum processor
from the first Hamiltonian to a second Hamiltonian via an
evolution Hamiltonian, wherein evolving the quantum pro-
cessor comprises non-adiabatically passing an anti-crossing
of the evolution Hamiltonian and measuring an end state of
the quantum processor.

In still another aspect, a method of quantum computation,
comprising initializing a quantum processor to a ground state
of an 1n1tial Hamiltonian and evolving the quantum processor
from the 1itial Hamiltonian to a final Hamiltonian via an
evolution Hamiltonian, wherein evolving the quantum pro-
cessor comprises thermally mixing a state of the quantum
processor and measuring a final state of the quantum proces-
SOF.

S. DETAILED DESCRIPTION

In the following description, some specific details are
included to provide a thorough understanding of various dis-
closed embodiments. One skilled 1n the relevant art, however,
will recognize that embodiments may be practiced without
one or more of these specific details, or with other methods,
components, materials, etc. In other instances, well-known
structures associated with quantum processors, such as quan-
tum devices, coupling devices, and control systems including
microprocessors and drive circuitry have not been shown or
described 1n detail to avoid unnecessarily obscuring descrip-
tions of the embodiments of the invention.

Unless the context requires otherwise, throughout the
specification and claims which follow, the word “comprise”
and variations thereotf, such as, “comprises” and “compris-
ing”” are to be construed in an open, inclusive sense, that 1s as
“including, but not limited to.”

Reference throughout this specification to “one embodi-
ment,” or “an embodiment,” or “another embodiment” means
that a particular referent feature, structure, or characteristic
described in connection with the embodiment 1s included 1n at
least one embodiment. Thus, the appearances of the phrases
“in one embodiment,” or “in an embodiment,” or “another
embodiment” in various places throughout this specification
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are not necessarily all referring to the same embodiment.
Furthermore, the particular features, structures, or character-
1stics may be combined 1n any suitable manner 1n one or more
embodiments.

It should be noted that, as used 1n this specification and the
appended claims, the singular forms “a,” “an,” and “the”
include plural referents unless the content clearly dictates
otherwise. Thus, for example, reference to a problem-solving
system including “a quantum processor” includes a single
quantum processor, or two or more quantum processors. It
should also be noted that the term “or” 1s generally employed
in 1ts sense including “and/or” unless the content clearly
dictates otherwise.

The headings provided herein are for convenience only and
do not interpret the scope or meaning of the embodiments.

In accordance with the present devices and methods, com-
putational problems are solved using adiabatic quantum com-
putation on a quantum processor. In some embodiments, the
adiabatic quantum computation comprises initializing a
quantum processor to an 1nitial Hamiltonian and evolving the
quantum processor from the mnitial Hamiltonian to a final
Hamiltonian via an evolution Hamiltonian. In some embodi-
ments, the evolution comprises thermally exciting the quan-
tum processor to an excited state of the evolution Hamiltonian
and non-adiabatically passing an anti-crossing of the energy
of the evolution Hamiltonian. Non-adiabatically passing an
anti-crossing comprises violating the adiabatic condition
($1{11dH_/dsl0)=dg>(s)) at points close to an anti-crossing.

FIG. 1 illustrates the energy profile 100 of an anti-crossing,
which can occur during adiabatic evolution of a quantum
processor. State 110 1s the ground state of the quantum pro-
cessor during evolution, and state 120 1s the first excited state.
In the vicinity of the anti-crossing, shown as dashed area 130,
the energies of the ground state and the first excited state
approach one another. The gap size, that 1s, the difference 1n
energy between the ground state and the first excited state, 1s
at 1ts smallest value at the anti-crossing (shown as gap 140).
When the Hamiltonian of a quantum processor has an anti-
crossing, there i1s possibility of a Landau-Zener transition
occurring at the anti-crossing. In general, for a quantum pro-
cessor 1n a superposition of the ground and first excited states,
a Landau-Zener transition switches the probability ampli-
tudes of the two states. For example, i P, and P, are the
probabilities of the quantum processor being in the ground
and first excited states respectively, a Landau-Zener transition
may {lip the two probability amplitudes such that P, would be
the probability of being in the first excited state and P, would
be the probability of being 1n the ground state.

A quantum processor that was 1nitially totally 1n 1ts ground
state (P,=1) may be totally in the first excited state (P,=1)
following a Landau-Zener transition when passing an anti-
crossing. Likewise, 11 a quantum processor that 1s mitially
totally 1n the first excited state undergoes a Landau-Zener
transition, then 1t may completely switch down to the ground
state. The probability that a Landau-Zener transition will
occur at a given anti-crossing depends on several things,
including how fast the anti-crossing 1s passed and the size of
gap 140. In general, the more quickly the quantum processor
passes the anti-crossing, the greater the probability of transi-
tion. Stmilarly, the smaller the si1ze of gap 140, the greater the
probability of transition.

FI1G. 2 illustrates a portion of a quantum processor which
may be used 1n conjunction with the present systems, meth-
ods and apparatus, although those of skill in the art will
appreciate that other quantum processors may be employed,
such as quantum processors with topologies other than the
topology shown. System 200 comprises a plurality of qubits
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210-1, 210-2, 210-3 (collectively 210, only three called out)
arranged 1n a two-dimensional array. Qubits useful in the
present systems, methods and apparatus include supercon-
ducting flux qubits or superconducting charge qubits, such as
ri-SQUIDs, which may comprise a superconducting loop
interrupted by one Josephson junction, and persistent current
qubits, which may comprise a superconducting loop inter-
rupted by three Josephson junctions. See, e.g., Moo1j et al.,
1999, Science 285, 1036; and Orlando et al., 1999, Phys. Rev.
B 60, 15398. Other examples of superconducting qubits can
be found 1n II’ichev et al., 2003, Phys. Rev. Lett. 91, 097906
Blatter et al., 2001, Phys. Rev. B 63, 174511, and Friedman et
al., 2000, Nature 406, 43. In addition, hybrid charge-phase
qubits may also be used, such as for example the hybrid qubits
described in U.S. Pat. No. 6,838,694 and US 2005-0082519.

System 200 also comprises a plurality of coupling devices
220-1, 220-2, (collectively 220, only two called out) used to
couple the states of qubits 210 together. Some coupling
devices may be configured to couple nearest-neighbor qubits
together, such as coupling device 220-1 (which 1s configured
to couple qubits 210-1 and 210-2 together), while others are
configured to couple next-nearest neighbor qubits together,
such as coupling device 220-2 (which 1s configured to couple
qubits 210-1 and 210-3 together). Coupling devices 220 use-
ful 1n the present systems, methods and apparatus include
rf-SQUIDs and dc-SQUIDs (which includes a superconduct-
ing loop interrupted by two Josephson junctions), which
couple qubits together by flux. In some embodiments, cou-
pling devices 220 may couple qubits 210 together ferromag-
netically (the coupling drives the coupled qubits 210 to have
the same state) and anti-ferromagnetically (the coupling
drives the coupled qubits 210 to have opposite states).

System 200 also comprises a plurality of local bias devices
230 (only one called out) capable ol providing a localized bias
to qubits 210. While four local flux bias devices 230 are
shown 1n FIG. 2, the number of local bias devices 230 1s not
restricted to four and the type of bias device 1s not restricted to
flux bias devices. Although not 1llustrated, all or a portion of
the qubits 1n system 200 may have associated local bias
devices 230. In some embodiments of the present systems,
methods and apparatus, local bias devices 230 may comprise
a loop of metal 1n proximity to a superconducting qubait that
provides an external flux bias to the qubit. In some embodi-
ments, the local bias device 230 may also comprise a plurality
of Josephson junctions.

System 200 may also comprise at least one readout device
240 (only one called out), capable of reading out the states of
all or some of qubits 210. While three readout devices 240 are
illustrated 1in FIG. 2, the number of readout devices 240 1s not
limited to three. In some embodiments of the present systems,
methods and apparatus, readout devices 240 may comprise a
dc-SQUID, while 1n others, readout devices 240 may com-
prise a tank circuit. Still other embodiments may implement
combinations of dc-SQUIDs, tank circuits, or still other
devices not explicitly listed herein. In some embodiments,
readout devices 240 read out the state of one or more qubits
210 1n the flux regime while 1n others, readout devices 240
read out the state of one or more qubits 210 1n the charge
regime. In some embodiments, both charge-based readout
devices 240 and charged-based local bias devices 230 may be
used.

Traditional adiabatic quantum computation comprises
evolving the quantum processor in such a way that it always
remains 1n the ground state of 1ts evolution Hamiltonian. Thus
anti-crossings, or points where excitation out of the ground
state 1s more likely, present problems for successiully accom-
plishing adiabatic quantum computation. In contrast, in the
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present systems, methods and apparatus, anti-crossings are
used to assist the adiabatic quantum computation, a practice
hereinafter referred to as “quasi-adiabatic” quantum compu-
tation, since 1nstead of remaining 1n the ground state during
the whole evolution (1.e., adiabatic evolution), the present
systems, methods and apparatus intentionally employ non-
adiabaticity at certain points during the evolution. For
example, 1n some embodiments, the evolution 1s configured
to pass a given anti-crossing in the evolution Hamiltonian
non-adiabatically, while thermal mixing of the states of the
quantum processor occurs during the evolution. Alterna-
tively, 1n other embodiments, the quantum processor 1s
excited before non-adiabatically passing an anti-crossing and
then undergoes a Landau-Zener transition back to the ground
state at the anti-crossing.

FIG. 3 1s a graph 300 of two characteristics of a quantum
evolution performed on a quantum processor plotted against
the evolution coetlicient s. The evolution plotted has a single
anti-crossing and a non-degenerate ground state, which can
be typical of evolutions run on a quantum processor. The
curve labeled “Energy gap” shows the varnation of the gap
s1ze (energy difference between the ground state and the first
excited state) during an evolution. As can be seen from the
figure, the gap size 1s sizeable except for the area close to
s=0.5 (the location of the anti-crossing). At that point, the gap
s1ze reaches its mimmum value and a Landau-Zener transi-
tion 1s likely to occur. The curve labeled “Transition rate”™
plots the transition rate due to thermal noise between the
ground state and first excited state as a function of the evolu-
tion schedule. There 1s a large, narrow peak at the anti-cross-
ing, where thermal excitations of the state of the quantum
processor are likely 11 the temperature of the system exceeds
the gap size at the anti-crossing. However, before the anti-
crossing, there 1s a secondary, broad peak 350 where transi-
tions can also occur. For a range of s around peak 350 (ap-
proximately 0.2 to 0.4 1 FIG. 3) the higher transition rate
makes a transition possible if the system were suiliciently
excited to overcome the gap size.

One way of achieving excitation of the quantum processor
at peak 350 1s by increasing the thermal energy of the quan-
tum processor, such as by increasing the temperature of the
quantum processor. Another way of exciting the quantum
processor 1s the application of a microwave pulse with a
frequency corresponding to the gap size corresponding to a
given evolution coelficient s. For example, 11 the evolution 1s
at s=0.23, then a microwave pulse with a frequency equal to
the gap s1ze at s=0.235 1s applied 1n order to excite the quantum
processor 1nto the first excited state (given that it was origi-
nally in the ground state). Those of skill 1in the art will appre-
ciate that the excitation of the quantum processor may be
achieved by other means.

By taking advantage of peak 350, a quantum processor
starting 1n the ground state can be excited to the first excited
state near the beginning of the adiabatic evolution (s<0.5).
Then, the quantum processor may be evolved past the anti-
crossing sulficiently fast (non-adiabatically) to induce a Lan-
dau-Zener transition back to the ground state. (For any gap
s1ze, there 1s an evolution speed for which Landau-Zener
transitions are very likely to occur.) After passing the anti-
crossing, the evolution proceeds adiabatically until 1t has
reached the final Hamiltonian. At the end of the evolution
(s=1), the probability that the quantum processor 1s 1n the
ground state of the final Hamiltonian 1s increased. Thus, 1n
embodiments of the present systems, methods and apparatus
where a transition at an anti-crossing 1s actually desired, it
may be advantageous to have a smaller gap-size at the anti-
crossing to facilitate the desired transition. In some embodi-
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ments, the effects of non-adiabatically passing an anti-cross-
ing may outweigh the etfects of the gap-size at the anti-
crossing. Therefore, embodiments of the present systems,
methods and apparatus may reduce the significance of the
gap-size when compared to standard approaches of adiabatic
quantum computation which try to avoid transitions at the
anti-crossing and where the gap size 1s a significant concemn.

This form of adiabatic quantum computation, where the
evolution passes a given anti-crossing non-adiabatically, does
not necessarily require s, the rate of change of the evolution
coellicient s, to vary over time. This 1s because the adiabatic
condition depends on the minimum gap size as well as the rate
of evolution. Thus, a given S may satisty the adiabatic condi-
tion at some stages 1n a given evolution and not satisty the
acdiabatic condition at other stages in the same evolution. In
conventional adiabatic quantum computation, s 1s constant
and slow enough such that at all points during the evolution
the quantum processor 1s unlikely to be excited out of the
ground state. This means that § must be adiabatic at the
anti-crossing, resulting 1n very long evolution times. How-
ever, 1n quasi-adiabatic computation, where a Landau-Zener
transition 1s desired, $ 1s not limited by the gap size at the
anti-crossing. Thus, 1n some embodiments, the evolution may
be non-adiabatic with § having a constant value at the anti-
crossing, but adiabatic everywhere else. In other embodi-
ments, the value of $ may be varied as the evolution proceeds,
with the evolution being adiabatic at all points during the
evolution except near the anti-crossing.

There 1s a chance that a quantum processor, aiter transi-
tioning states due to an excitation at peak 350, may transition
back to the original state due to thermal relaxation before the
evolution fully passes peak 350, thus nullifying the effect of
the 1nitial transition. Then, passing quickly through the anti-
crossing would cause another transition resulting 1n the quan-
tum processor being in the undesirable state (e.g., the first
excited state mnstead of the ground state) at the end of the
evolution. Therefore, 1n some embodiments, the quantum
processor 1s excited at a location on peak 350 such that there
1s insuificient time for a possible relaxation. For example, by
exciting the quantum processor at the tail end of peak 350,
there 1s not enough time for another transition before peak
350 dies off. Since, 1t may not be known what location on
peak 350 1s optimal 1n this regard, in some embodiments the
evolution 1s run multiple times. For example, the evolution
may be run multiple times using a microwave pulse to excite
the system, with the frequency of the microwave pulse being
varied each time. IT the microwave frequency 1s initially small
and incrementally increased each time the evolution 1is
repeated, then a frequency for which the probability of the
quantum processor being in the ground state at the end of the
evolution 1s highest may be found, 1.e., the determined fre-
quency corresponds to the energy gap at the point onpeak 350
where a double transition 1s least likely to occur.

In some embodiments, another approach to address the
potential double transition may be taken. For example, where
the excitation at peak 350 1s by microwave excitation, the
absorption coellicient of the microwave pulse may be mea-
sured while the microwave pulse 1s applied, to monitor for
peaks 1n the absorption coetficient (when the microwave 1s in
resonance with the quantum processor). Thus, 1n some
embodiments, when an absorption peak 1s observed, the evo-
lution 1s quickly evolved past peak 3350 to avoid a second
transition, and once peak 350 has been passed, the evolution
1s returned to an adiabatic rate until the anti-crossing is
reached.

FIG. 4 shows a flow diagram 400 of one embodiment for
quantum computation 1 accordance with the present sys-




US 7,899,852 B2

11

tems, methods and apparatus. However, those of skill in the
art will appreciate that the present systems, methods and
apparatus are not limited by the acts illustrated 1n FIG. 4.

At410, a quantum processor, such as system 200 of FIG. 2,
1s 1nitialized to an 1nitial state described by an initial Hamil-
tonian H.. In some embodiments, the initial Hamiltonian H,
contains 1nitial values for the local bias devices (for example,
local bias devices 230 of FIG. 2) and initial values for the
coupling devices (for example, coupling devices 220 of FIG.
2). In some cases, the 1nitial states of the qubits may also be
initialized. In some embodiments, the quantum processor 1s

initialized to the ground state of the initial Hamiltonian H..

At 420, the evolution of the quantum processor from the
initial H, Hamiltonian to the final Hamiltonian begins. In
some embodiments, the evolution Hamiltonian during this
process may be of the general form

H =A(s)HAB(s)H

where A(s) and B(s) are functions of the evolution coelficient
s, and A(s) goes from 1 to 0 while B(s) goes from 0 to 1. In
some embodiments, A(s) and B(s) are linear functions, while
in other embodiments, A(s) and B(s) are non-linear functions
and/or are optimized to allow for faster adiabatic evolution.
Examples of Tunctions A(s) and B(s) that may be used can be
found 1 U.S. Patent Application Ser. No. 60/762,619, which
1s hereby 1ncorporated by reference in 1ts entirety. During
evolution, the quantum processor 1s excited (such as from the
ground state to the first excited state) before 1t passes an
anti-crossing, causing the state of quantum processor to tran-
sition to an excited state. In some embodiments, the evolution
420 may be performed adiabatically while the excitation 1s
occurring, favoring avoidance of unwanted energy level tran-
sitions.

In some embodiments, the excitation of the quantum pro-
cessor 1s achieved by applying a microwave pulse to the
quantum processor. For example, microwave pulses may be
applied via a large wire coil that encloses or 1s 1n proximity to
the quantum processor, providing a uniform excitation signal
to all the qubits 1n the quantum processor. Alternatively, ther-
mal excitation may be employed by increasing the tempera-
ture of the quantum processor during evolution or by holding
the processor at a constant elevated temperature during evo-
lution. This may, for example, mnvolve changing the tempera-
ture of the environment 1 which the quantum processor 1s
located.

At 430, the evolution of the state of the quantum processor
non-adiabatically passes an anti-crossing in the evolution
Hamiltonian. As previously discussed, 11 the quantum proces-
sor passes the anti-crossing non-adiabatically, the probability
ol a transition occurring 1s close to or equal to 1. Thus, 1t the
quantum processor 1s 1n the first excited state due to the
excitation at 420, there 1s a high probability that 1t will tran-
sition to the ground state when passing the anti-crossing. The
faster the quantum processor passes the anti-crossing, the
greater the probability of transition.

At 440, the quantum processor 1s evolved to the final
Hamiltonian. In some embodiments, the rate of evolution
alter passing the anti-crossing 1s adiabatic. Once the final
Hamiltonian 1s reached, then all or a portion of the qubits 1n
the quantum processor are measured, such as through read-
out devices 240 1n system 200 of FIG. 2. In some embodi-
ments, the quantum processor reaches the ground state of the

final Hamiltonian Hfat the end of evolution to the final Hamil-
tonian 440.

In some embodiments, the final Hamiltonian H represents
a computational problem and the final state of the quantum
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processor 1s a solution to the problem. In some embodiments,
the ground state of the final Hamiltoman H, encodes the
optimal solution to the computational problem.

In some embodiments, all the acts of method 400 except for
430 are performed adiabatically. The acts shown 1n flow chart
400 may be repeated more than once for the same H; and H.
For example, where microwave pulses are used to excite the
quantum processor, repetition of the acts of method 400
allows for the varying of frequencies of the microwave pulse.
In some embodiments, the acts of the method 400 may be
repeated for ditferent values ot H; but the same H.

In other embodiments, quantum computation may be
achieved without the excitation 420. That 1s, there 1s no exci-
tation from the ground state of the quantum processor to an
excited state before the quantum processor passes an anti-
crossing. In such embodiments, the passing of the anti-cross-
ing still occurs non-adiabatically while the rest of the evolu-
tion 1s adiabatic. Such an evolution relies upon the etffects of
a dissipative environment on the quantum processor, such as
thermal noise from the outside environment.

Prior efforts at achieving quantum computation have been
aimed at minimizing the effects of noise on the quantum
processor to avoid excitation and mixing of states. This
involves evolving the quantum processor for a time, t that is
longer than the adiabatic time scale, t_, where t_ 1s a function
of the gap size and denotes the minimum evolution time
necessary to ensure that the evolution 1s adiabatic at all points.
However, the effects of a dissipative environment introduces
a new time scale, t ,, the time scale characteristic for thermal
mixing of the quantum processor. If the time taken for evolv-
ing the processor exceeds, t,, the result 1s thermal mixing of
the state of the processor, usually occurring at the anti-cross-
ing. Unlike Landau-Zener transitions which completely
switch the state, thermal mixing allows the state of the quan-
tum processor to be 1n a classical mixture of states. Thus, if a
quantum processor experiences thermal mixing at the anti-
crossing, there 1s at worst a 50% probability that the quantum
processor 1s still 1n 1ts ground state at the end of the evolution.

FIG. S shows a graph 500 of the probability, P, of being in
the ground state at the end of an evolution of a quantum
processor versus the normalized time of evolution. Curve 510
shows a typical adiabatic evolution with a very weak dissipa-
tive environment (t >t ), wherein for a relatively long evolu-
tion time (t,=t=t,) the probability P,. asymptotically
approaches 1. The goal of conventional adiabatic quantum
evolution 1s to evolve slowly enough to achieve a high prob-
ability of being in the ground state without introducing ther-
mal excitations. However, in practice 1t 1s hard to reduce the
elfect of the dissipative environment so that thermal mixing
does not occur.

Curve 520 shows an aspect of the present systems, methods
and apparatus wherein thermal mixing time t , 1s smaller than
the adiabatic time scale t . In this case, the characteristic time
for when thermal mixing occurs 1s shorter than the adiabatic
evolution time. Thus, thermal mixing prevents the state of the
quantum processor from being completely 1n the ground state
even 11 an evolution was performed slowly enough to achieve
acdiabaticity. Persons of ordinary skill in the art will appreciate
that this 1s undesirable. However, the present systems, meth-
ods and apparatus, employ thermal mixing to achieve a faster
evolution.

In some embodiments, evolution of a quantum processor
with a dissipative environment may proceed in a similar fash-
ion to that illustrated 1n FIG. 4. The quantum processor starts
from an mnitial Hamiltonian (410) and evolves to a final
Hamiltonian (440), with the evolution proceeding adiabati-
cally except when passing an anti-crossing of the evolution
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Hamiltonian (430). Due to the thermal mixing time being
smaller than the adiabatic time scale, thermal mixing of the
state of the quantum processor occurs while the anti-crossing
1s being non-adiabatically passed. (Note that act 420 does not
take place 1n this embodiment.) At the end of the evolution,
the state of the quantum processor 1s measured. However,
since the thermal mixing reduces the probability of having the
quantum processor in the ground state of the final Hamilto-
nian, the measured result may not be the ground state. Thus,
in some embodiments, the evolution 1s performed multiple
times and the state of the quantum processor 1s measured and
the results are stored and compared (such as storing the results

in memory and comparing them using a conventional digital
computer). Evolution may be repeated until one or more
stopping conditions are met.

For example, the evolution may be repeated a predeter-
mined number of times or for a predetermined length of time
and the final state with the lowest energy, which in some cases
1s the ground state, may be chosen as the final result of the
computation. In other embodiments, the final state that occurs
with the most probability (the final state that occurs most
frequently) may be selected as the final result of the compu-
tation. In some embodiments, the result 1s checked after the
first evolution 1s performed to verify that 1t 1s an actual solu-
tion to the computational problem and that the criteria for an
acceptable solution are met. Ifthe criteria are not met, then the
evolution may be repeated and the next result checked. This
may continue until a solution 1s found that meets all or a
mimmum number, proportion, etc., of the criteria. Such
embodiments may be useful for computational problems that
are decision problems and have solutions that are verifiable 1n
polynomial time (e.g., NP problems), or for problems for
which the solution cannot be checked directly but for which
threshold criteria exist. In some embodiments, the evolution
schedule may be varied between repetitions of the evolution.

Adiabatic evolution curve 310 of FIG. 5 has a typical
normalized evolution time of 1 (the right edge of graph 500)
or greater. That 1s, the time needed for adiabatic evolution
must be equal to or greater thant_. At that time, the probability
of being 1n the ground state of the final Hamiltonian 1s sub-
stantial (greater than 0.5). The speed of the adiabatic evolu-
tion 1s limited by the adiabatic passing of the anti-crossing,
which greatly increases the time needed to perform a com-
pletely adiabatic evolution. In mstances where thermal mix-
ing 1s introduced to the evolution and the evolution non-
adiabatically passes an anti-crossing (such as curve 520), the

probability of being 1n the ground state rises quickly but then
levels off at around 0.5. Thus, there 1s no need for the evolu-
tion time to be as long as that for curve 310. Element 530
shows an example of an evolution time when the evolution
relies on the thermal mixing of states at the anti-crossing. As
can be seen, since the quantum processor does not have to
pass the anti-crossing adiabatically, the whole evolution may
be done at a much faster speed. Thus, by non-adiabatically
crossing an anti-crossing and intentionally introducing ther-
mal mixing into the quantum processor, the evolution time
can be shortened. Even though the evolution may need to be
performed multiple times to compensate for thermal mixing,
it 15 1mportant to remember that conventional adiabatic evo-
lution 510 would also typically be performed multiple times.
Therefore, by performing an evolution that includes non-
adiabatically passing an anti-crossing, there can be a net time
savings. Further details on this form of adiabatic quantum
computation may be found 1n Amin, M. H. S. et al., “Ther-
mally assisted adiabatic quantum computation™ arXiv.org:

cond-mat/0609332v2 (2007), pp 1-5.
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FIG. 6 1llustrates a system 600 that 1s operated in accor-
dance with one or more embodiments of the present methods.
System 600 1ncludes at least one digital (binary, conven-
tional) interface computer 605. Computer 605 includes stan-
dard computer components including at least one central
processing unit 610, memory 620, and non-volatile memory,
such as disk storage 615. Both memory 620 and storage 615
may be employed to store program modules and data struc-
tures. Interface computer 605 further includes mput/output
device 611, controller 630 and one or more busses 635 that
interconnect the aforementioned components. User mput/
output device 611 may include one or more user input/output
components such as a display 612, mouse 613, and/or key-
board 614.

System 600 further includes a quantum processor 640
capable of performing quantum computation. Embodiments
of quantum computation that can be performed by quantum
processor 640 have been described previously, but the func-
tions ol quantum processor 640 are not limited to what has
been previously described. For example, while FIG. 2 illus-
trates a portion of a system 200 comprising a plurality of
superconducting qubits and coupling devices that may be
used for quantum processor 640, persons of ordinary skill in
the art will appreciate that other devices and layouts are
suitable for quantum processor 640. In some embodiments,
quantum processor 640 may also comprise a coil surrounding
or 1in proximity to the plurality of qubits (not shown in the
figures), capable of applying a microwave pulse of varying
frequency to quantum processor 640.

System 600 further includes a readout control system 660,
such as devices 240 1n FIG. 2. In some embodiments, readout
control system 660 comprises a plurality of magnetometers or
clectrometers (not shown), where each magnetometer or elec-
trometer 1s inductively coupled, or capacitively coupled,
respectively, to a different qubit in quantum processor 640. In
such embodiments, controller 616 receives a signal, by way
of readout control system 660, from each magnetometer or
clectrometer 1n readout control system 660. System 600
optionally comprises a qubit control system 665 for the qubits
in quantum processor 640. In some embodiments, qubit con-
trol system 665 comprises a magnetic field source or electric
field source that 1s inductively coupled or capacitively
coupled, respectively, to a qubit in quantum processor 640. In
some embodiments, qubit control system 665 controls local
bias devices coupled to the qubits, such as devices 230 1n FIG.
2. System 600 may also comprise a coupling device control
system 670 to control the couplings between qubits 1n quan-
tum processor 640.

In some embodiments, memory 620 includes a number of
modules and data structures. It will be appreciated that at any
one time during operation of the system, all or a portion of the
modules and/or data structures stored in memory 620 may be
resident in random access memory (RAM) and all or aportion
of the modules and/or data structures may be stored 1n non-
volatile memory, such as disk storage 615. Furthermore,
although memory 620, including disk storage 615, 1s shown
as housed within computer 605, other configurations are pos-
sible. For example, memory 620 may be housed within com-
puter 605 or 1t may be housed within one or more external
devices (not shown) that are addressable by computer 605
across a network (e.g., a wide area network such as the Inter-
net).

In some embodiments, memory 620 includes an operating,
system 621. Operating system 621 may include procedures
for handling various system services, such as {file services,
and for performing hardware-dependent tasks. In some
embodiments, the programs and data stored 1n memory 620
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include a quantum computation device interface module 623
for defiming and executing a quantum computation to be
solved on quantum processor 640. In some embodiments,
memory 620 includes a driver module 627. Driver module
627 includes procedures for interfacing with and handling the
various peripheral units to computer 603, such as controller
616 and readout control system 660, qubit control system
6635, coupling device control system 670, and quantum pro-
cessor 640. In some embodiments, the programs and data
stored 1n memory 620 further include a readout module 630
for interpreting the data from controller 616 and readout
control system 660.

The functionality of controller 616 may be divided 1nto two
classes of functionality: data acquisition and control. In some
embodiments, two different types of chips are used to handle
cach of these discrete functional classes. Data acquisition can
be used to measure physical properties of the qubits 1n quan-
tum processor 640 after evolution has been completed. Such
data can be measured using any number of customized or
commercially available data acquisition microcontrollers
including, but not limited to, data acquisition cards manufac-
tured by FElan Digital Systems (Farecham, UK) such as the
ADI132,AD136, MF232, MF236,AD142, AD218 and CF241
cards. In some embodiments, data acquisition and control 1s
handled by a single type of microprocessor, such as the Elan
D403C or D480C. In other embodiments, there are multiple
controllers 616 in order to provide suificient control over the
qubits 1n a computation on quantum processor 640 and 1n
order to measure the results of a quantum computation on the
quantum processor 640.

Although specific embodiments of and examples are
described herein for 1llustrative purposes, various equivalent
modifications can be made without departing from the spirit
and scope of the disclosure, as will be recognized by those
skilled 1n the relevant art. The teachings provided herein of
the various embodiments can be applied to other problem-
solving systems devices, and methods, not necessarily the
exemplary problem-solving systems devices, and methods
generally described above.

For instance, the foregoing detailed description has set
forth various embodiments of the systems, devices, and/or
methods via the use of block diagrams, schematics, and
examples. Insofar as such block diagrams, schematics, and
examples contain one or more functions and/or operations, 1t
will be understood by those skilled 1n the art that each func-
tion and/or operation within such block diagrams, flowcharts,
or examples can be implemented, individually and/or collec-
tively, by a wide range of hardware, software, firmware, or
virtually any combination thereof. In one embodiment, the
present subject matter may be implemented via Application
Specific Integrated Circuits (ASICs). However, those skilled
in the art will recognize that the embodiments disclosed
herein, 1n whole or 1n part, can be equivalently implemented
in standard integrated circuits, as one or more computer pro-
grams running on one or more computers (€.g., as one or more
programs running on one or more computer systems), as one
Or more programs running on one or more controllers (e.g.,
microcontrollers) as one or more programs running on one or
more processors (€.g., microprocessors ), as firmware, or as
virtually any combination thereof, and that designing the
circuitry and/or writing the code for the software and or
firmware would be well within the skill of one of ordinary
skill 1n the art 1n light of this disclosure.

In addition, those skilled in the art will appreciate that the
mechanisms of taught herein are capable of being distributed
as a program product 1n a variety of forms, and that an 1llus-
trative embodiment applies equally regardless of the particu-
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lar type of signal bearing media used to actually carry out the
distribution. Examples of signal bearing media include, but
are not limited to, the following: recordable type media such
as tloppy disks, hard disk drives, CD ROMSs, digital tape, and
computer memory; and transmission type media such as digi-
tal and analog communication links using TDM or IP based
communication links (e.g., packet links).

The various embodiments described above can be com-
bined to provide further embodiments.

All of the U.S. patents, U.S. patent application publica-
tions, U.S. patent applications, foreign patents, foreign patent
applications and non-patent publications referred to 1n this

specification including, but not limited to: U.S. Pat. No.
6,838,694, US Patent Publication No. 2005-0082519, US

Patent Publication No. 2006-0225165, U.S. Provisional
Patent Application Ser. No. 60/872,414 filed Jan. 12, 2007,
entitled “Systems, Devices and Methods for Interconnected

Processor Topology™, U.S. patent application Ser. No.
11/24°7,85°7, U.S. Provisional Patent Application Ser. No.

60/886,253 filed Jan. 23, 2007 and entitled “SYSTEMS,
DEVICES, AND METHODS FOR CONTROLLABLY
COUPLING QUBITS”, and U.S. patent application Ser. No.
11/625,702; are incorporated herein by reference, 1n their
entirety and for all purposes. Aspects of the embodiments can
be modified, if necessary, to employ systems, circuits, and
concepts of the various patents, applications, and publica-
tions to provide yet further embodiments.

These and other changes can be made to the embodiments
in light of the above-detailed description. In general, 1n the
following claims, the terms used should not be construed to
limit the mvention to the specific embodiments disclosed 1n
the specification and the claims, but should be construed to
include all possible embodiments along with the full scope of
equivalents to which such claims are entitled. Accordingly,
the scope of the invention shall only be construed and defined
by the scope of the appended claims.

I claim:

1. A method of quantum computation comprising:

initializing a quantum processor to a ground state of an

initial Hamiltonian; and

evolving the quantum processor from the mitial Hamailto-

nian to a final Hamiltonian via an evolution Hamilto-
nian;

wherein evolving the quantum processor comprises:

exciting the quantum processor to an excited state of the
evolution Hamiltonian; and

non-adiabatically passing an anti-crossing of the evolu-
tion Hamiltonian.

2. The method of claim 1, wherein the final Hamiltonian
encodes a computational problem and a ground state of the
final Hamiltonian represents a solution to the computational
problem.

3. The method of claim 1, wherein exciting the quantum
processor to an excited state includes applying a microwave
pulse to the quantum processor.

4. The method of claim 3, wherein applying a microwave
pulse to the quantum processor includes applying at least one
of a current and a voltage to a coil in physical proximity to the
quantum processor.

5. The method of claim 1, wherein exciting the quantum
processor to an excited state includes thermally exciting the
quantum processor.

6. The method of claim 1, wherein the quantum processor
1s excited prior to non-adiabatically passing the anti-crossing.

7. The method of claim 1, wherein evolving the quantum
processor from the initial Hamiltonian to a final Hamiltonian
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includes approximately adiabatically evolving the quantum
processor except when non-adiabatically passing the anti-
crossing.

8. The method of claim 1, wherein exciting the quantum
processor to an excited state of the evolution Hamiltonian
includes exciting the quantum processor to a first excited state
of the evolution Hamiltonian.

9. The method of claim 1, wherein non-adiabatically pass-
ing an anti-crossing of the evolution Hamiltonian includes
transitioning the quantum processor from the excited state of
the evolution Hamiltonian to the ground state of the evolution
Hamiltonian.

10. The method of claim 1, further comprising:

repeating the evolution of the quantum processor from the

initial Hamiltonian to the final Hamiltonian.

11. The method of claam 10, wherein the evolution 1s
repeated a determined number of times.

12. The method of claam 10, wherein the evolution 1s
repeated for a determined time.

13. The method of claam 10, wherein the evolution 1s
repeated until at least one determined criterion has been sat-
1stied.

14. The method of claim 1, wherein the quantum processor
COmMprises:

a plurality of qubits disposed 1n a two-dimensional array;

a plurality of coupling devices configurable for coupling

two or more of the qubits together;

a plurality of local bias devices; and

at least one readout device for reading out a state of at least

one qubit.

15. A quantum computation system, comprising:

a quantum processor;

an excitation device configurable for exciting the quantum

processor from a first state to a second state;

a digital processor in communication with the quantum

processor; and

amemory storing a set ol processor executable instructions

that cause the digital processor to facilitate quantum

processing, by:

initializing the quantum processor to a ground state of an
initial Hamiltonman: and

evolving the quantum processor from the 1nitial Hamil-
tonian to a final Hamiltonian via an evolution Hamil-
tonian;

wherein evolving the quantum processor includes:

exciting the quantum processor to an excited state of the
evolution Hamiltonian via the excitation device; and

non-adiabatically passing an anti-crossing of the evolu-
tion Hamiltonian.

16. The system of claim 15, wherein the final Hamiltonian
encodes a computational problem to be solved and a ground
state of the final Hamiltonian represents a solution to the
computational problem.

17. The system of claim 15, wherein the excitation device
1s configured to excite the quantum processor via one or more
microwave pulses.

18. The system of claim 17, wherein exciting the quantum
processor includes varying a frequency of the one or more
microwave pulses.

19. The system of claim 15, wherein the excitation device
1s configured to excite the quantum processor via thermal
excitation.

20. The system of claim 15, wherein the quantum processor
COmprises:

a plurality of qubits disposed 1n a two-dimensional array;

a plurality of coupling devices configurable for coupling

two or more of the qubits together;
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a plurality of local bias devices; and

at least one readout device for reading out a state of at least

one qubit.

21. The system of claim 15, wherein the memory further
comprises instructions for repeating the mitialization of the
quantum processor and the evolution of the quantum proces-
SOF.

22. A computer program product for use with a computer
system, the computer program product comprising a com-
puter readable storage medium and a computer program
mechanism embedded therein, the computer program mecha-
nism comprising:

instructions for initializing a quantum processor to a

ground state of an 1nitial Hamiltonian; and

instructions for evolving the quantum processor from the

initial Hamiltonian to a final Hamiltonian via an evolu-
tion Hamiltonian;

wherein the nstructions for evolving the quantum proces-

SOr COMPrise:

istructions for exciting the quantum processor to an
excited state of the evolution Hamiltonian via the
excitation device; and

istructions for non-adiabatically passing an anti-cross-
ing of the evolution Hamiltoman.

23. The computer program product of claim 22, wherein
the final Hamiltonian encodes a computational problem to be
solved and a ground state of the final Hamiltonian represents
a solution to the computational problem.

24. The computer program product of claim 22, wherein
the 1nstructions for exciting the quantum processor include
instructions for applying one or more microwave pulses to the
quantum processor.

25. The computer program product of claim 24, wherein
the instructions for exciting the quantum processor include
instructions for varying a frequency of the one or more micro-
wave pulses.

26. The computer program product of claim 22, wherein
the 1nstructions for exciting the quantum processor include
instructions for exciting the quantum processor via thermal
excitation.

277. The computer program product of claim 22, turther
comprising:

instructions for repeating the evolution of the quantum

processor from the 1nitial Hamiltonian to a final Hamil-
tonian.
28. A method of quantum computation, comprising:
initializing a quantum processor to a ground state of a first
Hamuiltonian; and

evolving the quantum processor from the first Hamiltoman
to a second Hamiltonian via an evolution Hamiltonian,
wherein evolving the quantum processor comprises
non-adiabatically passing an anti-crossing of the evolu-
tion Hamiltonian; and

measuring an end state of the quantum processor.

29. The method of claim 28, wherein the second Hamilto-
nian encodes a computational problem to be solved and a
ground state of the second Hamiltonian represents a solution
to the computational problem.

30. The method of claim 28, further comprising:

verilying that the end state 1s an acceptable solution to the

computational problem.

31. The method of claim 28, further comprising:

repeating the 1mitializing, evolving and measuring for a

number of cycles until a stopping condition 1s met.

32. The method of claim 31, further comprising:

storing the end state for each cycle; and

selecting a final state from the stored end states.
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33. The method of claim 32, wherein selecting a final state
from the stored end states includes selecting a lowest energy
final state.

34. The method of claim 32, wherein selecting a final state
from the stored end states includes selecting a most fre-
quently occurring final state.

35. The method of claim 32, further comprising:

verilying that the selected final state 1s an acceptable solu-

tion to the computational problem.

36. The method of claim 31, wherein the stopping condi-
tion 1s at least one of a predetermined number of cycles and a
predetermined time.

37. The method of claim 28, wherein the quantum proces-
SOr COMPrises:

a plurality of qubits disposed 1n a two-dimensional array;

a plurality of coupling devices configurable for coupling

two or more of the qubits together;

a plurality of local bias devices; and

at least one readout device for reading out a state of at least

one qubit.

38. The method of claim 28, wherein evolving the quantum
processor further includes thermal mixing of a state of the
quantum processor when passing the anti-crossing.

39. The method of claim 28, wherein evolving the quantum
processor further includes evolving the quantum processor
adiabatically except when passing the anti-crossing.

40. The method of claim 28, wherein evolving the quantum
processor further includes exciting the quantum processor to
an excited state of the evolution Hamiltonian.

41. A method of quantum computation, comprising:

initializing a quantum processor to a ground state of an

initial Hamiltonian; and

evolving the quantum processor from the mitial Hamilto-

nian to a final Hamiltonian via an evolution Hamilto-
nian, wherein evolving the quantum processor com-
prises thermally mixing at least one state of the quantum
processor; and

measuring a final state of the quantum processor.
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42. The method of claim 41, wherein the final Hamiltonian
encodes a computational problem to be solved and a ground
state of the final Hamiltonian represents a solution to the
computational problem.

43. The method of claim 41, further comprising:

veritying that the final state 1s an acceptable solution to the
computational problem.

44. The method of claim 41, further comprising:

repeating the immtializing, evolving and measuring until a
stopping condition 1s met.

45. The method of claim 41, wherein the quantum proces-
SOr COMPrises:

a plurality of qubits disposed 1n a two-dimensional array;

a plurality of coupling devices configurable for coupling
two or more of the qubits together;

a plurality of local bias devices; and

at least one readout device for reading out a state of at least
one qubit.

46. The method of claim 41, wherein thermally mixing at
least one state of the quantum processor includes thermally
mixing the at least one state of the quantum processor when
passing an anti-crossing of the evolution Hamiltonian.

4'7. The method of claim 46, wherein passing an anti-
crossing of the evolution Hamiltonian includes passing the
anti-crossing non-adiabatically.

48. The method of claim 41, wherein evolving the quantum
processor mcludes evolving the quantum processor adiabati-
cally except when thermally mixing the state of the quantum
Processor.

49. The method of claim 41, wherein evolving the quantum
processor further includes exciting the quantum processor to
an excited state of the evolution Hamiltonian.
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