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(57) ABSTRACT

There 1s a need for providing a content to a user in process of
a voice call without interrupting the conversation. A presence
server 1s provided to manage positions, 1n a virtual space, of
a user of each of voice telecommunication terminals and an
advertisement sound source provided by an advertisement
server. A media server applies a stereophonic process to voice
data for each of the other voice telecommunication terminals
correspondingly to a relative position between a user of each
ol the other voice telecommunication terminals and a user of
the relevant voice telecommunication terminal. Further, the
media server applies a stereophonic process to acoustic data
for the advertisement sound source correspondingly to a rela-
tive position between the advertisement sound source and a
user of the relevant voice telecommunication terminal. In this
manner, stereophonically processed data 1s synthesized to
generate voice call data for the relevant voice telecommuni-
cation terminal.

8 Claims, 23 Drawing Sheets
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FIG. 11

ADVERTISEMENT INFORMATION TRANSMISSION CONTROL UNIT 304

START

53001

START TIME OF
ADVERTISEMENT TIME SLOT
REACHED?

YES
TRANSMIT SOUND SOURCE ADDITION
REQUEST TO PRESENCE SERVER
ESTABLISH SPEECH PATH TO MEDIA SERVER

START TRANSMITTING ACOUSTIC DATA FOR
FOCUSED RECORD (TO REPEAT REPRODUCTION|

53004

53005

S3006

53007

END TIME OF
ADVERTISEMENT TIME SLOT
REACHED?

NO

YES

53008

STOP TRANSMITTING ACOUSTIC DATA FOR
FOCUSED RECORD

53009

DISCONNECT SPEECH PATH TO MEDIA SERVER

53010
TRANSMIT SOUND SOURGE DELETION
REQUEST TO PRESENCE SERVER

S3011



US 7,899,171 B2

Sheet 10 of 23

G AHOMLAN dl

Mar. 1, 2011

U.S. Patent

0y

H30IAOHd

JON35d4a
LINMN

ONISS4U0dd
d1lY

LINN

JOV4H3LNI
YHOMLIN o0y
d
LINN
L0V TOHINOD diS

80¥

LINN NOILYHINID
dYW 30VdS vMLdlA

LY

4300030
Olanv

90y

d30OIN
OIdnNy

GOV

LIN(]
JONY1d300V
NOILYH3dO

14017

1INN 1Nd1NO
O4dIA

c0

1INN 1Nd1NO
JII0A

cOp

1INN LNaNI
J0I0A

10V

cl Ol

JOIA3(
ONILNIOd

144%

() AV1dSIa
HAY

OIaNY a8 3HL
() HLIM INVITdWOD
an INOHJAVY3IH

() INOHJOHOIW
XAy

¥ TYNINH3L NOILVIINNIWNOOT13L 3DI0A



U.S. Patent Mar. 1, 2011 Sheet 11 of 23 US 7,899,171 B2

FIG. 13
4120
41 23%
taro publicity A
41 % 954122
j"o hanako

4122

A 4121
OWN USER

FIG. 14

601 602 603

EXTERNAL
CPU MEMORY | | STORAGE DEVICE
COMMUNICATION INPUT OUTPUT
DEVICE DEVICE DEVICE

604 6305 606



US 7,899,171 B2

Sheet 12 of 23

Mar. 1, 2011

U.S. Patent

JAE —80€SS 040034 3137130 C01CS

153N034 NOIL313a I2HNOS ANNOS —1—~20€SS
J3HIV34 LO1S JAIL
INFW3SILH3AQY FHL 50 JWIL AN

90LS6S

V1VQA Q3ZISFHLNAS

¢0cSS

momm\w Y1¥Q 3010A — £04SS
(394N0S ANNOS LNIWISILHIAAY ANV SH3SN T1¥) NOILYWHOANI NOILISOd YNLHIA+—$01GS
| 1S3nD3Y NOILYIWHOANI NOILISOd 20¥SS
(39HN0S ANNOS LNIWISILYIAQY ANV SHISN TIV) ——€016S
NO!LYWHOANI NOILISOd TYNLHIA
VORSS 153NH3Y NOILYIWHOANI NOILISOd
NOLLYWHOANI NOILISOd WNLHIA H3LSI93H

o [ W —50css

03HAYIH LO1S JNIL 153N034 NOILIdAY 32HNOS ANNOS

Q40034 31vadh

INIW3SILHIAQY 40 FNIL LHYLS 10LGS
(435N NMO) zo_zz%mz_ NOILISOd WNLYIA
43AH3S WNING3L L0¥SS HIAHIS HIAHIS
. INIWISILH3AQY zo_zo_%g@owé , TR _ JON3S3Hd
y GlL O



a\
aa
o
e~
—
x Tvan GU INOILOTHIA ‘(62 ‘GA ‘GX) :LYNIQHOOD | ks xsnnx
2 1HIONOD Y4 INOILO3HIQ wkakwkx | Ofeuey
T3AVHL €4 NOLLOFHI R
% 14 INOILO3HIO ‘(12 ‘1A 1X) :ILYNIQHOOD | **wxssix |y Ayoygnd
VOEO! A
NOILO3HIA ANY JLYNIJHOOD) 0l 3DHN0S
FONIH3434d NOLIYWEOININOILiSOd Twvnidia -~ | SS3990Y | -anndsmasn
pe0| ce0! 2601 €01

veol LINN 3DVHOLS NOILLYWHOINI NOILISOg

Sheet 13 of 23

Mar. 1, 2011

DISNIA 002 OL 00:02 §}+/80/5002
T3IAVHL 00:G} OL 00:H+ §1/80/5002
HY O 00:6 OL 00:2 §H/80/S002 rrkorkkokkoorx |y Ajoygnd
V050t a1 30HN0S
AHODILYD 1018 INIL INFWISILHIAQY VLYA OILSNOJY | - anAdSMIeN

12101 £50¢ ¢G0t 1GOE
VS0E LINN 3OVHOLS NOLLVWHOSNI LNJW3SILH3AAY

9L 9ld

U.S. Patent



td « ¢d < +d 3TOAD

US 7,899,171 B2

00:72 OL 00:02 §1/80/5002 woxokkocokkoekxor [0 Ajognd
XI4 00:GL OL OO G1/80/G002 | *»x»xxxxxx* | gAyoygnd
31v¥adn 00:6 OL 00:Z §}1/80/5002 ook |y Ao)gno
oo 37NY INTWIAOW 1075 INIL INIW3SILHIAQY | VLY@ DILSNODY | .t 39SHDR
-ANNOS/H3SN
r G508 €508 2508 1508
2 T ———
S 0S0E LINN 3DVHOLS NOILYIWHOSNI INIWISILHIAQY
3
9
=
2.., # K ¥ K Kk k&K
~ _
> e :NOILOFHIA ‘(62 ‘6A ‘€X) :IYNIQHOOD | *#xxxxxx |  om
xxxwrxxx | AN
g0€01

(NOILO3HIa ANV JLYNIQHO0D}

AJI10d INJW3SI1a3Adv

al 3DHNOS
553ddAY | .anAOS/MH3sN

= NOILYWHOAN! NOILISOd IVNLHIA

m GE0l €0} 201 1801
= ge0l LINN 39VHOLS NOLLYIWHOSNI NOLLISOd

S .

< 8l ‘Dl



US 7,899,171 B2

. - ]'s4:NOILOFYIQ (62 ‘GA ‘'SX) :ILYNIQHOOQ | *x ok xkxx
. o TvuNOMO3WIO (b7 A pX) :JUVNIGHOOO | xxxxxxxe | OfEURY
. T euNOUO3WIO (676X :ALYNIGHOOD | ek xxwxxx | OB
g ~ 3lvadn | WNOILO3HIA (12 kA1) S3IYNIGHOOO | xxxxxkxx | Y Ayoygnd
99
T o e B
GE0t ee0! ¢t} LE0 1

2011

3E0F LINN IOVHOLS NOILYWHOANI NOILISOd

Oc 9ld

Mar. 1,

U.S. Patent



US 7,899,171 B2

Sheet 16 of 23

Mar. 1, 2011

U.S. Patent

d3NIL LHYLS
G0G1S

34MN0S

ANNOS HO4 Q4003
d315193d ANV 31vddN

V0SS

31NY LNJWAAON
0L ONIQHOJJV
NOILYWHOANI NOILISOd
WALEIA 1VHINID

C051LS S3A

¢d354v13 JNIL
Q31419345

¢@314193aS
310a INJNIAON
3 10ADs

L0GLS

4048

daNIL LHYLS

J0HNOS ANNOS HOS
Q40934 31vad

GOVIS

J0HN0S ONNOS YO
NOILYINHOANI NOILISOd
WNLHIA 31VaINID

C0P1S o3

d35d¥ 13 dNIL
ON 0314193dS
OV IS QI

£@3141934S
37N4 INJWIAON
ON J1vadn.

LOP LS ON

¢J3AI303

153N034 NOILYWFOANI
NOILISOd

L0ELS

E0ELS 20ELS

S3A
ON

¢0ctS

o3A

¢d3AI3930
1S3N034d NOILA130 3IHNOS
ANNOS

ON

10C1S
daNIL LHYLS
POLLS
€0LLS 20LLS
S3A

¢J3AI3934
153N0J4 NOILIAQY J0dNOS

ON ONNOS

JOLLS

€001S '¢001S
93A

¢d3AI3034

153n034d NOILYHL1SID34
NOILLYWHOANI

NOILISOd

L00LS

- 1gv1S

| H3AH3S 3ONIS3Hd

Llc Ol



U.S. Patent Mar. 1, 2011 Sheet 17 of 23 US 7,899,171 B2

ADVERTISEMENT SERVER 3D
306
REQUEST - 305D
ACCEPTANCE ADVERTISEMENT
UNIT INFORMATION
STORAGE UNIT
304D
RN
TRANSMISSION REQUEST

STORAGE UNIT

CONTROL UNIT

RIP SIP

PROCESSING PROCESSING
UNIT I UNIT

IP NETWORK INTERFACE UNIT

IP NETWORK 5




US 7,899,171 B2

Sheet 18 of 23

Mar. 1, 2011

U.S. Patent

0.0t

— omm | e oo
0IE) 0€-8 0c/80/50

v Aidiqna
0 Awoignd

a Rognd _  01802/80S0
v Aojand 009 02/80/50
(Gl 304NOS-ANNOS/AHISN) | (Al 30HNOS-ANNOS/HISN) INIL ANV 3LYQ
H3ISN 31S3NO3Y H3ISN ONILSINDIH | IONVL4IOOV 1S3INO3Y
£L0€ 2.0€ 1/0€
/0 L1INN 39VHOLS 1S3IND3d
rc 94

JAMOTNEL [ revsnmrises
NOILYNHOSNI HVO MIN [ sk sk
al 30HNOS

a0S0¢
NOILVWHOANI 3dINS v1va JILSNOJY | .aNAOS/HISH

950t ¢50t 1G0P
ac0€ L1INN IOVHOLS NOILVINHOANI INJWISILEIAAY

£c Old

v Aoligna




U.S. Patent Mar. 1, 2011 Sheet 19 of 23 US 7,899,171 B2

ADVERTISEMENT INFORMATION TRANSMISSION CONTROL UNIT 304D
START
S3101
FOCUS ON RECORD HAVING EARLIEST
RECEPTION DATE AND TIME
53102
TRANSMIT GENERATED SOUND SOURCE
ADDITION REQUEST TO PRESENCE SERVER
S3103
ESTABLISH SPEECH PATH TO MEDIA SERVER
S3104
START TRANSMITTING ACOUSTIC DATA FOR
FOCUSED RECORD (TO REPEAT REPRODUCTION)
S3105
SPECIFIED TIME ELAPSED?
YES
S3106
STOP TRANSMITTING ACOUSTIC DATA FOR
FOCUSED RECORD
S3107
DISCONNECT SPEECH PATH TO MEDIA SERVER
S3108
TRANSMIT SOUND SOURCE DELETION
REQUEST TO PRESENCE SERVER
53109
DELETE FOCUSED RECORD



US 7,899,171 B2

Sheet 20 of 23

G XHdOMLSN 4

Mar. 1, 2011

U.S. Patent

A

H30IAOHd
EQERERY B

0

LINA
JONV.LdJO0V
NOILydddO

LINN JONV.Ld3I0V
153N034

LINN 1Nd1N0
03dIA

LINN NOILYHINID

wnid
dvIN 30vdS I.LaIA AN

LINN LNd1N0
JOI0A

LINI] 90% 207

ONISS330ad
d3000N3 1INN LNdN
Oldnv JOI0A

ald

o AR

J0IA30
@ ONIINIOG

129%

() AY14dSIC
eev

01aNY Q¢ 3HL
() HLIM INVITdWOD
INOHJAY3H

9%

(") ANOHJOHIIN
|cb

LINN
JOV4HTINI GOY L0
YHOMLIN 607
dl
LINN _
v T041INOD dIS av TWNINY3L NOILYOINNWWOD313L 3DI0A



U.S. Patent Mar. 1, 2011 Sheet 21 of 23 US 7,899,171 B2

FIG. 27

REQUEST ACCEPTANCE SCREEN
4120

4121 4122

“856/388 |NDD' GUIDE INFORMATION

publicity A NEW CAR INFORMATION
publicity B TRAVEL GUIDE

publicity C NEW ALBUM INFORMATION




U.S. Patent Mar. 1, 2011 Sheet 22 of 23 US 7,899,171 B2

FIG. 28A




U.S. Patent Mar. 1, 2011 Sheet 23 of 23 US 7,899,171 B2

106




US 7,899,171 B2

1

VOICE CALL SYSTEM AND METHOD OF
PROVIDING CONTENTS DURING A VOICEL
CALL

CLAIM OF PRIORITY

The present application claims priority from Japanese

patent application JP 2005-265283 filed on Sep. 13, 2005, the
content of which 1s hereby incorporated by reference 1nto this
application.

FIELD OF THE INVENTION

The present invention relates to a voice call system and
more particularly to a technology for providing contents such
as advertisement to a user 1n process ol a voice call.

BACKGROUND OF THE INVENTION

There has been a conventional practice to provide adver-
tisement using media such as television and radio broadcast-
ing. The advertisement using television and radio broadcast-
ing allocates time intervals for the advertisement between
programs and between time-shared portions of a program. A
broadcast signal for the advertisement 1s transmitted during,
the allocated time (the National Association of Commercial
Broadcasters in Japan, ed. Broadcasting handbook—Practi-
cal knowledge about the civil law as a culture background:

TOYO KEIZAI INC., August 1997, pp. 340-343).

SUMMARY OF THE INVENTION

The above-mentioned conventional broadcasting takes no
count of using voice calls as media. When the time-sharing
advertisement using television and radio broadcasting 1is
applied to a voice call, the conversation 1s interrupted to cause
an unnatural effect.

The present invention has been made in consideration of
the foregoing. It 1s therefore an object of the present invention
to provide contents such as advertisement for a user 1n process
of voice call without interrupting the conversation.

To solve the above-mentioned problem, the invention
inserts advertisement 1n a space division fashion instead of a
time division fashion. A presence server 1s provided to man-
age positions of a user of each of the voice telecommunication
terminals and a sound source for providing contents in a
virtual space. The presence server stereophonically processes
voice data for the other voice telecommunication terminals
than a relevant voice telecommunication terminal corre-
spondingly to a relative position between the each of the other
voice telecommunication terminals and the user of the rel-
evant voice telecommunication terminal. In addition, the
presence server stereophonically processes acoustic data for
the sound source correspondingly to a relative position
between the sound source and the user of the relevant voice
telecommunication terminal. In this manner, the presence
server synthesizes the stereophonically processed voice data
tor each of the other voice telecommunication terminals with
the stereophonically processed acoustic data for the sound
source to generate voice call data for the relevant voice tele-
communication terminal. At this time, the presence server

coniigures a position of the sound source 1n the virtual space
for each of the voice telecommunication terminals so that the

user of the relevant voice telecommunication terminal can

distinguish the position of the sound source from the position
of the user of each of the other voice telecommunication
terminals.
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For example, the mvention provides a voice call system
that includes a plurality of voice telecommunication termi-
nals, a content server to provide a sound source for each of the
plurality of voice telecommunication terminals, and a pres-
ence server to manage positions of users of the plurality of
voice telecommunication terminals and a sound source pro-
vided by the content server in a virtual space, the voice call
system having: a presence acquisition umt that acquires infor-
mation about positions of users of the plurality of voice tele-
communication terminals and the sound source provided by
the content server in a virtual space from the presence server;
and an audio renderer provided for each of the voice telecom-
munication terminals.

The audio renderer performs a process for applying

a stereophonic process to voice data for each of voice
telecommunication terminals other than a voice telecommu-
nication terminal corresponding to the audio renderer in
accordance with a relative position between each of users of
the other voice telecommunication terminals and a user of the
voice telecommunication terminal corresponding to the audio
renderer, 1n which the presence acquisition unit acquires posi-
tion information to specily the relative position and

a stereophonic process to acoustic data from a sound
source provided by the content server in accordance with a
relative position between the sound source and the user of the
voice telecommunication terminal, in which the presence
acquisition unit acquires position information to specily the
relative position; and

a process for synthesizing the stereophonically processed
voice data for each of the other voice telecommunication
terminals other than the voice telecommunication terminal
corresponding to the audio renderer with acoustic data for the
sound source to generate voice call data for the voice tele-
communication terminal corresponding to the audio renderer.

The presence server includes a position information man-
agement unit that determines a position of the sound source 1n
a virtual space 1n terms of each of the plurality of voice
telecommunication terminals so that a user of a relevant voice
telecommunication terminal can distinguish the position of
the sound source 1n the virtual space from positions of users of
the other voice telecommunication terminals.

The position information management unit may determine
a position of the sound source 1n the virtual space as follows
so that the user of the relevant user can distinguish the posi-
tion of the sound source 1n the virtual space from a position of
the user of another voice telecommunication terminal. For
example, a distance between the user of the voice telecom-
munication terminal and the sound source 1n the virtual space
can be longer than a distance between the user of the relevant
voice telecommunication terminal and a user of another near-
est voice telecommunication terminal.

Alternatively, the position information management unit
may determine a position of the sound source in the virtual
space as follows so that the user of the relevant user can
distinguish the position of the sound source in the virtual
space from a position of the user of another voice telecom-
munication terminal. For example, a direction to the sound
source viewed from the user of the voice telecommunication
terminal can be configured to deviate from at least a direction
to a user of the nearest another voice telecommunication
terminal viewed from the relevant voice telecommunication
terminal at a specified angle.

According to an embodiment of the invention, voice data
for each of the other voice telecommunication terminal and
acoustic data for the sound source are stereophonically pro-
cessed to generate synthesized data for each voice telecom-
munication terminal based on relative positions in a virtual
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space among a user of a relevant voice telecommunication
terminal, a user of each of the voice telecommunication ter-
minals other than the relevant voice telecommunication ter-
minal, and the sound source to provide contents the synthe-
sized data 1s assumed to be voice call data for the relevant
voice telecommunication terminal. An intended party and the
sound source are placed 1n divided portions within the virtual
space, 1.€., at positions and/or orientations that allow the voice
telecommunication terminal user to distinguish between the
intended party and the sound source. Even when the user 1s
simultaneously supplied with the voice data for the intended
party and the acoustic data for the sound source and both data
are synthesized 1n the-voice call data, the user can selectively
or simultaneously hear them by distinguishing one from the
other. Accordingly, 1t 1s possible to audiovisually provide
contents such as advertisement for users 1n process of voice
call without interrupting the conversation.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a construction diagram of a voice telecommuni-
cation system according to a first embodiment of the mven-
tion;

FIG. 2 1s a schematic construction diagram of a presence
server 1;

FIG. 3 schematically shows a registration content of a
position information storage unit 103;

FI1G. 4 illustrates an operation flow of the presence server 1;

FI1G. 5 1llustrates a position and an orientation of as adver-
tisement sound source 1n a virtual space;

FIG. 6 1s a schematic construction diagram of a media
server 2;

FI1G. 7 illustrates processes ol an audio renderer 208;

FIG. 8 schematically shows a two-dimensional image
source method with a ceiling and a floor omitted;

FI1G. 9 1s a schematic construction diagram of an advertise-
ment server 3;

FIG. 10 schematically shows a registration content of an
advertisement information storage unit 305;

FIG. 11 shows an operational tlow of an advertisement
information position control unit 304;

FIG. 12 1s a schematic construction diagram of a voice
telecommunication terminal 4;

FI1G. 13 shows an example of video for a virtual space map;

FIG. 14 exemplifies a hardware construction of devices
constituting a voice call system;

FIG. 15 schematically shows operations of the voice call
system as shown in FIG. 1;

FIG. 16 schematically shows a registration content of an
advertisement information storage unit 305A;

FIG. 17 schematically shows a registration content of a
position information storage unit 103 A;

FIG. 18 schematically shows a registration content of a
position information storage unit 103B;

FIG. 19 schematically shows a registration content of an
advertisement information storage unit 305C;

FIG. 20 schematically shows a registration content of a
position information storage unit 103C;

FI1G. 21 shows an operational flow of a presence server 1C;

FIG. 22 1s a schematic construction diagram an advertise-
ment server 3D;

FIG. 23 schematically shows a registration content of an
advertisement information storage unit 305D);

FIG. 24 schematically shows a registration content of a
request storage unit 307;

FIG. 25 shows an operational tlow of an advertisement
information position control unit 304D;
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FIG. 26 1s a schematic construction diagram of a voice
telecommunication terminal 4D;

FIG. 27 shows an example of a request acceptance screen;

FIG. 28 shows a position of an advertisement sound source
in a virtual space; and

FIG. 29 shows a position of an advertisement sound source
in a virtual space.

1]
=T

ERRED

DETAILED DESCRIPTION OF THE PR.
EMBODIMENTS

Embodiments of the present invention will be described.

First Embodiment

FIG. 1 1s a construction diagram of a voice call system
according to a first embodiment of the invention. As shown 1n
FIG. 1, the voice call system according to the embodiment
includes a presence server 1, a media server 2, an advertise-
ment server 3, and multiple voice telecommunication termi-
nals 4 that are connected to each other via an IP (Internet
Protocol) network 5.

The presence server 1 manages an advertisement sound
source provided from the advertisement server 3 and position
information about a user of each voice telecommunication
terminal 1n a virtual space. A user of each voice telecommu-
nication terminal 4 creates the virtual space for voice call
communication. For example, virtual space properties
include: a space size; a ceiling height; reflection coetficients,
colors, textures, and resonance characteristics of a wall and a
ceiling; and an absorption factor of sound due to air 1n the
space.

FIG. 2 1s a schematic construction diagram of the presence
server 1.

As shown 1n FIG. 2, the presence server 1 includes an IP
network interface unit 101 for connection to an IP network 5,
a position mformation management unit 102, and a position
information storage unit 103.

FIG. 3 schematically shows a registration content of the
position information storage unit 103. As shown in FIG. 3, the
position information storage unit 103 stores records 1030
about users of an advertisement sound source provided by the
advertisement server 3 and the voice telecommunication ter-
minals 4. The record 1030 includes fields 1031, 1032, and
1033. The field 1031 registers a user/sound-source ID as
identification information. The field 1032 registers an address
(such as an SIP-URI or IP address) on the IP network 5. The
field 1033 registers virtual position information, 1.€., position
information 1n the virtual space about the user of the adver-
tisement sound source or the voice telecommunication termi-
nal 1dentified by the user/sound-source ID. The virtual posi-
tion information includes the following in the virtual space:
coordinate information about the current position of the
advertisement sound source or the user in the virtual space;
and direction information about orientation (direction of
utterance or sound generation) of the advertisement sound
source or the user.

The position information management unit 102 receives
virtual position information about a user of the voice telecom-
munication terminal 4 from the voice telecommunication
terminal 4. Based on the virtual position information, the
position information management unit 102 updates the record
1030 about the user of the voice telecommunication terminal
4. The record 1030 is registered 1n the position information
storage unit 103. The position information storage unit 103
registers the record 1030 about the user of each voice tele-
communication terminal 4. The record 1030 contains virtual
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position information. Based on the virtual position informa-
tion, the position information management unit 102 deter-
mines virtual position mformation about an advertisement
sound source provided from the advertisement server 3.
Based on the determined virtual position imnformation, the
position information management unit 102 registers the
record 1030 about the advertisement sound source provided
from the advertisement server 3 in the position information
storage unit 103. Further, the position information manage-
ment unit 102 responds to a position information request from
media server 2 or the voice telecommunication terminal 4.
The position information management unit 102 then trans-
mits each record 1030 registered 1n the position information
storage unit 103 to the transmission origin of the position
information request.

FI1G. 4 1llustrates an operation tlow of the presence server 1.

The position mnformation management unit 102 receives a
position information registration request including the user/
sound-source ID and the virtual position information from the
voice telecommunication terminal 4 via the IP network inter-
face unit (S1001) . The position information management
unit 102 searches the position information storage unit 103
for the record whose field 1031 registers the user/sound-
source 1D (81002). When the virtual position information 1s
registered to the field 1033 1n the retrieved record 1030, the
position information management unit 102 updates the vir-
tual position information to virtual position information con-
tained 1n the position information registration request
(S1003).

The position mnformation management unit 102 receives a
sound source addition request including the user/sound-
source 1D from the advertisement server 3 via the IP network
interface unit 101 (51101). The position information storage
unit 103 stores virtual position information about the user of
cach voice telecommunication terminal 4. Based on the vir-
tual position mformation, the position information manage-
ment unit 102 generates virtual position information about
the advertisement sound source provided from the advertise-
ment server 2 as the request transmission origin (S1102).

The position information storage unit 103 stores the record
1030 about the user of the voice telecommunication terminal
4. Specifically, the position information management unit
102 pertorms the following process for each record 1030 to
generate the virtual position information about the advertise-
ment sound source. The virtual position information regis-
tered to the field 1033 1n the focused record 1030 specifies a
position 1n the virtual space. This position 1s assumed to be a
focused position.

The wvirtual position information registered to the field
1033 specifies a position in the virtual space 106. As shown in
FIG. 5A, the position information management unit 102 first
detects the record 1030 about a user of another voice tele-
communication terminal 4 whose position 1s nearest to the
focused position. According to the example 1n FIG. SA, the
position mformation management umt 102 detects position
(Jiro) 104, corresponding to focused position (taro) 104,. The
position mnformation management unmt 102 detects position
(taro) 104, corresponding to focused position (hanako) 104.,.
The position information management unit 102 detects posi-
tion (taro) 104, corresponding to focused position (jiro) 104,.
Viewed from the focused position, the position imnformation
management unit 102 detects an area distant from the position
in the virtual space 106 specified by the virtual position infor-
mation registered to the field 1032 in the detected record
1030. The position information management unit 102 deter-
mines this area to be an advertisement sound source 1nstalla-
tion area candidate. According to the example 1n FIG. 5A, the
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position information management unit 102 selects an adver-
tisement sound source installation area candidate for the
focused position (taro) 104, outside the range with radius rl
around the focused position (taro) 104, . The position infor-
mation management unit 102 selects an advertisement sound
source installation area candidate for the focused position
(hanako) 104, outside the range with radius r1 around the
focused position (hanako) 104,. The position information
management unit 102 selects an advertisement sound source
installation area candidate for the focused position (jiro) 104,
outside the range with radius r1 around the focused position
(11ro) 104,.

As shown 1n FIG. 5B, the position information manage-
ment unit 102 finds an overlap range 107 of the advertisement
sound source 1nstallation area candidates determined for the
records 1030 about the users of the voice telecommunication
terminals 4, where the records 1030 are stored 1n the position
information storage unit 103. The position information man-
agement unit 102 determines a given position 105 within the
range 107 as a position (coordinate) in the virtual space for the
advertisement sound source (publicity A) provided by the
advertisement server 3 as the sound source addition request
transmission origin. The users of the voice telecommunica-
tion terminals 4 are viewed from the determined position to
assume angle 3 between the left-end user (hanako) and the
right-end user (jiro). So as to minimize angle [3, the position
information management unit 102 determines an orientation
of the advertisement sound source (publicity A) in the virtual
space.

In this manner, the position information management unit
102 generates the virtual position imformation about the
advertisement sound source provided by the advertisement
server 3 as the sound source addition request transmission
origin. The position information management unit 102 then
adds a new record 1030 to the position information storage
unmit 103. The position imformation management unit 102
registers a user/sound-source ID contained 1in the field 1031 of
the record 1030. The position information management unit
102 registers the address of the request transmission origin.
The position information management unit 102 then registers
the generated virtual position information to the field 1033
(S1103).

The position mmformation management unit 102 receives a
sound source deletion request containing the user/sound-
source 1D from the advertisement server 3 via the IP network
interface unit 101 (81201). From the position mnformation
storage unit 103, the position information management unit
102 retrieves the record whose field 1031 registers the user/
sound-source ID. The position information management unit
102 then deletes that record 1030 from the position informa-
tion storage unit 103 (51202).

The position information management unit 102 receives a
position information request from the media server 2 or the
voice telecommunication terminal 4 via the IP network inter-
face unit 101 (S1301) . The position information management
umt 102 reads all the records 1030 from the position infor-
mation storage unit 103 (S1302) and returns the records to the
requesting transmission origin (S1303).

Let us return to FIG. 1 for further description. The media
server 2 recerves voice data from the voice telecommunica-
tion terminals 4 other than the relevant voice telecommuni-
cation terminal 4. The media server 2 applies a stereophonic
process to the received voice data correspondingly to relative
positions between the user of the relevant voice telecommu-
nication terminal 4 and users of the other voice telecommu-
nication terminals 4 managed by the presence server 1. The
media server 2 recerves acoustic data for the advertisement
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sound source from the advertisement server 3. The media
server 2 applies a stereophonic process to the received acous-
tic data correspondingly to relative positions between the user
ol the relevant voice telecommunication terminal 4 and the
advertisement sound source managed by the presence server
1. In this manner, the media server 2 synthesizes the stereo-
phonically processed voice data of the other voice telecom-
munication terminals 4 with the acoustic data of the adver-
tisement sound source to generate voice call data for the
relevant voice telecommunication terminal 4.

FIG. 6 1s a schematic construction diagram of the media
server 2.

As shown 1n FIG. 6, the media server 2 includes: an IP
network interface unit 201 for connection to the IP network 5;
an RTP (Real-time Transport Protocol) processing unit 202;
an SIP (Session Initiation Protocol) processing umt 203; a
presence acquisition unit 204; a space modeler 205; a user
information generation umt 206; a voice distribution unit 207;
and an audio renderer 208 provided for each voice telecom-
munication terminal 4.

The SIP control unit 203 establishes a speech path between
the advertisement server 3 and each voice telecommunication
terminal 4 via the IP network interface unit 201.

The RTP processing umt 202 recerves acoustic data or
voice data from the advertisement server 3 and the voice
telecommunication terminal 4, respectively. The RTP pro-
cessing unit 202 outputs the received data as well as 1its
transmission origin address to the voice distribution unit 207.
The audio renderer 208 outputs synthesized data correspond-
ing to each of the voice telecommunication terminals 4. The
RTP processing unit 202 transmits the output synthesized
data to each of the voice telecommunication terminals 4 via
the speech path.

The presence acquisition unit 204 periodically transmits a
position information request to the presence server 1 via the
IP network interface unit 201. As a response, the presence
acquisition unit 204 recerves the records (virtual position
information) 1030 about the advertisement server 3 and the
voice telecommunication terminals 4 from the presence
server 1. The presence acquisition unit 204 notifies the space
modeler 205 of the received records 1030.

The space modeler 205 recerves the records 1030 about the
advertisement server 3 and the voice telecommunication ter-
minals 4 from the presence acquisition unit 204 and holds the
received records 1030. In addition, the space modeler 205
outputs the records 1030 to the user mnformation generation
unit 206.

The user information generation unit 206 performs the
tollowing process for each of the voice telecommunication
terminals 4. That 1s, the user information generation unit 206
specifies the record 1030 containing the address of the rel-
evant voice telecommunication terminal 4 from the records
1030 recerved from the space modeler 205. The user infor-
mation generation unit 206 transmits the specified record
1030 as own-user information to the voice distribution unit
207. The user information generation unit 206 assumes the
records other than the specified record 1030 to be other-user/
sound-source information. The user mnformation generation
unit 206 associates the other-user/sound-source information
with the own-user information and transmits the other-user/
sound-source information to the voice distribution unit 207.

The voice distribution unit 207 receives acoustic data and
voice data from the RTP processing unit 202 for each voice
telecommunication terminal 4. Out of these acoustic data and
voice data, the voice distribution unit 207 extracts data used
for synthesized data to be transmitted to the relevant voice
telecommunication terminal 4. Specifically, the voice distri-
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bution unit 207 performs the following process for each voice
telecommunication terminal 4.

Out of the own-user information received from the user
information generation unit 206, the voice distribution unit
207 detects own-user information containing the user/sound-
source ID of the targeted voice telecommunication terminal
4. The voice distribution unit 207 assumes the detected own-
user information to be own-user information about the rel-
evant voice telecommunication terminal 4. The voice distri-
bution unit 207 outputs the own-user information to the audio
renderer 208 associated with the relevant voice telecommu-
nication terminal 4. Out of the other-user/sound-source infor-
mation recerved from user information generation unit 206,
the voice distribution unit 207 detects other-user/sound-
source 1nformation associated with the relevant own-user
information. The voice distribution unit 207 detects acoustic
data and voice data from those recerved from the RTP pro-
cessing unit 502 so that the detected acoustic data and voice
data can be used for synthesized data to be transmitted to the
relevant voice telecommunication terminal 4. The voice dis-
tribution unit 207 detects the acoustic data and voice data
based on addresses contained 1n the other-user/sound-source
information associated with the own-user information. The
voice distribution unit 207 associates the detected acoustic
data and voice data with the other-user/sound-source infor-
mation containing the address used for the data detection. The
voice distribution unit 207 outputs the acoustic data and voice
data to the audio renderer 208 associated with the relevant
voice telecommunication terminal 4.

The audio renderer 208 recerves each acoustic data and
voice data as well as other-user/sound-source information
from the voice distribution unit 508. The audio renderer 208
receives the own-user information from the voice distribution
unit 508. The audio renderer 208 butters the recetved acoustic
data and voice data to synchronmize (associate) them with each
other. The audio renderer 208 stereophonically processes the
synchronized acoustic data and voice data based on relative
positions among the advertisement sound source, the other
users, and the own user. The acoustic data and voice data are
provided with virtual position information about the other-
user/sound-source information and the relevant own-user
information. The virtual position imnformation specifies the
relative position. The synthesized data (3D audio data) con-
tains signal data (signal string) for two channels (left and right
channels). The audio renderer 208 outputs the synthesized
data to the RTP processing unit 202.

The audio renderer 208 will be described 1n more detail.

The 3D audio technology represents the sound direction
and distance using an HRIR (Head Related Impulse
Response) and artificial echo. The HRIR (Head Related
Impulse Response) mainly represents an impulse response,
1.e., how the sound varies around a human head. The artificial
echo 1s generated from the virtual environment such as a
room. The HRIR 1s determined by a distance between the
sound source and the human head and angles (horizontal and
vertical angles) therebetween. It 1s assumed that the audio
renderer 208 previously stores HRIR values measured for the
distances and angles using a dummy head. The HRIR values
are measured for a left channel (the dummy head’s left ear)
and a right channel (the dummy head’s right ear). Different
HRIR values are used to represent the sense of directions such
as left and right, forward and backward, and up and down.

FIG. 7 illustrates processes of the audio renderer 208. The
audio renderer 208 performs the following calculation with
respect to each of the acoustic data and voice data as well as
the other-user/sound-source information transmitted from the
voice distribution unit 207.
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The audio renderer 208 accepts each of the other-user/
sound-source information and signal string s [t] (t=1, 2, 3, and
so on) of the acoustic data or voice data associated with the
other-user/sound-source information from the voice distribu-
tion unit 207. In addition, the audio renderer 208 accepts the
own-user information from the voice distribution unit 207.
The virtual position information i1s contained in each of the
other-user/sound-source mnformation and the own-user infor-
mation. The audio renderer 208. configures these virtual posi-
tion information as parameters used for the 3D audio process
(stereophonic process) applied to signal string s, [t] (t=1, 2, 3,
and so on) of the acoustic data or voice data associated with
the other-user/sound-source information (S2001).

The audio renderer 208 calculates direct sound and
reflected sound as echo 1n the acoustic data or voice data for
cach of the other-user/sound-source information. With
respect to the direct sound, the audio renderer 208 uses the
position information configured to be parameters to calculate
a distance and an angle (azimuth) between the own user and
the advertisement sound source having the other-user/sound-
source mformation or between the own user and the other user
in the virtual space (52002). The audio renderer 208 then
specifies an HRIR corresponding to the distance and the angle
for the own user out of the prestored HRIR values (52003).
The audio renderer 208 may use an HRIR value calculated by
interpolating the prestored HRIR value.

The audio renderer 208 performs the convolution calcula-
tion using the signal string provided at S2001 and the HRIR
for the left channel specified at S2003 to generate a leit
channel signal (82004). Similarly, the audio renderer 208
performs the convolution calculation using the signal string
provided at S2001 and the HRIR {for the right channel speci-
fied at S2003 to generate a right channel signal (52005).

With respect to the reverberating sound, the audio renderer
208 calculates an echo to be added using the position infor-
mation configured to be parameters at S2001 (52006 and
S2007). That 1s, the audio renderer 208 calculates the echo
based on how the sound varies (1impulse response) due to
virtual space attributes. The echo calculation will be
described below.

An echo 1s composed of early reflection (early reflection)
and late echo (late reverberation). The early retlection 1s gen-
erally considered to be more important than the late echo 1n
terms of the sense formation (recognition) as to a distance to
another user or the size of a room (virtual space). Reportedly,
it 1s possible to hear several tens of early reflections from a
wall, ceiling, and tloor in a room as an actual space depending,
on conditions several to 100 milliseconds after hearing the
direct sound, 1.e. ., the sound directly generated from a sound
source. A cubic room causes only six early reflections at a
time. When a room 1s complexly shaped or contains furniture
and the like, the number of reflected sounds increases. Fur-
ther, 1t 1s possible to hear the sound reflected several times
against the wall and the like.

An example of calculating the early reflection 1s the image
source method. For example, see Allen, J. B. and Berkley, A,
“Image Method for efficiently Simulating Small-Room
Acoustics”, J. Acoustical Society of America, Vol. 65, No. 4,
pp. 943-950, April 1979. A simple 1mage source method
assumes that the room’s wall, ceiling, and floor have mirror
surtaces. The method calculates the reflected sound as the
sound from an 1mage of the sound source opposite the mirror
surface.

FIG. 8 schematically shows a two-dimensional image
source method with a ceiling and a floor omitted for simplic-
ity of description. An original virtual space 2081 exists at the
center. The virtual space 2081 contains the own user and the
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advertisement sound source (or another user) . Twelve mirror
images including room walls 2082 are drawn around the
sound room 2081. The number of mirror images 1s not limited
to 12 and may be larger or smaller.

The audio renderer 208 calculates the distance and the
direction between each image of the advertisement sound
sources (or other users) and the own user. At this time, 1t 1s
assumed that the sound directly travels to the own user (audi-
ence) from each image of the advertisement sound sources (or
the other users) 1n the mirror 1mages. Since the sound inten-
sity 1s mversely proportional to the distance, the audio ren-
derer 208 attenuates each sound volume 1n accordance with
the distance. Let us suppose that the wall reflectivity 1s «.
(0<a<1) . When a sound sample 1s reflected n times against
the wall, the audio renderer 208 further attenuates its sound
volume by multiplying 1t and " together.

The value for reflectivity a 1s assumed to be approximately
0.6. A reason for using the value of approximately 0.6 1s to
acquire an echo (i.e., a ratio between the direct sound and the
reflected sound) sufficient for the own user to recognize a
distance up to the advertisement sound source (or the other
user) . As another reason, using too large a value for a blurs
the own user’s sense of direction.

Out of the prestored HRIR values, the audio renderer 208
specifies an HRIR value corresponding to the distance and the
angle between the own user and each 1image of the advertise-
ment sound source (or another user) (S2007). Since the
reflected sound reaches the human head from different direc-
tions, the HRIR value to be applied needs to differ from the
HRIR value for the direct sound specified at S2003.

A large amount of calculation i1s needed when the convo-
lution 1s performed (52007 and S2008) for each of many
reflected sounds using different HRIR values to be described
later. To prevent the calculation amount from 1ncreasing, the
reflected sound calculation may use an HRIR value corre-
sponding to the sound source provided at the front 1rrespec-
tively of actual sound source directions. A small amount of
calculation 1s needed to replace the HRIR calculation by
calculating only a time difference (ITD: interaural time dii-
ference) and an intensity difference (I11D: interaural intensity
difference).

The audio renderer 208 performs the convolution calcula-
tion using the signal string provided at S2001 and the HRIR
for the left channel specified at S2007 to generate an echo for
the left channel signal (S2008). Simailarly, the audio renderer
208 performs the convolution calculation using the signal
string provided at S2001 and the HRIR for the right channel
specified at S2007 to generate an echo for the right channel
signal (S2009).

The audio renderer 208 calculates left channel signals for
all the advertisement sound sources and the other users 1n this
manner and then sums the signals (S2010) . The left channel
signal contains the direct sound calculated at S2004 and the
reflected sound calculated at S2008. The audio renderer 208
calculates right channel signals for all the advertisement
sound sources and the other users 1n this manner and then
sums the signals (S2011). The right channel signal contains
the direct sound calculated at S2005 and the reflected sound
calculated at S2009.

The HRIR calculation (82003 and S2007) 1s performed for
cach data equivalent to one RTP packet. However, the convo-
lution calculation (52004, 52005, 52008, and S2009) causes

a portion carried over to the next one packet of data. For this
reason, the audio renderer 208 needs to hold the specified
HRIR or the mput signal string until processing the next one
packet of data.
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In this manner, the voice distribution unit 207 transmits
acoustic data and voice data for the advertisement sound
source and the other users. The audio renderer 208 processes
the transmitted acoustic data and voice data to perform the
above-mentioned calculations such as adjusting the sound
volume, superposing an echo or a reverberating sound, and
filtering. The audio renderer 208 provides acoustic effects to
sounds audible at positions 1n the own user’s virtual space.
That 1s, the audio renderer 208 performs the process conse-
quent to virtual space attributes and relative positions in terms
of the advertisement sound source and the other users to
generate a stereophonic effect that orients sounds.

Let us return to FIG. 1 for further description. The adver-
tisement server 3 transmits acoustic data of the advertisement
sound source to the media server 2 via the speech path estab-
lished between advertisement server 3 and the media server 2.
The transmitted acoustic data 1s supplied to each of the voice
telecommunication terminals 4.

FIG. 9 1s a schematic construction diagram of the adver-
tisement server 3.

Asshown 1n FI1G. 9, the advertisement server 3 includes: an
IP network interface unit 301 for connection with the IP
network 3; an RTP processing unit 302; an SIP processing,
unit 303; and an advertisement information storage unit 303.

The SIP control unit 303 establishes a speech path between
the advertisement server 3 and the media server 2 via the IP
network interface unit 301.

As will be described later, acoustic data of the advertise-
ment sound source 1s received from the advertisement 1nfor-
mation transmission control unit 304. The RTP processing
unit 302 transmits the recerved acoustic data to the media
server 2 via the speech path established between the adver-
tisement server 3 and the media server 2.

The advertisement information storage unit 305 registers
acoustic data of the advertisement sound source as well as an
advertisement condition. FIG. 10 schematically shows the
advertisement information storage unit 305. As shown 1n FIG.
10, arecord 3050 1s registered correspondingly to each acous-
tic data of the advertisement sound source. The record 3050
contains fieclds 3051, 3052, and 3033. The field 3051 registers
a user/sound-source ID as identification information about
acoustic data of the advertisement sound source. The field
3052 registers acoustic data of the advertisement sound
source. The field 3053 registers a transmission time slot for
acoustic data of the advertisement sound source. The embodi-
ment registers the records 3050 1n the order of transmission
time slots.

While the advertisement information storage unit 305
stores acoustic data of the advertisement sound source, the
advertisement information transmission control unit 304 con-
trols transmission of the stored acoustic data to the media
server 2. FIG. 11 shows an operational tflow of the advertise-
ment information position control unit 304.

The advertisement information transmission control unit
304 sets counter value n to 1 (S3001).

The advertisement information transmission control unit
304 focuses on the nth record 3050 stored in the advertise-
ment information storage unit 305 and determines it to be a
focused record (83002). Using a built-in timer and the like,
the advertisement information transmission control unit 304
determines whether or not the current time reaches the start

time of an advertisement time slot registered 1n the field 30353
of the focused record (S3003).

When the current time reaches the start time of the adver-
tisement time slot (YES at S3003), the advertisement infor-
mation transmission control unit 304 generates a sound
source addition request containing the user/sound-source 11D
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registered 1n the field 3050 of the focused record. The adver-
tisement information transmission control unit 304 transmits
the generated sound source addition request to the presence
server 1 via the IP network mterface unit 301 (S3004).

The advertisement information transmission control unit
304 allows the SIP control unit 303 to establish a speech path
(S3550). Inresponse to this, the SIP control unit 303 performs
an SIP-compliant call control procedure 1n connection with
the media server to establish a speech path to the media server
2. The advertisement information transmission control unit
304 reads the acoustic data registered 1n the field 3052 of the
focused record from the advertisement information storage
unit 350 and outputs the acoustic data to the RTP processing
unit 302 (S3006). In response to this, the RTP processing unit
302 uses the speech path to the media server 2 to transmit the
acoustic data received from the advertisement information
transmission control unit 304 to the media server 2. Thereat-
ter, the advertisement information transmission control unit
304 periodically repeats output of acoustic data stored 1n the
field 3052 of the focused record to the RTP processing unit
302. As aresult, the acoustic data 1s repeatedly transmitted to
the media server 2.

Using a built-in timer and the like, the advertisement infor-
mation transmaission control unit 304 determines whether or
not the current time reaches the end time of the advertisement
time slot registered 1n the field 3053 of the focused record
(S3007). When the current time reaches the end time of the
advertisement time slot (YES at S3007), the advertisement
information transmission control unit 304 stops the transmis-
s1ion of the acoustic data registered in the field 3052 of the
focused record to the media server 2 using the speech path
(S3008). The advertisement information transmission control
unit 304 allows the SIP control umit 303 to disconnect the
speech path (S3009). In response to this, the SIP control unit
303 disconnects the speech path to the media server 2 1n
accordance with SIP.

The advertisement information transmission control unit
304 generates a sound source deletion request containing the
user/sound-source ID of the own advertisement server 3 and
transmits the sound source deletion request to the presence
server 1 via the IP network interface unit 301 (S3010). There-
after, the advertisement information transmission control unit
304 increments counter value n by one (S3011) and then
returns to S3002.

Let us return to FIG. 1 for further description. The voice
telecommunication terminal 4 transmits virtual position
information about the own user to the presence server 1. In
addition, the voice telecommunication terminal 4 recerves
virtual position information about the advertisement sound
source of the advertisement server 3 and virtual position
information about the user of each voice telecommunication
terminal 4 from the presence server 1. Based on the received
virtual position information, the voice telecommunication
terminal 4 generates and outputs a map that shows positions
and orientations of users of the voice telecommunication
terminals 4 and advertisement sound source of the advertise-
ment server 3 1n the virtual space.

The voice telecommunication terminal 4 transmuits the own
user’s voice data to the media server 2 and receives synthe-
s1zed data (3D audio data) from the media server 2. The voice
telecommunication terminal 4 reproduces and outputs the
received synthesized data.

FIG. 12 1s a schematic construction diagram of the voice
telecommunication terminal 4.

As shown 1n FIG. 12, the voice telecommunication termi-
nal 4 includes: an voice mput umt 401; an voice output unit
402; a video output unit 403; an operation acceptance unit
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404; an audio encoder 405; an audio decoder 406; an IP
network interface unit 407 for connection to the IP network 5;
an SIP control unit 408; an RTP control unit 409; a presence
provider 410; and a virtual space map generation unit 411.

The voice mput unit 401 1s supplied with an audio signal
collected by a microphone 421. The voice output unit 402 1s
connected to a headphone (or a speaker) 422 compliant with
the 3D audio (e.g., pseudo 5.1-channel audio). The video
output unit 403 displays video of a virtual space map on a
display 423. The virtual space map 1s output from the virtual
space map generation unit 411 to be described later. The
operation acceptance umt 404 accepts a user operation of a
pointing device 424,

The audio encoder 405 encodes a voice signal supplied to
the voice mput unit 401 and outputs voice data to the RTP
processing unit 409. The audio decoder 406 decodes synthe-
sized data output from the RTP processing unit 409 and
outputs 3D audio compliant voice signal to the voice output
unit 402.

The SIP control unit 408 establishes a speech path to the
media server 3 via the IP network interface unit 407. The RTP
processing umt 409 stores voice data output from the audio
encoder 405 1n an RTP packet and transmits the RTP packetto
the media server 2 via the speech path established by the SIP
processing unit 408. The RTP processing unit 409 extracts the
synthesized data (3D audio data) from the RTP packet
received from the media server 2 via the speech path and
outputs the synthesized data to the audio decoder 406.

The presence provider 410 determines own user’s position
(coordinate) and the line of sight (azimuth direction) 1n the
relevant virtual space according to the predetermined virtual
space attributes and own user’s operation of the pointing
device 424. The operation acceptance unit 404 accepts the
own user’s operations. The presence provider 410 transmits
the own user’s virtual position information including the
determined position and line of sight to the virtual space map
generation unit 411 and to the presence server 1 via the IP
network interface umt 407. The presence provider 410 peri-
odically transmits a position information request to the pres-
ence server 1 via the IP network interface unit 212. As 1ts
response, the presence provider 410 recerves the records 1030
about the advertisement sound source and the other users
from the presence server 1. The presence provider 410 noti-
fies the recerved record 1030 to the virtual space map genera-
tion unit 411.

The virtual space map generation umt 411 receives the
records 1030 about the own user, the advertisement sound
source, and the other users from the presence provider 410.
The records 1030 register the virtual position information.
According to the virtual position information, the virtual
space map generation unit 411 generates a virtual space map
that presents positions and orientations of the own user, the
advertisement sound source, and the other users. The virtual
space map generation unit 411 outputs the video of the virtual
space map to the video output unit 403. FIG. 13 shows an
example of video for the virtual space map. As shown 1n FIG.
13, the display 423 displays the video of the virtual space map
s0 as to be able to visualize positions and orientations of own
user 4121, the other users 4122, and an advertisement sound
source 4123.

A general computer system as shown in FIG. 14 can be
used for the presence server 1, the media server 2, and the
advertisement server 3 according to the above-mentioned
construction. Such computer system includes: a CPU 601 to
process and calculate data according to programs; memory
602 where the CPU 601 can directly read and write data; an
external storage device 603 such as a hard disk drive; and a
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communication device 604 for data communication with an
external system via the IP network 5. Specifically, the system
represents a sever, a host computer, and the like.

The general computer system as shown in FIG. 14 can be
used also for the voice telecommunication terminal 4 accord-
ing to the above-mentioned construction. Such computer sys-
tem includes: the CPU 601 to process and calculate data
according to programs; the memory 602 where the CPU 601
can directly read and write data; the external storage device
603 such as a hard disk drive; the communication device 604
for data communication with an external system via the IP
network 5; an 1put device 605 such as a keyboard and a
mouse; and an output device 606 such as an LCD. Specifi-
cally, the computer system represents a PDA (Personal Digi-
tal Assistant), a PC (Personal Computer), and the like.

The CPU 601 executes specified programs loaded 1nto or
stored 1n the memory 602 to implement functions of the
above-mentioned devices.

FIG. 15 schematically shows operations of the voice call
system according to the first embodiment of the invention. Let
us suppose that the voice telecommunication terminal 4
already establishes a speech path to the media server 2.
Although FIG. 15 shows one voice telecommunication ter-
minal 4, 1t 1s assumed that multiple voice telecommunication
terminals 4 establish speech paths to the media server 2. The
voice telecommunication terminals 4 are assumed to perform
operations as shown 1n FIG. 15.

When a user operation changes a user position and orien-
tation 1n the virtual space, the voice telecommunication ter-
minal 4 generates new virtual position information. The voice
telecommunication terminal 4 transmits a position informa-
tion registration request including the virtual position nfor-
mation to the presence server 1 (S5401).

The presence server 1 receives the position information
registration request Irom the voice telecommunication termi-
nal 4. The presence server 1 then searches the position infor-
mation storage unit 103 for the record 1030 that contains the
requested transmission origin terminal’s user/sound-source
ID and the request transmission origin address. The presence
server 1 updates the retrieved record 1030 using the virtual
position information contained 1n the request (S5101).

The advertisement server 3 detects that the current time
reaches the start time of the advertisement time slot registered
in the record 3050 (focused record) that 1s stored 1n the adver-
tisement information storage unit 303 and 1s to be processed
next (S5301). The advertisement server 3 then transmits the
sound source addition request containing the user/sound-
source ID registered in the focused record to the presence
server 1 (85302). Thereaiter, the advertisement server 3 trans-
mits an INVITE message to the media server 2 (S5303) to
establish a speech path to the media server 2 (S5304).

When recerving the sound source addition request from the
advertisement server 3, the presence server 1 generates virtual
position information about the advertisement sound source.
The presence server 1 registers the virtual position informa-
tion and the record 1030 contaiming the user/sound-source 1D
contained 1n the request to the position information storage
unit 103 (55102).

The media server 2 periodically transmits the position
information request to the presence server 1 (85201). Simi-
larly, the voice telecommunication terminal 4 periodically
transmits the position information request to the presence
server 1 (55402).

When receiving the position information request from the
media server 2, the presence server 1 reads all records 1030
from the position information storage unit 103 and transmuits
them to the media server 2 (85103). Similarly, when recerving
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the position information request from the voice telecommu-
nication terminal 4, the presence server 1 reads all records
1030 from the position information storage unit 103 and

transmits them to the voice telecommunication terminal 4
(S5104).

The voice telecommunication terminal 4 transmits own
user’s voice data to the media server 2 via the established
speech path to the media server 2 (S5403). Similarly, the.
advertisement server 3 transmits the acoustic data registered
in the focused record to the media server 2 via the speech path

(established at S5304) to the media server 2 (55403).

The media server 2 applies the 3D audio process to the
acoustic data and the voice data received from the advertise-
ment server 3 and the voice telecommunication terminal 4
based on the virtual position information about the advertise-
ment sound source of the advertisement server 3 and about
users of the voice telecommunication terminals 4. The virtual
position information 1s received from the presence server 1.
Themedia server 2 synthesizes the acoustic data and the voice
data treated with the 3D audio process to generate synthe-
sized data (S5202). The media server 2 also transmits the
synthesized data to the voice telecommunication terminal 4
via the established speech path to the voice telecommunica-

tion terminal 4 (85203).

The advertisement server 3 detects that the current time
reaches the end time of the advertisement time slot registered
in the focused record (S5306) . The advertisement server 3
then transmits a sound source deletion request containing the
user/sound-source ID registered in the focused record to the
presence server 1 (S5307). Thereatfter, the advertisement
server 3 transmits an BYE message to the media server 2
(S5308) to disconnect the speech path to the media server 2.

When recerving the sound source deletion request from the
advertisement server 3, the presence server 1 searches the
position nformation storage umt 103 for the record 1030
containing the user/sound-source 1D contained 1n the request
or containing the transmission origin address of the request.
The presence server 1 deletes the record 1030 from the posi-
tion information storage unit 103 (S5103).

The first embodiment of the invention has been described.

The embodiment performs the 3D audio process to synthe-
s1ze voice data for each of the other voice telecommunication
terminals 4 with acoustic data for the advertisement server 3
correspondingly to each of the voice telecommunication ter-
minals 4. The process 1s based on relative positions 1n the
virtual space among users of the other voice telecommunica-
tion terminals 4, the advertisement sound source of the adver-
tisement server 3, and the user of the relevant voice telecom-
munication terminal 4. The synthesized data 1s used as voice
call data for the relevant voice telecommunication terminal 4.
The following describes positions of the advertisement sound
source and the voice telecommunication terminals 4 1n the
virtual space for the advertisement sound source. A distance
between the user of the relevant voice telecommunication
terminal 4 and the advertisement sound source 1n the virtual
space 1s longer than a distance between the user of the relevant
voice telecommunication terminal 4 and at least a user of
another nearest voice telecommunication terminal 4. Accord-
ingly, the user of the voice telecommunication terminal 4 can
distinguish intended party’s voice data synthesized with the
call data from acoustic data of the advertisement sound source
based on the relative positional relationship between the
intended party and the advertisement sound source 1n the
virtual space. The acoustic data of the advertisement sound
source can be heard farther than the voice data of the user as
the intended party. Consequently, 1t 1s possible to audiovisu-
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ally provide the advertisement for users 1n process of voice
call without interrupting the conversation.

Second Embodiment

While the first embodiment specifies a distance between

the user of the voice telecommunication terminal 4 and the
advertisement sound source provided by the advertisement
server 3, the second embodiment varies that distance accord-
ing to the user’s preference.
The voice telecommunication system according to the sec-
ond embodiment differs from that according to the first
embodiment 1n that the presence server 1 and the advertise-
ment server 3 are replaced by a presence server 1A and an
advertisement server 3A. The other parts of the construction
are the same as those of the first embodiment.

The advertisement server 3A differs from the advertise-
ment server 3 according to the first embodiment in that the
advertisement information transmission control unit 304 and
the advertisement information storage unit 305 are replaced
by an advertisement information transmission control unit
304 A and an advertisement information storage unit 305A.
The other parts of the construction are the same as those of the
advertisement server 3.

The advertisement information storage umit 3035 A registers
acoustic data of the advertisement sound source as well as
advertisement conditions and categories. FIG. 16 schemati-
cally shows a registration content of the advertisement infor-
mation storage unit 305A. As shown i FIG. 16, a record
3050A 1s registered for each acoustic data of the advertise-
ment sound source. The record 3050A differs from the record
3050 according to the first embodiment (see F1G. 10) 1n that
the record contains an additional field 3054 for registering an
advertisement category.

At S3004 1n FIG. 11, the advertisement information trans-
mission control unit 304A transmits a sound source addition
request to the presence server 1. At this time, the sound source
addition request contains a category registered in the field
30354 of the focused record. The other operations are the same
as those for the advertisement information transmission con-
trol unit 304 according to the first embodiment.

The presence server 1A differs from the presence server 1
according to the first embodiment 1n that the position infor-
mation management unit 102 and the position information
storage unit 103 are replaced by a position information man-
agement unit 102A and a position information storage unit
103A. The other parts of the construction are the same as
those of the presence server 1.

FIG. 17 schematically shows a registration content of the
position information storage unit 103A. As shownin FIG. 17,
a record 1030A 1s recorded for each advertisement sound
source provided by the advertisement server 3A and each user
ol the voice telecommunication terminal 4. The record 1030 A
differs from the record 1030 (see FIG. 3) according to the first
embodiment in that the record contains an additional field
1034 for registering a user preference.

At S1103 1n FIG. 4, the position information management
umt 102 A generates the virtual position information about the
advertisement sound source provided by the advertisement
server 2 as the relevant request transmission origin. This
operation 1s based on the virtual position mnformation about
and the preference of the user of each voice telecommunica-
tion terminal 4 stored in the position information storage unit
103 A and based on the category contained in the sound source
addition request. Similarly to the first embodiment (see FIG.
5), the position mformation management umt 102A deter-
mines an advertisement sound source installation area candi-
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date for each record 1030 about the user of the voice telecom-
munication terminal 4 and finds the overlap range 107 for the

advertisement sound source installation area candidate. It
should be noted that the position mnformation storage unit
103 A stores the record 1030. Thereaiter, the position infor-
mation management umt 102A checks whether or not the
preference registered in the field 1034 belongs to the category
contained 1n the sound source addition request 1n terms of
cach record 1030 about the user of the voice telecommunica-
tion terminal 4. It should be noted that the position informa-
tion storage unit 103 A stores the record 1030. The position
information management unit 102A determines a position
105 1n the virtual space for the advertisement sound source
(publicity A) provided by the advertisement server 3 as the
request transmission origin as follows. That 1s, the advertise-
ment sound source 1s expected to be positioned closer to a
position in the virtual space 106 specified by the virtual posi-
tion information registered in the field 1033 of the record
1030 having the field 1034 assigned with the preference
belonging to the category contained in the request than a
position in the virtual space 106 specified by the virtual posi-
tion information registered in the field 1033 of the record
1030 having the field 1034 assigned with the preference
belonging to the category NOT contained 1n the request. In
FIG. SB, for example, let us suppose that the preference of the
user (taro) belongs to the category of the advertisement sound
source (publicity A) and that the preferences ol the other users
(jiro and hanako) do not belong to the category of the adver-
tisement sound source (publicity A) . In this case, the position
information management unit 102A determines the position
of the advertisement sound source (publicity A) 1n the virtual
space to be within an area 107 A 1n the overlap range 107. The
users of the voice telecommunication terminals 4 are viewed
from the determined position to assume angle p between the
left-end user (hanako) and the right-end user (j1ro) . So as to
mimmize angle {3, the position information management unit
102A determines an orientation of the advertisement sound
source (publicity A) 1n the virtual space.

At 51103 1n FIG. 4, the position information management
unit 102 A adds a new record 1030A to the position informa-
tion storage unit 103. The position information management
unit 102 A registers the user/sound-source ID contained in the
request 1n the field 1031 of the record 1030A, registers the
address of the request transmission origin, registers the gen-
erated virtual position information in the field 1033, and
registers the category contained in the request in the field

1034.

The second embodiment of the invention has
described.

The second embodiment provides the following effect in
addition to the effect of the first embodiment. The advertise-
ment sound source 1s disposed 1n the virtual space closer to a
user having the preference belonging to the category of the
advertisement sound source than a user not having the same.
Accordingly, the advertisement 1s 1ssued with a relatively
small sound volume to a user who does not have the prefer-
ence belonging to the category of the advertisement sound
source. In addition, the advertisement 1s 1ssued with a rela-
tively large sound volume to a user who has the preference

belonging to the category of the advertisement sound source.
The advertising effectiveness can be improved.

been

Third Embodiment

The third embodiment enables each of the voice telecom-
munication terminals 4 to determine whether or not to output
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acoustic data from the advertisement sound source provided
by the advertisement server 3 according to the above-men-
tioned first embodiment.

The voice telecommunication system according to the
third embodiment differs from the voice telecommunication
system 1n FI1G. 1 according to the first embodiment 1n that the
presence server 1 and the media server 2 are replaced by a
presence server 1B and a media server 2B. The other parts of
the construction are the same as those of the first embodiment.

The presence server 1B differs from the presence server 1
according to the first embodiment 1n that the position infor-
mation management unit 102 and the position information
storage unit 103 are replaced by a position information man-
agement unit 102B and a position information storage unit
103B. The other parts of the construction are the same as
those of the presence server 1.

FIG. 18 schematically shows a registration content of the
position information storage unit 103B. As shown 1n FI1G. 18,
a record 1030B 1s recorded for each advertisement sound
source provided by the advertisement server 3 and each user
of the voice telecommunication terminal 4. The record 10308
differs from the record 1030 (see FIG. 3) according to the first
embodiment 1n that the record 1030B contains an additional
field 10335 for registering an advertisement policy. The adver-
tisement policy determines whether or not to output acoustic
data of the advertisement sound source. Each user of the voice
telecommunication terminal 4 1s provided with the record
1030B. The field 1035 1n the record 1030B registers “adver-
tisement provided” to output acoustic data of the advertise-
ment sound source or “no advertisement” not to output the
same. A blank (null data) 1s placed 1n the field 1035 of the
record 1030B for the advertisement sound source provided by
the advertisement server 3.

At 51103 1n FIG. 4, the position information management
unit 1028 adds a new record 1030B to the position informa-
tion storage unit 1b3. The position information management
unit 102B registers the user/sound-source ID contained 1n the
request 1n the field 1031 of the record 1030B, registers the
address of the request transmission origin, registers the gen-
erated virtual position information in the field 1033, and
registers null data in the field 1035.

The media server 2B differs from the media server 2 1n that
the user information generation unit 206 1s replaced by a user
information generation unit 206B. The other parts of the
construction are the same as those of the media server 2.

The user information generation unit 2068 performs the
following process for each of the voice telecommunication
terminals 4. Out of records 1030B recerved from the space
modeler 205, the user information generation unit 2068
specifies the record 1030B that contains the address of the
voice telecommunication terminal 4. The user information
generation unit 206B transmits the specified record 10308 as
own-user mformation to the voice distribution unit 207. The
user information generation unit 206B checks for the adver-
tisement policy registered in the field 1035 of the record
1030B as own-user information. When the advertisement
policy indicates “advertisement provided,” the user informa-
tion generation unit 2068 assumes the records 1030B other
than the record 1030B as own-user information to be other-
user/sound-source information. The user information genera-
tion unit 206B associates the records 1030B assumed to be
other-user/sound-source information with the own-user
information and transmits these records 1030B to the voice
distribution unit 207. When the advertisement policy indi-
cates “no advertisement,” the user information generation
unit 2068 specifies the record 1030B whose field 1035 con-
tains null data, 1.e., the record 1030B for the advertisement
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sound source provided by the advertisement server 3. The
user information generation unit 2068 assumes this record
1030B and the records 1030B other than the record as the
own-user information to be other-user/sound-source infor-
mation. The user information generation unit 206B associates
the records 1030B assumed to be other-user/sound-source
information with the own-user information and transmits
these records 1030B to the voice distribution unit 207.

The third embodiment of the invention has been described.

The third embodiment provides the following efiect in
addition to the effect of the first embodiment. That is, the third
embodiment enables each of the voice telecommunication
terminals 4 to determine whether or not to output acoustic
data for the advertisement sound source provided by the
advertisement server 3. It 1s possible to prevent advertisement
acoustic data from being output from the voice telecommu-
nication terminal of the user who refuses to receive the adver-
tisement.

Fourth Embodiment

The fourth embodiment automatically moves the position
in the virtual space for the advertisement sound source pro-
vided by the advertisement server 3 according to the first
embodiment.

The voice telecommumnication system according to the
fourth embodiment differs from the voice telecommunication
system according to the first embodiment 1n that the presence
server 1 and the advertisement server 3 are replaced by a
presence server 1C and an advertisement server 3C. The other
parts of the construction are the same as those of the first
embodiment.

The advertisement server 3C ditfers from the advertise-
ment server 3 according to the first embodiment in that the
advertisement mnformation transmission control unit 304 and
the advertisement information storage unit 3035 are replaced
by an advertisement information transmission control unit
304C and an advertisement information storage unit 305C.
The other parts ol the construction are the same as those of the
advertisement server 3.

The advertisement information storage unit 305C stores
not only acoustic data of the advertisement sound source, but
also advertisement conditions and movement rules for the
advertisement sound source. FIG. 19 schematically shows a
registration content of the advertisement information storage
unit 305C. As shown 1n FI1G. 19, arecord 3050C 1s registered
tor each acoustic data of the advertisement sound source. The
record 3050C differs from the record 3050 (see FIG. 10) as
described 1n the first embodiment 1n that the record 3050C
contains an additional field 3055 for registering a movement
rule for the advertisement sound source. The movement rules
registered 1n the field 3055 include “Fix,” “Update,” and
“Cycle.” The “Fi1x” rule maintains the virtual position infor-
mation determined when the record 3050C 1s registered. The
“Update” rule periodically updates the virtual position infor-
mation. The “Cycle” rule cycles through multiple specified
positions in the virtual space. When “Cycle” 1s applied, the
field 3035 also registers a cyclic schedule that specifies coor-
dinate information 1n the virtual space, a cyclic sequence, and
duration of stay for each of the multiple specified positions.

At S3004 1in FIG. 11, the advertisement information trans-
mission control unit 304C transmits a sound source addition
request including the movement rule registered in the field
3055 of the focused record to the presence server 1C. The
other operations are the same as those for the advertisement
information transmission control unit 304 according to the
first embodiment.
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The presence server 1C differs from the presence server 1
according to the first embodiment 1n that the position infor-
mation management unit 102 and the position information
storage unit 103 are replaced by a position information man-
agement umt 102C and a position information storage unit
103C. The other parts of the construction are the same as
those of the presence server 1.

FIG. 20 schematically shows a registration content of the
position information storage unit 103C. As shown in FI1G. 20,
a record 1030C 1s registered for the advertisement sound
source provided by the advertisement server 3C and each of
the voice telecommunication terminals 4. The record 1030C
differs from the record 1030 (see FIG. 3) as described in the
first embodiment 1n that the record 1030C contains an addi-
tional field 1035 for registering a movement rule for the
advertisement sound source. A blank (null data) 1s placed 1n
the field 1035 of the record 1030B for the user of each of the
voice telecommunication terminals 4.

The position information management unit 102C performs
the following process 1n addition to the process performed by
the position information management unmt 102 according to
the first embodiment. Depending on needs, the position infor-
mation management unit 102C updates the virtual position
information registered in the field 1033 according to the
movement rule registered in the field 1035 of the record
1030C for the advertisement sound source provided by the
advertisement server 3C. It should be noted that the position
information storage unit 103 registers the record 1030C.

FIG. 21 shows an operational flow of the presence server
1C.

The following process is the same as that shown in FIG. 4
according to the first embodiment. The position information
management unit 102C performs the process at S1002 and
S1003 when recerving a position information registration
request from the voice telecommunication terminal 4 via the
IP network interface unit 101 (YES at S1001). The position
information management unit 102C performs the process at
51202 when recerving a sound source deletion request from
the advertisement server 3C from the IP network interface
umt 101 (YES at S1201). The position information manage-
ment unit 102C performs the process at S1302 and S1303
when recerving a position information request from the media
server 2 or the voice telecommunication terminal 4 via the IP
network interface unit 101 (YES at S1301).

The position information management unit 102C performs
the process at S1102 and S1103 1n FIG. 4 according to the first
embodiment when recerving a sound source addition request
from the advertisement server 3C via the IP network interface
umt 101 (YES at S1101). In addition, the position informa-
tion management unmit 102C starts a built-in timer, though not
shown (51104).

Further, the presence server 1C according to the embodi-
ment performs the following process. That 1s, the position
information management unit 102C checks whether or not
the position information storage unit 103C registers the
record 1030C (whose field 1035 contains the movement rule
other than null data) for the advertisement sound source.
When that record 1030C 1s registered, the position informa-
tion management unit 102C checks whether or not the field
1035 of the record 1030C registers the “Update” movement
rule (S1401). When the movement rule 1s “Update” (YES at

S51401), the position information management unit 102C fur-
ther checks whether or not the built-in timer indicates the
clapse of specified time (51402). When the built-in timer
indicates the elapse of specified time (YES at $1402), the
position information management umt 102C regenerates the
virtual position information for the advertisement sound
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source similarly to S1102 1n FIG. 4 (51403). The position
information management unit 102C updates the virtual posi-
tion mnformation registered in the field 1033 of the record
1030C for the advertisement sound source to the regenerated
virtual position mformation (S1404). The position informa-
tion management umt 102C resets the built-in timer (S1405)
and returns to S1001. When the built-in timer does not 1ndi-
cate the elapse of specified time (NO at S1402), the position
information management unit 102C immediately returns to
S1001.

There may be a case where the position information stor-
age unit 103C registers the record 10301C for the advertise-
ment sound source and the field 1035 of the record 1030C
does not register the “Update” movement rule (NO at S1401).
In such case, the position information management unit 102C
checks whether or not the field 1035 registers the “Cycle”
movement rule (S1501). When the movement rule 1s “Cycle”
(YES at S1501), the position information management unit
102C checks whether or not the built-in timer indicates the
clapse of specified time (S1502). When the bwlt-in timer
indicates the elapse of specified time (YES at S1502), the
position information management unit 102C follows the
movement rule registered in the field 1035 of the record
1030C {for the advertisement sound source. The position
information management unit 102C specifies the next virtual
position according to the order of virtual positions contained
in the virtual position information registered in the field 1033.
The position information management umt 102C determines
the orientation of the advertisement sound source at the vir-
tual position similarly to S1102 1n FI1G. 4. The position infor-
mation management unit 102C regenerates the virtual posi-
tion mnformation containing the specified virtual position and
the determined orientation (S1503). The position information
management unit 102C updates the virtual position informa-
tion registered 1n the field 1033 of-the record 1030C for the
advertisement sound source to the regenerated virtual posi-
tion information (S1504). The position mnformation manage-
ment unit 102C then resets the built-in timer (S1505) and
returns to S1001. When the built-in timer does not indicate the
clapse of specified time (NO at S1502), the position informa-
tion management unit 102C immediately returns to S1001.

The {fourth embodiment of the invention has been
described.

The fourth embodiment provides the following effect in
addition to the effect of the first embodiment. That 1s, the
advertisement sound source automatically moves 1n the vir-
tual space and enables more users 1n the virtual space to hear
acoustic data for the advertisement sound source. The adver-
tising elffectiveness can be improved.

Fifth Embodiment

The fifth embodiment allows a user of a voice telecommu-
nication terminal 4D to request acoustic data for the adver-
tisement sound source provided by an advertisement server
3D 1n the first embodiment.

The voice telecommunication system according to the fifth
embodiment differs from the voice telecommunication sys-
tem according to the first embodiment 1n that the advertise-
ment server 3 and the voice telecommunication terminal 4 are
replaced by the advertisement server 3D and the voice tele-
communication terminal 4D. The other parts of the construc-
tion are the same as those of the first embodiment.

FIG. 22 1s a schematic construction diagram the advertise-
ment server 3D.

As shown 1in FIG. 22, the advertisement server 3D differs
from the advertisement server 3 according to the first embodi-
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ment 1n that the advertisement information transmission con-
trol unit 30 and the advertisement information storage unit
305 are replaced by an advertisement information transmis-
sion control unit 304D and an advertisement information
storage unit 305D and a request acceptance umt 306 and a

request storage unit 307 are provided. The other parts of the
construction are the same as those of the advertisement server
3.

The advertisement information storage unit 305D stores
not only acoustic data for the advertisement sound source, but
also advertisement guide information. FIG. 23 schematically
shows a registration content of the advertisement information
storage unit 305D. As shown 1n FIG. 23, a record 3050D 1s
registered for each acoustic data of the advertisement sound
source. The record 3050D differs from the record 3050 (see
FIG. 10) according to the first embodiment 1n that the record
3050D 1s provided with a field 3056 for registering the adver-
tisement guide information nstead of the field 3053 for reg-
istering the transmission time slot for acoustic data of the
advertisement sound source.

The request storage unit 307 registers a request for acoustic
data of the advertisement sound source when the request 1s
accepted from the voice telecommunication terminal 4. FIG.
24 schematically shows a registration content of the request
storage unit 307. As shown in FIG. 24, a record 3070 1s
registered for each request accepted from the voice telecom-
munication terminal 4. The record 3070 contains fields 3071,
3072, and 3073. The field 3071 registers the date and time the
request was accepted. The field 3072 registers the user/sound-
source ID for the voice telecommunication terminal as the
request transmission origin. The field 3073 registers the user/
sound-source ID for acoustic data of the requested advertise-
ment sound source.

The request acceptance unit 306 follows a list request
accepted by the voice telecommunication terminal 4 via the
IP network interface unit 301. The request acceptance unit
306 generates an advertisement list that contains the user/
sound-source 1D and the guide information registered in the
fields 3051 and 3056 1n each record 3050D registered 1n the
advertisement information storage unit 305D. The request
acceptance unit 306 transmits the advertisement list to the
voice telecommunication terminal 4 as the list request trans-
mission origin. When accepting the request from the voice
telecommunication terminal 4 via the IP network interface
unmit 301, the request acceptance unit 306 adds a new record
3070 to the request storage unit 307. The request acceptance
unit 306 registers the current date and time 1n the field 3071 of
the added record 3070. The request acceptance unit 306 reg-
isters, 1n the field 3072, the user/sound-source ID for the
request transmission origin contained in the request. The
request acceptance unit 306 registers, 1n the field 3073, the
user/sound-source 1D of acoustic data for the advertisement
sound source as a request target contained 1n the request.

The advertisement information storage unit 305D stores
acoustic data for the advertisement sound source. A request
stored 1n the request storage unit 305 specifies the acoustic
data. The advertisement information transmission control
unit 304D controls transmission of the acoustic data to the
media server 2. FIG. 25 shows an operational flow of the
advertisement information position control unit 304D.

The advertisement information transmission control unit
304D searches the request storage unit 307 for the record
3070 that registers the earliest reception date and time 1n the
field 3071. The advertisement information transmission con-
trol unit 304D assumes this record to be a focused record
(53101) . The advertisement mnformation transmission con-
trol unit 304D then generates a sound source addition request
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containing the user/sound-source ID registered in the field
3073 of the focused record. The advertisement information
transmission control unit 304D transmaits the generated sound
source addition request to the presence server 1 via the IP
network mterface unit 301 (53102).

The advertisement information transmission control unit
304D allows the SIP control unit 303 to establish a speech
path (S3103) . In response to this, the SIP control unit 303
performs an SIP-compliant call control procedure to establish
a speech path to the media server 2.

The advertisement information transmission control unit
304D searches the advertisement information storage unit
305D {for the record 30350D whose field 3051 registers the
user/sound-source ID registered in the field 3073 of the
focused record. The advertisement information transmission
control unit 304D output the acoustic data registered 1n the
field 3052 of the retrieved record 3050D to the RTP process-
ing unit 302 (53104). In response to this, the RTP processing
unit 302 uses the speech path to the media server 2 to transmit
the acoustic data received from the advertisement informa-
tion transmission control unit 304b to the media server 2.
Thereafter, the advertisement information transmission con-
trol unit 304D periodically repeats output of the acoustic data
to the RTP processing unit 302. As a result, the acoustic data
1s repeatedly transmitted to the media server 2.

The advertisement information transmission control unit
304D uses the built-in timer and the like to detect that the
specified time has elapsed from the time to start the process at
53104, 1.¢., repeatedly reproducing the acoustic data, (YES at
S3105). In this case, the advertisement information transmis-
s1on control unit 304D stops transmitting the acoustic data to
the media server 2 using the speech path (83106). The adver-
tisement nformation transmission control unit 304D then
allows the SIP control unit 303 to disconnect the speech path
(S3107). In response to this, the SIP control unit 303 discon-
nects the speech path to the media server 2 1n accordance with
the SIP.

The advertisement information transmission control unit
304D generates a sound source deletion request containing
the user/sound-source ID of the own advertisement server 3.
The advertisement information transmission control unit
304D transmits the generated sound source deletion request
to the presence server 1 (S3108). Thereatter, the advertise-
ment mnformation transmission control unit 304D deletes the
focused record from the request storage unit 307 (83109) and
then returns to S3101.

FIG. 26 1s a schematic construction diagram of the voice
telecommunication terminal 4D.

As shown 1n FIG. 26, the voice telecommunication termi-
nal 4D according to the embodiment differs from the voice
telecommunication terminal 4 according to the first embodi-
ment 1n that a request acceptance unit 412 1s newly provided.
The other parts ol the construction are the same as those of the
voice telecommunication terminal 4.

According to a list browse 1nstruction accepted from the
user via the operation acceptance unit 404, the request accep-
tance unmit 412 generates a list request containing the user/
sound-source ID for the own voice telecommunication termi-
nal 4D. The request acceptance unit 412 transmits the
generated list request to the advertisement server 3D via the
IP network interface unit 407. The request acceptance unit
412 follows the advertisement list received from the adver-
tisement server 3D via the IP network interface unit 407 to
generate video data for a request acceptance screen 4120 as
shown 1n FIG. 27 and output the video date from the video
output unit 403. The request acceptance screen 4120 lists sets
of a user/sound-source ID 4121 for the acoustic data of the
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advertisement sound source and guide information 4122. The
request acceptance screen 4120 1s used to accept a request for
the acoustic data of the advertisement sound source from the
user. The user may operate the pointing device 424 to select a
set of the user/sound-source 1D 4121 and the guide informa-
tion 4122 from the request acceptance screen 4120. In this
case, the request acceptance unit 412 accepts the set of the
user/sound-source ID 4121 and the guide information 4122,
generates a request containing the set, and transmits the
request to the advertisement server 3D via the IP network
interface unit 407.

-

I'he fifth embodiment of the invention has been described.

i

The fifth embodiment provides the following effect 1n
addition to the effect of the first embodiment. That 1s, 1t 1s
possible to allow any user to hear acoustic data of the adver-
tisement sound source according to his or her request. The
advertising eflectiveness can be improved.

It 1s to be distinctly understood that the invention 1s not
limited to the above-mentioned embodiments but may be
otherwise variously embodied within the spirit and scope of
the invention.

There have been described the embodiments where the
media server 2 or 2B performs the 3D audio process and the
synthesis process for acoustic data of the advertisement
sound source and voice data for each user. However, the
imvention 1s not limited thereto. The voice telecommunication
terminal 4 or 4D may perform the 3D audio process and the
synthesis process for acoustic data of the advertisement
sound source and voice data for each user. In this case, the
voice telecommunication terminal 4 or 4D establishes speech
paths to the voice telecommunication terminals 4 and 4D
other than the own terminal, and to the advertisement servers
3,.3A,and 3D. The voice telecommunication terminal 4 or4D
transmits the own terminal user’s voice data to the voice
telecommunication terminals 4 and 4D other than the own
terminal. In addition, the voice telecommunication terminal 4
or 4D receives the voice data and the acoustic data from the
voice telecommunication terminals 4 and 4D other than the
own terminal and from the advertisement servers 3, 3A, 3C,
and 3D. The voice telecommunication terminal 4 or 4D per-
forms the 3D audio process for the recerved voice data and
acoustic data and synthesizes these pieces of data based on:
virtual position information, recerved from the presence serv-
ers 1, 1A, 1B, and 1C, about the voice telecommunication
terminals 4 and 4D other than the own terminal and about the
advertisement servers 3, 3A, 3C, and 3D; and virtual position
information about the own terminal. In this manner, the media
servers 2 and 2B are unnecessary.

According to the above-mentioned embodiments, the pres-
ence server 1 determines a virtual position of the advertise-
ment sound source in the virtual space so that the distance
between the advertisement sound source and a user of the
voice telecommunication terminal 4 1s longer than at least the
distance between the user of the relevant voice telecommu-
nication terminal 4 and another user of the nearest voice
telecommunication terminal 4. However, the invention 1s not
limited thereto. The user of the voice telecommunication
terminal only needs to be able to distinguish the virtual posi-
tion of the advertisement sound source in the virtual space
from a virtual position of a user of another voice telecommu-
nication terminal 4. For example, it may be preferable to
determine the virtual position of the advertisement sound
source 1n the virtual space so that a specified angle 1s formed
between the orientation of the advertisement sound source
(sound output direction) viewed from the user of the voice
telecommunication terminal 4 and at least the orientation of
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another user of the nearest voice telecommunication terminal
4 viewed from the user of the voice telecommunication ter-
minal 4.

Specifically, the position information management unit
102 of the presence server 1 performs the following process.
As shown 1n FIG. 28A, a given voice telecommunication
terminal 4 1s selected. The user of this voice telecommunica-
tion terminal 4 1s assumed to view a user of another voice
telecommunication terminal 4 from that user’s virtual posi-
tion along direction d. The position information management
unit 102 estimates angular range v along direction d as center
from the viewing user. The position information management
unit 102 finds an area not belonging to the angular range v for
cach of the other voice telecommunication terminals 4. As
shown 1n FIG. 28B, the position mformation management
unit 102 performs this process for all the voice telecommu-
nication terminals 4 and finds a region 107A where all the
resulting areas overlap. When multiple regions 107A are
available, the position information management unit 102
selects any one of them. When no region 107A 1s available,
the position information management unit 102 decreases the
angular range v. Alternatively, the position information man-
agement umt 102 recalculates the region 107 A by excluding
a user of another voice telecommunication terminal 4 farthest
from the virtual position for the user of the relevant voice
telecommunication terminal 4 for each of the voice telecom-
munication terminals 4. The position information manage-
ment unit 102 determines the orientation of the advertisement
sound source in the virtual space similarly to the above-
mentioned embodiments (see FIG. 5B).

The human hearing has a weakness of difficulty 1n 1denti-
tying sound sources positioned symmetrically about a line
connecting both ears. That 1s, 1t 1s difficult to distinguish
sound sources symmetrically positioned forward and back-
ward, top and bottom, and the like with respect to that line.
The sound sources can be arranged by avoiding these posi-
tions as follows. As shown 1n FIG. 28A, a given voice tele-
communication terminal 4 1s selected. The user of this voice
telecommunication terminal 4 1s assumed to view a user of
another voice telecommunication terminal 4 from that user’s
virtual position along direction d. The position information
management unit 102 estimates specified angular range v
along direction d as center from the viewing user. In addition,
line 1 (a line connecting both ears of the user) 1s assumed to be
orthogonal to orientation ¢ of the user of the voice telecom-
munication terminal 4. The specified angular range v and
range ' are assumed to be symmetrical with respectto the line
f. The position information management unit 102 finds an
area not belonging to v nor to y' for each of the other voice
telecommunication terminals. As shown in FIG. 29B, the
position information management unit 102 performs this pro-
cess for all the voice telecommunication terminals 4 and finds
a region 1078 where all the resulting areas overlap.

The above-mentioned embodiments have been described
using SIP to establish speech paths. However, the invention 1s
not limited thereto. For example, 1t may be preferable to use
call the other control protocols such as H.323 than SIP.

The above-mentioned embodiments have been described
s0 as to provide users of the voice telecommunication termi-
nals 4 with contents such as acoustic data of the advertisement
sound source. However, the invention 1s not limited thereto.
For example, the invention can be used for a case of providing
users with the other acoustic data including musical compo-
sitions as contents.

While the above-mentioned embodiments have been
described using the audio advertisement as an example, the
invention 1s not limited thereto. There may be a case of using
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a terminal that displays 3D graphics for the user and the
advertisement sound source positioned 1n the virtual space
instead of or 1 addition to output voice from the user and the
advertisement sound source positioned 1n the virtual space.
When the advertisement uses image or image and voice, the
invention can determine the arrangement of the advertise-
ment and display the advertisement using 3D graphics. In this
case, however, placing the advertisement backward of the
user provides little effect. It 1s necessary to determine the
arrangement of the advertisement so that as many users as
possible can view the advertisement. When taking a user
preference into consideration, the advertisement needs to be
positioned so that a highly-prioritized user can view the
advertisement.

What 1s claimed 1s:

1. A voice call system that includes a plurality of voice
telecommunication terminals, a content server to provide a
sound source for each of the plurality of voice telecommuni-
cation terminals, and a presence server to manage positions of
users of the plurality of voice telecommunication terminals
and a sound source provided by the content server 1n a virtual
space, the voice call system comprising:

a presence acquisition unit that acquires information about
positions of users of the plurality of voice telecommu-
nication terminals and the sound source provided by the
content server 1n a virtual space from the presence
server; and

an audio renderer provided for each of the voice telecom-
munication terminals, wherein the audio renderer per-
forms a process for applying

a sterecophonic process to voice data for each of voice
telecommunication terminals other than a voice tele-
communication terminal corresponding to the audio

renderer 1n accordance with a relative position between
cach of users of the other voice telecommunication ter-
minals and a user of the voice telecommunication termi-
nal corresponding to the audio renderer, 1n which the
presence acquisition unit acquires position information
to specily the relative position and

a stereophonic process to acoustic data from a sound
source provided by the content server 1n accordance with
a relative position between the sound source and the user
of the voice telecommunication terminal, in which the
presence acquisition unit acquires position information
to specily the relative position; and

a process for synthesizing the sterecophomically processed
voice data for each of the other voice telecommunication
terminals with acoustic data for the sound source to
generate voice call data for the voice telecommunication
terminal corresponding to the audio renderer; and

wherein the presence server includes:

a position information management unit that determines a
position of the sound source 1n a virtual space 1n terms of
cach of the plurality of voice telecommunication termi-
nals so that a user of a relevant voice telecommunication
terminal can distinguish the position of the sound source
in the virtual space from positions of users of the other
voice telecommunication terminals.

2. The voice call system according to claim 1, wherein the
position information management unit determines a position
of the sound source 1n a virtual space for each of the plurality
of voice telecommunication terminals based on a preference
ol a user of the predetermined voice telecommunication ter-
minal so that the user of the voice telecommunication termi-
nal can distinguish the position of the sound source 1n the
virtual space from a user of another voice telecommunication
terminal.
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3. The voice call system according to claim 1, wherein the
audio renderer performs a process, when a policy of “sound
source provided” 1s specified for a voice telecommunication
terminal corresponding to the audio renderer, for applying

a stereophonic process to voice data for each of voice

telecommunication terminals other than a voice tele-
communication terminal corresponding to the audio
renderer 1n accordance with a relative position between
cach of users of the other voice telecommunication ter-
minals and a user of the voice telecommunication termi-
nal corresponding to the audio renderer, 1n which the
presence acquisition unit acquires position information
to specily the relative position and

a sterecophonic process to acoustic data from a sound

source provided by the content server in accordance with
a relative position between the sound source and the user
of the voice telecommunication terminal, in which the
presence acquisition unit acquires position information
to specily the relative position; and

a process for synthesizing the stereophonically processed

voice data for each of the other voice telecommunication
terminals with acoustic data for the sound source to
generate voice call data for the voice telecommunication
terminal corresponding to the audio renderer; and

a process, when a policy of “no sound source provided™ 1s

specified for a voice telecommunication terminal corre-
sponding to the audio renderer, for applying

a stereophonic process to voice data for each of voice
telecommunication terminals other than a voice tele-
communication terminal corresponding to the audio
renderer 1n accordance with a relative position between
cach of users of the other voice telecommunication ter-
minals and a user of the voice telecommunication termi-
nal corresponding to the audio renderer, 1n which the
presence acquisition unit acquires position information
to specily the relative position and

a process for synthesizing the stereophonically processed
voice data for each of the other voice telecommunication
terminals to generate voice call data for the voice tele-
communication terminal corresponding to the audio
renderer.

4. The voice call system according to claim 1, wherein the
position information management unit periodically performs
the determination to update a position of the sound source in
a virtual space.
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5. The voice call system according to claim 1, wherein the
content server includes a request acceptance unit for accept-
ing a request from the voice telecommumnication terminal and
configures the requested sound source to be provided for each
of the plurality of voice telecommunication terminals.
6. The voice call system according to claim 1, further
comprising: a media server including the presence acquisi-
tion unit and an audio renderer provided for each of the voice
telecommunication terminals.
7. The voice call system according to claim 1, wherein each
ol the plurality of voice telecommunication terminal includes
the presence acquisition unit and an audio renderer corre-
sponding to own terminal.
8. A method of providing contents during a voice call,
namely, providing acoustic data of a sound source for each of
a plurality of voice telecommunication terminal during a
voice call in a voice call system that includes the plurality of
voice telecommunication terminals, a content server to pro-
vide the sound source for each of the plurality of voice tele-
communication terminals, and a presence server to manage
positions of users of the plurality of voice telecommunication
terminals and a sound source provided by the content server
in a virtual space, the method comprising:
determining a position of the sound source 1n a virtual
space 1n terms of each of the plurality of voice telecom-
munication terminals so that a user of a relevant voice
telecommunication terminal can distinguish the position
of the sound source 1n the virtual space from positions of
users of the other voice telecommunication terminals;

applying a stereophonic process to voice data for each of
voice telecommunication terminals other than a relevant
voice telecommunication terminal 1n accordance with a
relative position between each of users of the other voice
telecommunication terminals and a user of the relevant
voice telecommunication terminal and applying a ste-
reophonic process to acoustic data from the sound
source 1n accordance with a relative position between
the sound source and the user of the relevant voice tele-
communication terminal; and

synthesizing the stereophonically processed voice data for

cach of the other voice telecommunication terminals
with acoustic data for the sound source to generate voice
call data for the relevant voice telecommunication ter-
minal.
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