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SYSTEM AND METHOD FOR
CONTAINERIZED DATA STORAGE AND
TRACKING

CROSS-REFERENCE TO RELAT!
APPLICATION(S)

T
»

This application 1s a continuation of U.S. patent applica-
tion Ser. No. 11/313,256, titled SYSTEM AND METHOD
FOR CONTAINERIZED DATA STORAGE AND TRACK-
ING, filed Dec. 19, 2005 now U.S. Pat. No. 7,584,227, which
1s hereby incorporated herein by reference in 1ts entirety. This
application 1s related to the following pending applications,
cach of which s hereby incorporated herein by reference inits
entirety:

Application Ser. No. 10/818,749, titled SYSTEM AND
METHOD FOR DYNAMICALLY PERFORMING
STORAGE OPERATIONS IN A COMPUTER NET-
WORK, filed Apr. 5, 2004;

Application Ser. No. 10/260,209, titled SYSTEM AND
METHOD FOR ARCHIVING OBIECTS IN AN

INFORMATION STORE, filed Sep. 30, 2002;

Application Ser. No. 11/120,619, titled HIERARCHICAL
SYSTEMS AND METHODS FOR PROVIDING A
UNIFIED VIEW OF STORAGE INFORMATION,
filed May 2, 2005;

Application Ser. No. 10/990,363, titled SYSTEM AND
METHOD FOR DATA STORAGE AND TRACKING,
filed Nov. 135, 2004; and

Application Ser. No. 60/752,203, titled System and
Method for Classifying and Transferring Information in
a Storage Network, filed Dec. 19, 2005.

COPYRIGHT NOTICE

A portion of the disclosure of this patent document con-
tains material which 1s subject to copyright protection. The
copyright owner has no objection to the facsimile reproduc-
tion by anyone of the patent document or the patent disclo-
sures, as 1t appears in the Patent and Trademark Oflice patent
files or records, but otherwise reserves all copyright rights
whatsoever.

BACKGROUND

The invention disclosed herein relates generally to data
storage systems 1n computer networks and, more particularly,
to improvements in storing and tracking electronic data.

Storage architecture used by individual computers or data
stores to store electronic data typically includes volatile stor-
age media such as Random Access Memory RAM, and one or
more nonvolatile storage devices such as hard drives, tape
drives, optical disks, and other storage devices that form a part
of or are directly associated with an individual computer. A
network of computers such as a Local Area Network LAN or
a Wide Area Network WAN, typically store electronic data
via servers or stand-alone storage devices accessible via the
network. Storage devices are generally connected to one 1ndi-
vidual computer or a network of computers. Examples of
network storage devices include networkable tape drives,
optical libraries, Redundant Arrays of Inexpensive Disks
RAID, CD-ROM jukeboxes, and other devices. Network
storage devices commonly known 1n the art often include
slots 1n which tapes or other storage media may be stored,
drives 1n which storage media may be placed for performing
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2

read or write operations or other storage operations, and a
robotic arm which 1s used to place the tapes or storage media
into the drives.

Storage media, such as tapes, media cartridges, CD-ROMs,
disks or other media capable of storing data, may be used, for
example, to store electronic data. Media may be fixed or
removable. Fixed media 1s media that remains in hardware in
which the media 1s read or written to. Removable media 1s
media that may be removed from hardware, such as a storage
device tape drive, in which the media 1s read or written to.
Storage media that 1s removable 1s convenient for storing data
because 1t may be removed from a storage device and moved
from one location to another location for performing read and
write operations, storage operations, or other use. The tapes
or other storage media may be stored locally, for example to
a system device or facility or to an offsite location. For
example, third party vendors providing ofisite data storage
facilities, such as Iron Mountain, Inc. of Boston, Mass., store
data for archiving or disaster recovery purposes. Typically,
storage of the storage media to a local device or offsite loca-
tion 1s provided by transierring the storage media between
system devices or between system devices and the offsite
location.

Various types and grades of storage media each have spe-
cific attributes, such as purchase price, cost to maintain and
track, failure rate, capacity, and other characteristics. For
example, one type of storage media may have a relatively low
failure rate, but may have a relatively high purchase price and
maintenance and tracking cost. Conversely, another type of
storage media may be relatively inexpensive to purchase,
maintain and track, but have a relatively high failure rate.
Each type of storage media may be appropriate for a particu-
lar aspect of an enterprise storage plan, which may include
different clients or data types. For example, one type of stor-
age media may be used for a particular storage operation,
another type of media may be used for short term storage and
yet another type used for long term storage. In general, exist-
ing storage management systems may use more than one type
ol storage media 1n storage operations.

The status and location of (and other information relating
to) each ol the various types ol media items may be monitored
using a tracking system. Some existing storage systems have
the capability to track individual items of storage media
within a local or networked storage device, for example, the
physical location of the media.

When storage media 1s transferred out of a storage device
and exported to a remote or oflsite storage location, existing
storage management systems typically communicate with the
ollsite storage company to track the location of the offsite
storage media or container of media. Offsite storage compa-
nies typically have a proprietary tracking system which may
not interface automatically with an enterprise storage man-
agement system. This may result 1n imnefficiencies caused by
delays 1n locating and obtaining storage media stored at ofl-
site storage facilities.

SUMMARY

The mvention described herein includes a system and
method for automatically aggregating storage media to facili-
tate performing storage operations and tracking storage
media.

In one embodiment of the invention, a method for tracking,
a location of electronic data stored to removable media 1s

provided 1 which a storage preference may be received
which includes a data characteristic and a retention charac-

teristic. The retention characteristic may be that a data item 1s
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due for a storage operation, such as an export operation or a
migration operation. A plurality of data items may be 1denti-
fied that satisty the data characteristic and the retention char-
acteristic. A first set of one or more removable media includ-
ing the plurality of data items are i1dentified. The plurality of
identified data items may be copied from the first set of one or
more removable media to a copy set of one or more removable
media. The copy set of one or more removable media may be
aggregated 1n a container, the location of which 1s tracked.
The container may be tracked by updating an index with data
relating to the location of the container. The copy set of one or
more removable media included 1in the container are generally
not tracked individually.

In another embodiment of the invention, a method for
tracking a location of data 1s provided, in which one or more
removable media from a plurality of storage devices may be
received. A storage preference may also be received, the
storage preference including a data characteristic and a reten-
tion characteristic. One or more removable media may be
determined to satisty the storage preference; and aggregated
in a container. A location of the container including the one or
more removable media may be tracked, and not a location of
the one or more removable media, individually.

In another embodiment of the invention, a method for
tracking data 1s provided, 1n which an 1dentifier for a first data
item, of a plurality of data 1tems, 1s stored 1n an index entry. A
storage characteristic including a data classification and a
retention characteristic may be recerved. A first data item may
be determined to satisty the storage characteristic; and aggre-
gated 1n a container. The index entry may be updated for the
first data item to indicate that the first data item 1s associated
with the container, and the container may be tracked.

In another embodiment of the invention, a method for
managing electronic data 1s providing in which a set of data
satistying a first storage characteristic 1s identified. From the
identified set of data, a first subset of data satisiying a second
storage characteristic 1s identified. Also identified 1s a second
subset of data satisiying a third storage characteristic. Media
including the first subset of data and the second subset of data
are aggregated. The media including the first subset of data 1s
exported to a first container. And the media including the
second subset of data 1s exported to a second container.

BRIEF DESCRIPTION OF THE DRAWINGS

The invention 1s illustrated in the figures of the accompa-
nying drawings which are meant to be exemplary and not
limiting, 1n which like references are intended to refer to like
or corresponding parts, and 1n which:

FIG. 1 1s a block diagram of a storage operation cell in a
system to perform storage operations on electronic data 1in a
computer network according to an embodiment of the mven-
tion;

FIG. 2 1s a block diagram of a hierarchically organized
group ol storage operation cells 1n a system to perform stor-
age operations on electronic data in a computer network
according to an embodiment of the invention;

FIG. 3 1s a block diagram of a hierarchically organized
group ol storage operation cells 1n a system to perform stor-
age operations on electronic data 1n a computer network
according to an embodiment of the invention;

FI1G. 4 1s a block diagram showing a storage device accord-
ing to an embodiment of the invention;

FI1G. 5 15 a block diagram showing a high-level view of the
storage network architecture and components according to an
embodiment of the invention;
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4

FIG. 6 1s a flow diagram for a method of aggregating data
according to an embodiment of the invention;

FIG. 7 1s a flow diagram for a method of aggregating data
according to another embodiment of the mnvention;

FIG. 8 1s a block diagram showing a high-level view of the
storage network architecture and components according to an
embodiment of the invention; and

FIG. 9 1s a flow diagram for a method of restoring media
according an embodiment of the invention.

DETAILED DESCRIPTION

The present invention relates to systems and methods for
storing and tracking electronic data. Electronic data may be
generated by one or more client computers as production
data, which may be stored 1n a data store attached to the client.
The production data 1n the data store may be stored 1n one or
more copies, such as a primary copy, an auxiliary copy, or
other copy. Each of these types of copies may be stored on
media, such as optical media, disks, tapes, hard drives, or
other removable media. Such media may be maintained and
tracked 1n order to preserve electronic data, for example for
data archival purposes, disaster recovery, or other data storage
management requirements.

Although individual items of media may be tracked, cer-
tain types of data may have common characteristics, or other
attributes which may make the data appropriate to be
grouped. Such groups of data may be automatically aggre-
gated 1into a container. The individual container and informa-
tion relating to the common characteristics of the data con-
tained in the container may be tracked. Tracking containers,
instead of the individual media items located 1n the container,
reduces the number of 1tems tracked 1n a storage management
system. Grouping data into containers based on a common
characteristic 1s a usetul method for storing data, for example,
in long term storage. Often, when one data item 1s required for
a storage operation, such as a data verification or restore
operation, other related data having common characteristics
or common attributes may also be required for the same
storage operation.

Embodiments and features of systems and methods for
containerized storage management are described herein with
reference to FIGS. 1 through 9. FIG. 1 1illustrates a block
diagram of a storage operation cell 50 that may perform
storage operations on electronic data 1n a computer network
in accordance with an embodiment of the mnvention. As
shown, storage operation cell 30 may generally include a
storage manager 100, a data agent 95, a media agent 105, a
storage device 115, and, 1n some embodiments, may include
certain other components such as a client 85, a data or infor-
mation store 90, indexes or databases 110 and 111, a jobs
agent 120, an interface module 125, and a management agent
130. Such system and elements thereol are exemplary of a
modular storage management system such as the CommVault
QiNetix system, and also the CommVault GALAXY storage
management system, available from CommVault Systems,
Inc. of Oceanport, N.J., and further described 1n U.S. patent
application Ser. No. 09/610,738 which 1s incorporated herein
by reference 1n 1ts entirety.

A storage operation cell, such as cell 50, may generally
include combinations of hardware and software components
associated with performing storage operations on electronic
data. Exemplary storage operation cells may include, Com-
mCells as embodied in the QNet storage management system
and the QiNetix storage management system by Comm Vault
Systems of Oceanport, N.J. Storage operation cell 50 may be
related to backup cells and provide some or all of the func-
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tionality of backup cells as described 1n application Ser. No.
09/354,058. In addition, storage operation cells may also
perform additional types of storage operations and other
types of storage management functions that are not generally
offered by backup cells.

Storage operations performed by a storage operation cell
may include creating, storing, retrieving, and migrating pri-
mary or production data copies and secondary data copies
(which may include, for example, snapshot copies, backup
copies, HSM copies, archive copies, and other types of copies
of electronic data). Storage operation cells may also provide
one or more integrated management consoles for users or
system processes to intertace with in order to perform certain
storage operations on electronic data as further described
herein. Such mtegrated management consoles may be dis-
played at a central control facility or several similar consoles
distributed throughout multiple network locations to provide
global or geographically specific network data storage infor-
mation.

Storage operations may be performed according to a stor-
age policy. A storage policy 1s generally a data structure or
other information source that includes a set of preferences
and other storage criteria for performing a storage operation.
The preferences and storage criteria may include, but are not
limited to, a storage location, relationships between system
components, network pathway to utilize, retention policies,
data characteristics, compression or encryption require-
ments, preferred system components to utilize 1n a storage
operation, and other criteria relating to a storage operation.
Thus, a storage policy may indicate that certain data 1s to be
stored 1n a specific storage device, retained for a specified
period of time before being aged to another tier of secondary
storage, copied to secondary storage using a specified number
of streams, etc. A storage policy may be stored to a storage
manager index or database 111, to archive media as metadata
for use 1n restore operations or other storage operations, or to
other locations or components of the system.

A retention policy may include characteristics for retaining
data 1n storage. The retention policy may include preferences
for media used to store data, length of time to store data, aging
criteria or other retention criteria. The retention criteria may
be applied to data based on the data type, a storage operation
cell related to the data, user that generated the data, the client
application type, or other basis.

A storage preference 1s a storage policy, user preference or
other storage preference. The storage preference may be
defined by a system user or system administrator, or alterna-
tively, the storage preference 1s a default preference.
Examples of storage preferences can include: data classifica-
tion, such as classes of data to be associated with a particular
storage policy, container settings, such as settings for auto-
matically aggregating media into a container, data security
settings, encryption settings, data retention requirements, {re-
quency of storage operations, types of data for storage opera-
tions, types of storage operations to perform in the component
group or cell, network pathways, such as pretferred network
pathways to perform a storage operation, scheduling, such as
a schedule of storage operations, reports, such as automatic
generation of system reports regarding the group, which can
include, for example the storage operations performed by the
group, or other storage preference.

A schedule policy may specily when and how often to
perform storage operations and may also specily performing,
certain storage operations on sub-clients of data and how to
treat those sub-clients. A sub-client may represent static or
dynamic associations of portions of data of a volume and are
mutually exclusive. Thus, a portion of data may be given a
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6

label and the association is stored as a static entity 1n an index,
database or other storage location used by system compo-
nents. Sub-clients may also be used as an effective adminis-
trative scheme of organizing data according to data type,
department within the enterprise, storage preferences, etc.
For example, an administrator may find 1t preferable to sepa-
rate e-mail data from financial data using two different sub-
clients having different storage preferences, retention crite-
ria, efc.

A storage manager 100 may control one or more cells 50
(whether or not each storage cell 50 has its own dedicated
storage manager 100). Moreover, 1n certain embodiments, the
extent or type of overlap may be user-defined (through a
control console (not shown)) or may be automatically con-
figured to optimize data storage and/or retrieval.

Data agent 95 may be a software module or part of a
soltware module that 1s generally responsible for archiving,
migrating, and recovering data from client computer 835
stored 1n an information store 90 or other memory location.
Each client computer 85 may have at least one data agent 95
and the system can support multiple client computers 85. In
some embodiments, data agents 935 may be distributed
between client 85 and storage manager 100 (and any other
intermediate components (not shown)) or may be deployed
from a remote location or its functions approximated by a
remote process that performs some or all of the functions of
data agent 95.

Multiple data agents 95 may be employed for one or more
clients 85. Fach data agent 95 may perform a storage opera-
tion with data associated with a different client application.
For example, different individual data agents 95 may be
designed to handle MICROSOFT EXCHANGE Data,
LOTUS NOTES Data, MICROSOFT WINDOWS 2000 File
System Data, MICROSOFT ACTIVE DIRECTORY
OBIJECTS Data, and other types of data known 1n the art.
Other embodiments may employ one or more generic data
agents 95 that can handle and process multiple data types
rather than using the specialized data agents described above.

If a client computer 85 has two or more types of data, one
data agent 95 may be required for each data type to archive,
migrate, and restore the client computer 85 data. For example,
to perform storage operations on all of the data on a

MICROSOFT EXCHANGE 2000 server, the client computer
835 may use one MICROSOFT EXCHANGE 2000 Mailbox
data agent 95 to perform a storage operation on the
EXCHANGE 2000 mailboxes, one MICROSOFT
EXCHANGE 2000 Database data agent 95 to perform a
storage operation on the EXCHANGE 2000 databases, one
MICROSOFT EXCHANGE 2000 Public Folder data agent
95 to perform a storage operation on the EXCHANGE 2000
Public Folders, and one MICROSOFT WINDOWS 2000 File
System data agent 95 to perform a storage operation on the
client computer’s 85 WINDOWS f{ile system. These data
agents 95 would be treated as four separate data agents 95 by
the system even though they may reside on the same client
computer 83.

Alternatively, other embodiments may use one or more
generic data agents 95, each of which may be capable of
handling two or more data types. For example, one generic

data agent 95 may be used to perform a storage operation on
MICROSOFT EXCHANGE 2000 Mailbox data and

MICROSOFT EXCHANGE 2000 Database data while
another generic data agent may handle MICROSOFT
EXCHANGE 2000 Public Folder data and MICROSOFT
WINDOWS 2000 File System data, etc.

Generally speaking, storage manager 100 may be a soft-
ware module or other application that coordinates and con-
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trols storage operations performed by storage operation cell
50. Storage manager 100 may communicate with some or all
clements of storage operation cell 50 including client com-
puters 85, data agents 95, media agents 105, and storage
devices 115, to imitiate and manage system storage opera-
tions.

Storage manager 100 may include a jobs agent 120 that
monitors the status of some or all storage operations previ-
ously performed, currently being performed, or scheduled to
be performed by storage operation cell 50. Jobs agent 120
may be communicatively coupled with an interface module
125 (typically a software module or application). Interface
module 125 may include information processing and display
soltware, such as a graphical user mtertace (“GUI™), an appli-
cation program interface (“API”), or other interactive inter-
face through which users and system processes can retrieve
information about the status of storage operations. Through
interface 125, users may optionally 1ssue mstructions to vari-
ous storage operation cells 50 regarding performance of the
storage operations as described and contemplated by the
present invention. For example, a user may modily a schedule
concerning the number of pending snapshot copies or other
types of copies scheduled as needed to suit particular needs or
requirements. As another example, a user may employ the
GUI to view the status of pending storage operations in some
or all of the storage operation cells 1n a given network or to
monitor the status of certain components 1n a particular stor-
age operation cell (e.g., the amount of storage capacity left in
a particular storage device). As a further example, interface
125 may display the cost metrics associated with a particular
type of data storage and may allow a user to determine overall
and target cost metrics associated with a particular data type,
tracking media individually or a group of media 1n a con-
tainer, or certain storage operation cell 30 or other storage
operation as predefined or user-defined.

Storage manager 100 may also include a management
agent 130 that 1s typically implemented as a software module
or application program. In general, management agent 130
provides an interface that allows various management com-
ponents 100 1n other storage operation cells 50 to communi-
cate with one another. For example, assume a certain network
configuration includes multiple cells 50 adjacent to one
another or otherwise logically related in a WAN or LAN
configuration such as the multiple cells shown in FIG. 2. With
this arrangement, storage operation cells 1-z (140, 145, 150,
155, 160 and 165) may be connected to another cell through
an interface module. Referring again to FIG. 1, this allows
cach cell 50 to send and receive certain pertinent information
from other cells 30 including status information, routing
information, information regarding capacity and utilization,
etc. These communication paths may also be used to convey
information and instructions regarding storage operations.

For example, a management agent 130 1n first storage
operation cell 50 may communicate with a management
agent 130 1n a second storage operation cell 50 regarding the
status of storage operations 1n the second storage operation
cell. Another illustrative example includes the case where a
management agent 130 1n first storage operation cell 50 com-
municates with a management agent 130 1n a second storage
operation cell to control the storage manager 100 (and other
components) of the second storage operation cell via the
management agent 130 contained 1n the storage manager 100.

Another 1llustrative example 1s the case where manage-
ment agent 130 1n the first storage operation cell 50 commu-
nicates directly with and controls the components in the sec-
ond storage management cell 50 and bypasses the storage
manager 100 in the second storage management cell. If
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desired, storage operation cells 50 can also be organized
hierarchically such that hierarchically superior cells control
or pass information to huerarchically subordinate cells or vice
versa. Such an example 1s depicted 1n FIG. 3 1n which a master
storage manager 135 associated with a storage operation cell
180. Cell 180 1s connected to cells 170 and 175, each of which
cells has a storage manager 100, database 111, client 85 and
primary copy storage 190, 191. Cells 170 and 175 may com-
municate, e.g., via communications link 197 and coordinate
performance of storage operations and bypass the master
storage manager 135. Cell 175 further includes a media agent
105 and secondary storage 211. As shown 1n FIGS. 1-3, the
cell storage operation architecture may include different con-
trolling components which provides flexibility in performing
storage operations.

Storage manager 100 may also maintain an index cache, a
database, or other data structure 111. The data stored 1n data-
base 111 may be used to indicate logical associations between
components ol the system, user preferences, management
tasks, some SRM or HSM data or other useful data. As further
described herein, some of this information may be stored 1n a
media agent database 110 or other local data store according
to some embodiments. For example, the storage manager 100
may use data from database 111 to track logical associations
between media agents 105 and storage devices 115.

Generally speaking, a media agent 105 may be imple-
mented as a software module that conveys data, as directed by
a storage manager 100, between a client computer 85 and one
or more storage devices 115 such as a tape library, a magnetic
media storage device, an optical media storage device, or any
other suitable storage device. In one embodiment, media
agents 105 may be communicatively coupled with and con-
trol a storage device 1135 associated with that particular media
agent 105. A media agent 105 may be considered to be asso-
ciated with a particular storage device 115 11 that media agent
105 1s capable of routing and storing data to particular storage
device 115.

In operation, a media agent 105 associated with a particular
storage device 115 may nstruct the storage device 115, such
as the storage device 115 depicted 1n FIG. 4, to use a robotic
arm 305 or other retrieval means to load or eject a certain
storage media 320, and to subsequently archive, migrate, or
restore data to or from that media. The storage device 115
may also include slots 330 1n which storage media 320 may be
placed, drives 310 for reading or writing data on storage
media 320, a door 340 through which media 320 may be
received to or removed from the storage device 115. The
storage device 115 may also be coupled to one or more
containers 200, as further described herein, 1n which media
320 may be stored. For example, one or more containers 200
may be set up adjacent to the door 340 and receive media 320
exported from a storage device 115. Alternatively, media 320
may exit a storage device door 340 and travel on a conveyer
belt to a container 200. The media 320 1s generally tapes,
disks, media cartridges, CD-ROMs or other removable media
capable of storing data. Container 200 may be any receptacle,
such as a box, bucket or other container capable of receiving,
one or more media 320. Container 200 1s typically coupled to
the storage device 115 and located outside of the storage
device 115. For example, the container 200 may be accessible
through a door 340 1n the storage device 115. The container
200 may have qualities that make 1t especially suitable for
storing media, for example, 1t may be waterproot, lockable,
durable, airtight impervious to external temperature changes,
or other qualities. Container 200 may also have an associated
s1ze attribute that sets a maximum media capacity, such as
fifty tapes. If the total media to be exported to the container
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200 exceeds the container media capacity, a storage manager
100 or media agent 105 will automatically provide another
container 200 for the excess media. Containers 200 may be
automatically provided 1n accordance with user preferences,
storage policies or other storage preferences. The containers
200, may be created for groups of media 320 which have
common characteristics, and the media 320 may be automati-
cally allocated to containers 200 according to the character-
1stics, such as retention characteristics, aging characteristics,
or are needed for storage operations, or destined for a similar
location, such as a library, an enterprise for a restore opera-
tion, a spare media pool, or other location.

Referring again to FIG. 1, media agents 105 may commu-
nicate with a storage device 115 via a suitable communica-
tions path such as a SCSI or fiber channel communications
link. In some embodiments, the storage device 115 may be
communicatively coupled to a data agent 1035 via a Storage
Area Network (“SAN”). Each media agent 105 may maintain
a index cache, a database, or other data structure 110 which
stores index data generated during a storage operation, such
as a migration, or restore or other storage operations as
described herein. For example, performing storage opera-
tions on MICROSOFT EXCHANGE data may generate
index data. Such imndex data provides a media agent 105 or
other external device with a fast and efficient mechanism for
locating data stored or copied. Thus, a storage manger data-
base 111 may store data associating a client 85 with a par-
ticular media agent 105 or storage device 113, for example, as
specified 1n a storage policy, user preference or other prefer-
ence, while media agent database 110 may indicate where
specifically the client 85 data 1s stored 1n storage device 115,
what specific files were stored, and other information associ-
ated with storage of client 85 data. In some embodiments,
such index data may be stored along with the data copied in a
storage device 115, with an additional copy of the index data
written to index cache 110. The data in index cache 110 1s thus
readily available for use i1n storage operations and other
activities without having to be first retrieved from the storage
device 115.

Certain components may reside and execute on the same
computer. For example, a client computer 85 such as a data
agent 95, a media agent 105, or a storage manager 100 coor-
dinates and directs local archiving, migration, and retrieval
application functions as further described in U.S. patent
application Ser. No. 09/610,738. This client computer 85 can
function mndependently or together with other similar client
computers 83.

Storage operation cells may contain not only physical
devices, but also may represent logical concepts, organiza-
tions, and hierarchies. For example, a first storage operation
cell 50 may be configured to perform HSM operations, such
as data copy operations or other types of data migration, and
may include a variety of physical components including a
storage manager 100 (or management agent 130), a media
agent 105, a client component 85, and other components as
described herein. A second storage operation cell may contain
the same or similar physical components, however, it may be
configured to perform SRM operations, such as monitoring a
primary data copy or performing other known SRM opera-
tions.

A storage operation cell may also be manually configured
by a user or automatically configured 1n accordance with user
preferences, a storage policy or storage preferences. For
example, a storage operation cell may also be organized hier-
archically according to function, geography, architectural
considerations, or other factors useful or desirable in per-
forming storage operations. For example, a storage operation
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cell may be directed to create snapshot copies of primary copy
data, another storage operation cell may be directed to create
copies of primary copy data or other data. In addition, one
storage operation cell may represent a geographic segment of
an enterprise, such as a Chicago office, and a second storage
operation cell may represents a different geographic segment,
such as a New York office. Further storage operation cells may
represent departments within the New York office, and yet
further storage operation cells may represent a particular
application data type used by a department, or a department
user’s data. Alternatively, these storage operation cells could
be further divided by function performing various types of
copies for the New York oflice or load balancing storage
operations for the New York office.

The configuration of the storage operation cells may be
manually established by a user. For example, a user may
configure a particular client 85 to be associated 1n a storage
operation cell with a particular storage device 1135 and media
agent 105. Alternatively, a storage policy may automatically
cause a storage operation cell to be configured to include
another client 83, a storage manager 100, another media agent
105 and another storage device 115. For example, a storage
policy may set forth a storage operation cell configured to
handle all of a user’s MICROSOFT EXCHANGE data, or all
data arising from a particular group of users, or other category
of data.

The hierarchical organization of storage operation cells
may facilitate storage management planning and provision-
ing by providing a basis for automatically grouping data to be
included 1n a container. For example, a storage operation cell
tfor MICROSOFT EXCHANGE data or all of a user’s data
may be automatically aggregated to be included in a con-
tamner. Depending on a retention characteristic, storage
policy, or other storage preference, the container may be
exported offsite. For example, with reference to FIGS. 4 and
5, data relating to a storage operation call may be exported
from a storage device 115 by directing a robotic arm 305 to
remove a media item 320 from a slot 330 and place the media
320 1n the door 340 for export to a container 200. The con-
tainer may be moved to an offsite location 300, such as a
warehouse, storage facility or other facility for storing media
or other data, such as the storage facilities provided by Iron
Mountain, Inc. of Boston, Mass.

Media 320 may be stored, e.g., to a storage device 115,
container 200, offsite storage 300, or other location as
directed by the storage manager 100 (or media agent 105), for
example, 1n accordance with a storage policy or user input.
For example, a storage preference or storage policy may
specily that one or more media 1tems 320, such as a group of
media relating to a storage operation cell, should be aggre-
gated into a container 200 and exported offsite for a particular
time period, according to retention requirements.

Referring to FIG. 6, which depicts a high-level tlow dia-
gram ol an embodiment of the invention for aggregating
media, a storage manager, media agent or other storage con-
troller component receives storage preference data, step 410.
For example, a user or administrator may set storage prefer-
ences, retention characteristics, or storage policies as
described herein, such as a data classification or storage
operation cell or other basis, for aggregating data. Alterna-
tively, based on a storage policy or storage preferences which
may be automatically set forth in, for example, a template or
default setting, storage operation cell, or other storage opera-
tion preference mformation may be communicated to a stor-
age manager or media agent. Some examples of categories or
classes of data that may be aggregated include, for example,
data generated by a particular user, department, company
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location, storage operation cell, client application, client
device, or data generated at a particular time, data destined for
the same location, data to be restored, data for a particular
storage operation, or other classification. For example, a data
classification could be all email generated by a particular
employee, all documents and spreadsheets created by a par-
ticular employee, all financial trades executed on a certain
date, or other classification. The storage preference may also
include a retention characteristic which specifies retention
criteria for data. The retention characteristic may indicate that
data, such as the data generated or associated with a storage
operation cell, has reached an age or otherwise surpassed a
retention threshold where it 1s appropriate to export the data
offsite.

In accordance with the storage preference data, the storage
manager, media agent or other storage controller 1dentifies
data that satisfies the storage preferences, step 420. In gen-
eral, the storage manager or media agent may query or consult
an index to identify data that satisfies the storage preferences.
Satistying the storage preference may include, for example,
an exact match of the characteristic, meeting a threshold of
the storage preference, or lying within a range of values
corresponding to the storage preference. For example, the
storage manager may receive a storage preference or storage
policy that indicates that all of a user’s email data may be
stored 1n a container, all data related to a storage operation cell
be aggregated 1n a container, all MICROSOFT EXCHANGE
data be grouped, or other classification, and consult its index
to 1dentity such data.

Alternatively, a storage manager (or media agent) may read
metadata tags associated with data to 1dentity data that satis-
fies the storage preference(s). For example, when a secondary
copy of data is created, a header tag may be inserted before the
copied data that includes metadata, such as data content,
application data type, user information or other metadata.

Groups of data may be further subdivided into more than
one group. For example, a first subset group of data may be
identified having a first characteristic, such as a retention or
other characteristic. Then a second subset of the identified
group ol data may be 1dentified which has a second charac-
teristic, such as a data application type, associated user, client,
department, etc.

Media which includes the 1dentified data may be 1dentified
by consulting a storage manager (or media agent) index, step
430. And accordingly, for further divisions of groups, the
media including the first or second subsets of datamay also be
identified by consulting the index. The index may also supply
information 1ndicating the location of the data, such as any
removable media 1tems the data may be stored to. In the event
that the data 1dentified 1n step 420 has not yet been copied to
media, the storage manager may initiate a storage operation to
store the data to removable media. Media identified as includ-
ing the identified data may be used to optionally create a copy
set of the i1dentified data items onto removable media. For
example, a first set of media, such as tapes, may be identified
as including files relating to the identified data and other data.
The first set of tapes may be used as a data source for creating
a copy, such as an auxiliary copy, of the 1identified data files to
a copy set of removable media which may include the 1den-
tified data files.

The media identified 1n step 430 (or the copy set of remov-
able media) including the identified data that satisfies the
storage preferences or storage policy are exported to a con-
tainer, step 440. In the event that there are a first and second
subset of data, media including each of the first and second
subset of data are exported to two containers, one or each
subset of data. In general, the storage manager nitiates an
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export operation by directing the media agent to perform an
export operation 1n a storage device. For example, the media
agent may direct a robotic arm 1n a storage device to remove
a particular media item from a storage device slot, drive or
other location and export 1t from the storage device through a
door. The media may be removed from the storage device and
placed mnto a container.

e

The container may have an identifier, which may be aflixed
to the container in a barcode label, radio frequency 1dentifi-
cation tag (RFID) or other label. Such identifier may be
automatically generated by a media agent and may use a
naming convention based on the storage preference or storage
policy, copy name, user name, storage operation cell, data
type, application, client name, date or number of container
that may have been used to aggregate the data included 1n the
container. Information relating to the container and media and
data included in the container may be tracked by updating an
index with index data relating to the container, step 450. In
general, the index 1s updated to revise index entries relating to
the data and media so that the index entries point to or other-
wise track the new container identifier. Thus, one or more
media items that satisty a storage preference or storage policy
may be aggregated and placed 1n a container and the container
may be subsequently tracked instead of continuing to track
cach individual 1tem of data.

A storage manager may also receirve container tracking
data from an oflsite location, which may be updated 1n the
index. Alternatively, the storage manager may interface
directly with an ofisite tracking system to provide index data
relating to the container. Although the system described
herein 1s capable of tracking individual data items and the
corresponding media item on which each data item 1s stored,
aggregating related data and media into a container and lim-
iting tracking to the container provides the advantage ol being
able to maintain highly detailed tracking information about
data and media items, while reducing the number of actual
objects that are tracked.

The container may be tracked by a storage manager (or
media agent) 1n accordance with a tracking policy. A tracking
policy may include information related to the container, or
media item, such as: location, due back, container status,
container retention, final destination, scheduling, storage
operations, or other container information. Location informa-
tion 1n a tracking policy includes information related to the
present location of container, such as a geographic location,
storage facility or other location. Due back information 1n a
tracking policy refers to a container that 1s due to return to the
system, for example, for a storage operation, such as data
restore, or data reverification, or due back for an audit or other
purpose. Due back information may be based on a storage
policy which may set a frequency for performing storage
operations on particular data.

Container status information may be used 1n tracking poli-
cies to refer to the status of the container, such as whether the
container 1s stored locally, or exported to offsite storage or 1n
transit to offsite storage. Container status information may be
provided by a tracking system, such as an ofifsite storage
tracking system, a transportation provider’s tracking system,
by RFID tags which may be aflixed to a container, or other
tracking system. Container status information may also pro-
vide an indication of the age of the media contained 1n the
container, which may be used to mnitiate a data verification
operation. Container status information may also indicate the
volume or capacity of the container, such as the container
includes five media 1tem and has space for ten additional
media items.
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Container retention information in a tracking policy may
provide information related to the retention characteristics for
container. Such retention characteristics may be based on a
storage policy for the container or data 1tems included 1n the
container. For example, container retention may be a particu-
lar time to maintain the container 1 a particular storage
environment before aging off the data.

Final destination information in a tracking policy may
relate to the destination for the container 1item. The destina-
tion mnformation may be based on a storage policy and may
also be related to container retention. For example, a final
destination for a container that 1s being sent offsite may be a
warehouse or other offsite location. If a container 1s 1n transit
to the offsite location, the tracking policy will provide the
final destination information. Alternatively, 1f the container
has been 1dentified for a data restore operation and must be
restored to the system, final destination information may be a
destination 1n the vicimity of the storage management system
or client computer.

Scheduling information 1n a tracking policy refers to infor-
mation related to the use of the container for timing and
scheduling storage operations. For example, scheduling
information may be used to schedule a container of media to
be moved from a storage device to an oifsite location, and to
schedule the return of the container for data verification or
other storage operation. Scheduling information may be
based on a storage policy or other storage preferences.

Storage operation information refers to information relat-
ing to performing a storage operation relating to container
media and storage operations which may have been per-
formed to data contained on media in the container. For
example, storage operation information may include a type of
storage operation to be performed, such as a verification or
restore operation, and information about copies, such as aux-
iliary copies, snapshot copies or other copies which may have
been made of the data on the media 1n the container. Such
storage operation mnformation may be related to a storage
policy for a container.

In general, the tracking policy, storage policy, and storage
preference may be set to a system default policy or template,
such as according to a device type, cell group, data type, data
classification. Alternatively, such storage policy, storage pret-
erence or tracking policy may be customized by a user or
administrator.

Data may also be aggregated into a container according to
the flow diagram shown 1n FIG. 7. Storage preferences are
received by a storage manager or media agent, step 510, such
as the storage preferences described 1n reference to step 410.
Such preference can be, for example, that all MICROSOFT
EXCHANGE data for a cell group, department, user, or other
entity 1s to be aggregated into a container. A set of media
which may include the storage preferences may be 1dentified,
step 520. For example, media from one or more storage
devices, or other location may be obtained which may include
data relating to the storage preferences. The media may be
identified by consulting an index, reading metadata associ-
ated with media, or other process for identitying media.

A media agent may examine each of the media items to
determine whether the media item satisfies the recerved stor-
age preference. For example, the media agent may obtain a
first media 1tem, step 525, and determine whether the media
item satisfies the storage preference, step 530. For example, a
storage preference may include a data classification or char-
acteristic and a retention characteristic, such as all data of a
particular user that was created more than one year ago may
be migrated to offsite storage. If the first media item does not
satisty the storage preference, the media agent obtains the
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next media item, step 525, such as a second media item. It the
media 1tem satisfies the storage preference, e.g., including
satisiying a retention threshold and having an appropriate
data classification, the media 1tem may be added to a group,
step 540. If media remains in the i1dentified set, step 350,
additional media 1tems may be added to the group by obtain-
ing a next media item, such as a third media 1tem, step 525.
Media may be added to the group to be included in a con-
tainer, and media exported to the container (step 560). In
general, the group media may be grouped logically, for
example, by including an 1dentifier for each media 1tem 1n a
table, database or index and associating the media with a
container.

Index data will typically include information about a par-
ticular data 1tem, including the data type, a media item, the
media on which the data 1s stored, the location of the media
and other information. A media agent may determine whether
the grouped media 1s appropriate to add to a container. For
example, the media agent will compare the number of media
items containing the grouped data to the size of the container,
or compare other attributes of the container to the grouped
media 1items. In the event that the number of media 1tems for
the grouped or aggregated data exceeds the size threshold of
the container, the media agent and storage manager will direct
that a second container be used to hold the excess media
items. After the media agent has identified the media items for
the group of data and determined the number of containers
required, the media 1s exported to one or more containers.

The container containing the media items may be stored 1n
an onsite location, such as a storage facility, or other location,
or exported oflsite. Referring to FIG. 8, the container 200 may
be transported offsite to a location 300 via a truck or other
transportation medium 630. The index i1s updated to reflect
tracking information for the container, including information
relating to the movement of the container from the system or
onsite location 350 to the offsite location 300. In general, a
master storage manager can interface or communicate with
third party systems, such as a transportation company and the
ollsite warchouse to maintain current tracking information.
In addition, RFID tags aifixed to a container may be scanned
and used to track a current location of a container. Continu-
ously updating the index with tracking information indicating
the movement of the container 1s useful to provide current
status and location information to a user and may be used
together with an alert trigger to cause an alert to be sent to a
user, for example, 1n the event that a container 1s 1n an 1cor-
rect location or has been 1n transport for too long.

The tracking information may be used to generate alerts
and tracking reports. For example, alerts may be used
together with tracking policies and tracking information to
notily a user or a system of any event which may require
action by a user, such as a change 1n status of a container. For
example, alerts may be customized by a user, or triggered by
events such as a container being filled and likely to be moved
soon, a container that should be 1n transit, but 1s not moving,
a contamner that 1s due to be used 1n a storage operation,
initiation of an action, delay, completion or failure of con-
tainer movement, or movement of a container to a particular
location, such as a virtual mailslot, retrieval of a container,
containers reaching a destination, e.g. oflsite storage, con-
tainers returned to source, e.g. storage device, or a container
movement may be rolled back. An alert may be provided in a
message, pop up window, or other communication means.

The tracking information can also be used as a basis for
generating reports or alerts as to particular containers, such as
system reports on containers exported to offsite storage, or
alerts that containers are scheduled for export. Reports
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include reconciliation reports, container due back reports,
container information reports, or other reports detailing the
status or location of containers. Reconciliation reports pro-
vide a list of pending container movement, €.g. containers
that have not reached a final desired location, containers in
transit, or other pending movement or transfer. Container due
back reports provide a list of containers that are due back to
the storage device based on, for example, the last copy, restore
time, or retention characteristics, such as the container iden-
tified for a restore operation or other storage operation. Con-
tainer information reports include generally information
regarding containers such as identifiers, status, data contained
on the container, a classification of the data on the container,
movement or action identifiers, location, e.g. 1n a storage
device, 1n an offsite storage facility, or 1n transit, association,
¢.g. with a storage preference or storage policy. Each of these
reports and other reports provide regular information to users
related to container status. Additionally, a user may custom-
1ze a report, for example, according to a policy, such as a
tracking policy, or movement such as pending actions or
movement history, which includes all movements, successiul
movements or failed movements.

When the container 200 arrives at the offsite location 300,
the storage system 600 may update 1ts own 1nternal tracking,
system to retlect receipt of the container 200 and then subse-
quently track the location of the container 200 within the
offsite location 300. Storing a container 200 at an ofisite
location 300 may be somewhat more costly than storing one
single media item at the oftsite location 300, however, the cost
and elliciency savings for tracking one container 200 instead
of a plurality of media 1tems 1s often sigmificant.

The offsite location 300 1s generally a warchouse or other
storage facility and includes at least a storage system 600,
which may include a storage management system that can
track 1tems in the warchouse 300, and storage 620, which 1s
generally any storage facility known in the art, such as silos,
shelving, bins, or other storage space, and other storage sys-
tem components. The storage system 50 and oifsite storage
300 are connected electronically, for example via a network
connection, and offline, such as via truck 630 or train 640
routes, or other methods.

When data items stored 1n a container are required, for
example, by a client computer or for a data restore operation
ol a particular storage operation cell, the container must be
retrieved from the offsite location 300 and returned to the cell
50 such as via a train 640, car, truck, or other mode of trans-
portation. Referring to FIG. 9, the storage manager may
receive an instruction or request to restore data items. The
storage manager may identily data required for the restore
operation, step 650, by consulting the storage manager or
media agent index. The index data relating to the data should
indicate the container in which the data 1s located. Thus, the
storage manager may consult the index to identily the con-
tainer containing the data sought for the restore operation,
step 660. The index may also include tracking information for
the 1dentified container, which may be obtained by the storage
manager, step 670. The tracking information and the con-
tainer 1dentification information, may be included i1n an
instruction from the storage manager to the offsite location
storage system to request return of the identified container,
step 680.

The container 1s restored to the system by retrieving 1t from
the oifsite location and returning 1t to an onsite location, step
690. In general, the container 1s received and the media
included 1n the container 1s inserted 1nto a storage device. A
media agent may access the data onthe media and perform the
data restore operation to restore the container data to a client
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or other component. When the container 1s received from the
olfsite location and the media subsequently placed in a stor-
age device, scanned to 1dentily a media i1dentifier, and such
identifier information 1s updated 1n the idex, step 700, to
indicate tracking, reintegration and location information for
the mdividual media item. After the data contained in the
container has been used 1n a restore operation, the container
may be re-exported to the oflsite location, as necessary, or in
accordance with storage policies or storage preferences.

The tracking information updated to the index 1s generally
used, as described herein, to facilitate transters of containers,
in particular, to identify containers, for example based on the
classification of the data contained 1n the container, identifiers
or other information stored to the index, and the location of
the container, both within the system or at an offsite location.
For example, tracking information 1s used 1n a restore opera-
tion to locate a particular container and direct the offsite
location to return the container.

Systems and modules described herein may comprise soft-
ware, firmware, hardware, or any combination(s) of software,
firmware, or hardware suitable for the purposes described
herein. Software and other modules may reside on servers,
workstations, personal computers, computerized tablets,
PDAs, and other devices suitable for the purposes described
herein.

Software and other modules may be accessible via local
memory, via a network, via a browser or other application in
an ASP context, or via other means suitable for the purposes
described herein. Data structures described herein may com-
prise computer files, variables, programming arrays, pro-
gramming structures, or any electronic information storage
schemes or methods, or any combinations thereof, suitable
for the purposes described herein. User interface elements
described herein may comprise elements from graphical user
interfaces, command line intertaces, and other interfaces suit-
able for the purposes described herein. Screenshots presented
and described herein can be displayed differently as known in
the art to input, access, change, manipulate, modity, alter, and
work with information.

While the invention has been described and illustrated 1n
connection with preferred embodiments, many variations and
modifications as will be evident to those skilled 1n this art may
be made without departing from the spirit and scope of the
invention, and the invention 1s thus not to be limited to the
precise details of methodology or construction set forth above
as such variations and modification are intended to be
included within the scope of the invention.

We claim:

1. A method for tracking a location of data stored to remov-
able media, the method comprising:
receving a storage prelerence, the storage prelference
including a retention characteristic;
identilying at least one data 1tem that satisfies the retention
characteristic and 1dentifying a first set of one or more
storage media imncluding the at least one data item,
wherein the first set of one or more storage media are
associated with a first data storage device;
copying the at least one data item from the first set of one or
more storage media to a second set of two or more
removable data storage media,
wherein the two or more removable media are associated
with a second data storage device communicatively
coupled to the first data storage device;
removing the second data storage device or the two or more
removable media from communicative coupling with
the first data storage device;
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tracking a location of a container, wherein the container
contains at least the second set of the two or more remov-
able media, wherein the container 1s not a vehicle,
wherein tracking the container includes updating an
index associated with the second set with data relating
to a current location of the container,

wherein tracking the container includes either tracking
the current location of the container and not tracking
the second set of the two or more removable media

individually, or tracking both the current location of
the container and the second set of the two or more
removable media individually, and

wherein tracking the container includes automatically

recerving data associated with the container; and
restoring the at least one data item, wherein the restoring

COMprises:

receiving a request to restore the at least one data 1tem;

identifying both the container having the second set of
the two or more removable media on which 1s stored
the at least one data item, and the location of the

container;

providing a request for return of the container from the
location; and.,

upon recerving the container that contains the second set
of the two or more removable media, and after at least
one of the removable media 1n the second set 1s loaded
into a storage device, restoring the at least one data
item.

2. The method of claim 1 wherein tracking the container
comprises recerving tracking data from an oifsite storage
location; and updating the mndex with the recerved tracking
data.

3. The method of claim 1 wherein tracking the container
comprises automatically receiving tracking data based on a
barcode label or RFID tag associated with the container; and
updating the index with the recerved tracking data.

4. The method of claim 1 further comprising transmitting,
an alert to an administrator if the tracked location of the
container changes.

5. The method of claim 1 wherein the retention character-
1stic indicates that data satisiying the data characteristic 1s due
for one or more of: an export operation or a migration opera-
tion.

6. A method for tracking a location of data stored to a
removable medium, the method comprising:

determining whether at least one of two or more removable

media include data satisiying a storage preference;

tracking a location of a container,

wherein the container contains the two or more remov-
able media,

wherein the two or more removable media were com-
municatively coupled to a computing device before
being contained within the container;

wherein tracking the location of the container comprises
determiming the location of the container alone or
determinming both the location of the container and a
location of the two or more removable media, and

wherein tracking the location of the container further
comprises automatically receiving data associated
with the container; and

returning the two or more removable media, wherein the

returning comprises:

receiving a request for data stored on at least one of the
two or more removable media:

identifying both the container having the two or more
removable media, and the location of the container:
and,
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providing a request for return of the container with the
two or more removable media from the location.

7. The method of claim 6 wherein tracking the container

comprises updating an index with data relating to the location
of the container.

8. The method of claim 6 wherein tracking the container
comprises recerving tracking data from an oifsite storage

location; and updating an index with the recerved tracking
data.

9. The method of claim 6 wherein tracking the container
comprises automatically receiving tracking data based on a
RFID tag associated with the container; and updating an
index with the received tracking data.

10. The method of claim 6 further comprising transmitting
an alert to an admimstrator if the tracked location of the
container changes.

11. The method of claim 6 wherein the retention charac-
teristic indicates that data satisfying the data characteristic 1s
due for one or both of: an export operation or a migration
operation.

12. A method for tracking data stored to a removable
medium, the method comprising:

storing an 1dentifier for a first data storage 1tem, of a plu-

rality of data storage items, 1n an index entry;
determining that the first data storage 1tem satisfies a stor-
age characteristic;

updating the index entry for the first data storage 1item with

data pointing to a container, wherein the container con-

tains two or more data storage 1tems, including the first

data storage item,

wherein the container 1s not a vehicle, and

wherein the two or more data storage items were previ-
ously communicatively coupled to a computing sys-
tem before being contained within the container;

determining a location of the container, wherein the deter-

mining includes automatically recerving data associated

with the container:;

updating the index entry for the location of the container;

recerving a request for data stored on the first data storage

item:

identifying both the container having the first data storage

item, and the location of the container:

providing a request for movement of the container with the

first data storage 1tem based on the request; and,

again updating the index entry for a current location of the

container.

13. The method of claim 12 wherein the index entry 1s
updated with tracking data based on a barcode label or RFID
tag associated with the container; and updating the index with
the received tracking data.

14. The method of claim 12 wherein the index entry 1s
updated with tracking data received from an oiisite storage
location; and updating the index with the received tracking
data.

15. The method of claim 12 further comprising transmit-
ting an alert to an administrator 11 the tracked location of the
container changes.

16. A tangible computer-readable storage medium storing
computer executable code, which when executed causes a
computer to perform a method for tracking a location of
electronic data stored to removable media, the method com-
prising;:

identilying at least one data 1tem that satisfies a data char-

acteristic or a retention characteristic and 1dentifying a
first set of one or more removable media that store the at

least one data item,
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wherein the first set of one or more storage media are
associated with a first data storage device;

copying the atleast one data item from the first set of one or

more removable media to a second set of two or more

removable media,
wherein the two or more removable media are associated
with a second data storage device communicatively
coupled to the first data storage device;
removing the second data storage device or the two or more
removable media from communicative coupling with
the first data storage device;
determining a location of a container,

wherein the container contains the second set of two or

more removable media,
wherein the container 1s not a vehicle, and
wherein the determining includes determining the loca-

tion of the container alone, or the location of the
container and a location of the two or more removable
media;

identifying both the container having the second set of the

two or more removable media, and the location of the
container; and,

providing a request for return of the container with the two

or more removable media from the location.

17. The computer readable storage medium of claim 16
wherein determining the location of the container comprises
updating an index with data relating to the current location of
the container alone, and not determining the location of the
second set of two or more removable media location individu-
ally.

18. The computer readable storage medium of claim 16
wherein determining the location of the container comprises
receiving tracking data from an offsite storage location; and
updating an index with the received tracking data.

19. The computer readable storage medium of claim 16
wherein determining the location of the container comprises
automatically receiving tracking data based on a barcode
label or RFID tag associated with the container; and updating
an index with the recerved tracking data.

20. A tangible computer readable storage medium storing,
computer executable code, which when executed causes a
computer to perform a method for tracking a location of data
stored to a removable medium, the method comprising;:

receiving a storage preference;

determining whether two or more removable data storage

media include data satistying the storage preference,
wherein the two or more removable media were previ-
ously communicatively coupled to a computing sys-
tem before being contained within the container;
logically associating the two or more removable media
with a single container, wherein the container is not a
vehicle;
determining a location of the container, wherein the deter-
mining includes automatically receiving data associated
the container;

identifying both the container having the two or more

removable media, and the location of the container; and,
providing a request for return of the container with the two
or more removable media from the location.

21. The computer readable storage medium of claim 20
wherein tracking the container comprises updating an imndex
with data relating to the current location of the container.

22. The computer readable storage medium of claim 20
wherein tracking the container comprises automatically
receiving tracking data based on a barcode label or RFID tag;
and updating an 1ndex with the received tracking data.

23. The computer readable storage medium of claim 20
wherein the storage preference includes a retention charac-
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teristic that indicates that data satisfying the data character-
istic 1s due for one or both of: an export operation or a
migration operation.

24. A tangible computer-readable storage medium storing,
computer executable code, which when executed causes a
computer to perform a method for tracking data stored to a
removable medium, the method comprising:

storing an 1dentifier for a first data storage 1tem, of a plu-

rality of data storage 1tems, 1n an mndex entry;
determining the first data storage 1tem:;

updating the index entry for the first data storage 1item with
data pointing to the container, wherein the container
contains at least two data storage items, including the
first data storage 1tem,

wherein the container 1s not a vehicle, and
wherein the at least two data storage items were previ-
ously communicatively coupled to a computing sys-
tem before being contained within the container;
identifying a location of the container;
updating the index entry for the location of the container;
recerving a request for data stored on the first data storage
item;
identifying both the container having at least the two data

storage items, including the first data storage 1tem, and
the location of the container;

providing a request for movement of the container with the
first data storage 1tem based on the request; and,

again updating the index entry for a current location of the

container.

25. The computer readable storage medium of claim 24
wherein the index entry 1s updated with tracking data recerved
from an offsite storage location; and updating the index with
the received tracking data.

26. A computer-readable storage medium including com-
puter executable code, which when executed causes a com-
puter to perform a method for managing electronic data, the
method comprising:

identifying a set of data satistying a desired storage char-

acteristic;

among the 1dentified set of data, identifying a first subset of

data satisfying a first storage characteristic and a second

subset of data satisiying a second storage characteristic,
wherein the first and second storage characteristics dif-

fer;

1dentifying two or more first removable media that store the
first subset of data;

identifying two or more second removable media that store
the second subset of data;

exporting to a {irst container the two or more first remov-
able media that store the first subset of data; and

exporting to a second container the two or more second
removable media including the second subset of data,

wherein the first and second containers are not one or
more vehicles, and

wherein the two or more first removable media and the
two or more second removable media were previously
communicatively coupled to at least one computing
system before being contained within the respective
first and second containers;
receving a request to import at least a portion of the first
subset of data;
recerving the first container containing the two or more first
removable media; and

alter recerving the first container, importing at least a por-
tion of the first subset of data.
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