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(57) ABSTRACT

Even when a combination of the stegonography technique
and prediction encoding 1s applied to sound encoding, a
sound encoder does not cause deterioration in quality of
decoded signals. In the device, an encoding section (102)
outputs an encoding code (I) to a bit embedding section (104).
A Tunction extension encoding section (103) generates an
encoding code (J) for information required for extending
functions of the sound encoder (100) and outputs 1t to the bat
embedding section (104). The bit embedding section (104)
embeds mformation on the encoding code (J) into a part of
bits of the encoding code (1) and outputs the resultant encod-
ing code (I'). A synchronization information generating sec-
tion (106) generates synchronization information according
to the encoding code (I') after the bit embedding and outputs
the synchronization information to the encoding section
(102). The encoding section (102) updates the internal state
and the like on the basis of the synchronization information
and encodes the next digital sound signal (X).
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SOUND ENCODER AND SOUND ENCODING
METHOD

TECHNICAL FIELD

The present invention relates to a speech encoding appa-
ratus and speech encoding method.

BACKGROUND ART

A speech encoding technology that compresses a speech
signal or audio signal at a low bit rate 1s important to etlec-
tively use transmission path capacity in a communication
system. In recent years, as principal application of the speech
encoding technology, communication systems typified by a
VoIP (Voice over IP) network and mobile telephone network
draw attention. VoIP 1s a speech communication technology
that uses a packet communication network using IP (Internet
Protocol) stores an encoded code of a speech signal 1n a
packet, and exchanges packets with a communicating party.

In the speech communication system, in order to establish
speech communication with the communicating party, the
communication terminal apparatus that the user has have to
accurately interpret and implement decoding processing of
the encoded code generated by the communication terminal
apparatus that the communicating party has. Therefore, after
deciding the specification of a codec for the speech commu-
nication system once, it 1s not easy to change this specifica-
tion. This 1s because, 11 the specification of the codec 1s tried
to be changed, it 1s necessary to change the functions of both
encoding apparatus and decoding apparatus. When it 1s con-
sidered that some kind of a new extension function 1s pro-
vided to the encoding apparatus, and imnformation about the
extension function 1s transmitted together, 1t 1s necessary to
revise the specification of the codec of the speech communi-
cation system, and therefore a cost increases substantially.

In patent document 1 or non-patent document 1, speech
encoding methods of embedding additional information 1n an
encoded code using the steganographic technology are dis-
closed. For example, even if the least significant bit of the
encoded code 1s changed to some extent, a person cannot
auditorily percerve the difference. In order to add new 1nfor-
mation at a transmission apparatus, bits indicating additional
information are embedded in the least significant bit of
speech data that does not cause auditory problems, and this
data 1s transmitted. According to this technology, even 11 the
encoding apparatus 1s provided with some kind of an exten-
sion function, and information about this extension function
1s embedded 1n the original encoded code as an extension
code and transmitted, there 1s no case where the decoding
apparatus cannot perform decoding. Namely, 1t 1s possible to
interpret this encoded code and generate a decoding signal at
the decoding apparatus that 1s not compatible with the exten-
s1on function as well as at the decoding apparatus compatible
with the extension function.

For example, 1n the above-described patent document 1, as
information about the above-described extension function,
information for applying a compensation technology for sup-
pressing deterioration 1n speech quality due to a packet loss
etc. 1s embedded, and further, in the above-described non-
patent document 1, information for extending a narrow band
signal to a wide band signal 1s embedded.

Patent Document 1: Japanese Patent Application Laid-open
No. 2003-316670.

Non-patent document 1: Aoki et. al., “A band widening tech-
nique for VoIP speech using steganography”, IEICE Techni-
cal Report, SP2003-72, pp. 49-52.
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2
DISCLOSURE OF INVENTION

Problems to be Solved by the Invention

Typically, when a time-correlated signal such as a speech
signal 1s quantized, by predicting an amplitude value of a
sample for an encoding target from amplitude values of past
samples and using predictive encoding that carries out encod-
ing aiter eliminating time redundancy, 1t 1s possible to 1mple-
ment a lower bit rate. Here, specifically, in the prediction, the
amplitude value of the sample for the encoding target is
estimated by multiplying the amplitude values of past
samples by specific coellicients. If the residual 1n which a
prediction value 1s subtracted from the amplitude value for
the encoding target, 1s quantized, it 1s possible to perform
encoding with a less code amount than direct quantization of
the amplitude value of the sample for the encoding target and
achieve a low bit rate. As coellicients for multiplying the
amplitude values of the past samples, there are, for example,
LPC (Linear Predictive Coding) coellicients.

However, for example, in either patent document 1 or non-
patent document 1 described above, the used codec 1s an

ITU-T recommended G.711. This G.711 1s an encoding

method for directly quantizing the amplitude value of the
sample, and the above-described predictive encoding 1s not
carried out. When 1t 1s considered to combine the stegano-
graphic technology and predictive encoding, the following
problems occur.

In the speech encoding apparatus, the predictive encoding,
1s a part of encoding processing, and therefore 1s carried out
within an encoding section. An extension code 1s embedded
in the encoded code generated by the encoding section and 1s
outputted from the speech encoding apparatus. On the other
hand, 1n the speech decoding apparatus, predictive encoding
1s carried out on the encoded code in which the extension code
has already been embedded and the speech signal 1s then
decoded. Namely, 1n the speech encoding apparatus, the tar-
get of predictive encoding 1s that the code before embedding
the extension code. On the other hand, 1n the speech decoding
apparatus, the target is the code after embedding the extension
code. As a result, there 1s a difference between the internal
state of the predictive section within the speech encoding
apparatus and the internal state of the predictive section
within the speech decoding apparatus, and the quality of the
decoded signal deteriorates. This occurs peculiarly in the case
of combining the steganographic technology and the predic-
tive encoding.

It 1s therefore an object of the present invention to provide
a speech encoding apparatus and speech encoding method
that does not cause deterioration in quality of a decoded signal
even when a combination of the steganographic technology
and the predictive encoding 1s applied to speech encoding.

Means for Solving the Problem

A speech encoding apparatus of the present mvention
adopts a configuration having: an encoding section that gen-
crates a code from a speech signal using predictive encoding;
an embedding section that embeds additional information 1n
the code; a predictive decoding section that carries out decod-
ing corresponding to the predictive encoding of the encoding
section using the code 1n which the additional information 1s
embedded; and a synchronization section that synchronizes a
parameter used in the predictive encoding of the encoding
section with a parameter used 1n the decoding of the predic-
tive decoding section.
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3
ADVANTAGEOUS EFFECT OF THE INVENTION

According to the present invention, it 1s possible to prevent
deterioration 1n quality of the decoded signal even when a
combination of the steganographic technology and the pre- 5
dictive encoding 1s applied to speech encoding.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a block diagram showing the main configuration 10
of a packet transmission apparatus according to Embodiment
1

FI1G. 2 15 a block diagram showing the main configuration
within an encoding section according to Embodiment 1;

FI1G. 3 1s a block diagram showing the main configuration 15
within a bit embedding section according to Embodiment 1;

FIG. 4 shows an example of a bit configuration of a signal
inputted and outputted from the bit embedding section
according to Embodiment 1;

FIG. § 1s a block diagram showing the main configuration 2¢
within a synchronization information generation section
according to Embodiment 1;

FIG. 6A 1s a block diagram showing a configuration
example of a speech decoding apparatus according to
Embodiment 1; 75

FIG. 6B 1s another block diagram showing a configuration
example of the speech decoding apparatus according to
Embodiment 1;

FI1G. 7 1s a block diagram showing the main configuration
ol an encoding section according to Embodiment 2; 30

FIG. 8 1s a block diagram showing the main configuration
within a synchronization information generation section
according to Embodiment 2;

FIG. 9 1s a block diagram showing the main configuration
of a speech encoding apparatus according to Embodiment 3; 35

FI1G. 10 1s a block diagram showing the main configuration
within a re-encoding section according to Embodiment 3;

FI1G. 11 illustrates an outline of re-deciding processing of a
quantizing section according to Embodiment 3;

FI1G. 12 15 a block diagram showing a configuration of the 49
re-encoding section according to Embodiment 3 in the case of
using a CELP scheme; and

FIG. 13 15 a block diagram showing a configuration of a
variation of the speech encoding apparatus according to
Embodiment 3. 45

BEST MODE FOR CARRYING OUT TH.
INVENTION

L1

Embodiments of the present invention will be described in 50
detail below with reference to the accompanying drawings.

Embodiment 1

FIG. 1 1s a block diagram showing the main configuration 55
of the packet transmission apparatus provided with speech
encoding apparatus 100 according to Embodiment 1 of the
present invention.

In this embodiment, a case will be described as an example
where speech encoding apparatus 100 carries out speech 60
encoding using an ADPCM (Adaptive Differential Pulse
Code Modulation) scheme. In the ADPCM scheme, an
encoding efficiency 1s enhanced by achieving adaptation
using backward prediction at a predictive section and an
adaptive section. For example, G.726 that 1s an I'TU-T stan- 65
dard specification 1s a speech encoding method based on the
ADPCM scheme. It 1s possible to encode a narrow band

4

signal at 16 to 40 kbit/s, and achieve a lower bit rate than
(G.711 that does not use prediction. Further, sismilarly, G.722
1s an encoding method based on the ADPCM scheme, and 1s
capable of encoding the wide band signal at a bit rate 01 48 to
64 bit/s.

The packet transmission apparatus according to this
embodiment has A/D converting section 101, encoding sec-
tion 102, function extension encoding section 103, bit embed-
ding section 104, packetizing section 1035 and synchroniza-
tion information generating section 106, and each section
operates as follows.

A/D converting section 101 converts an mnput speech signal
to digital, and outputs digital speech signal X to encoding
section 102 and function extension encoding section 103.
Encoding section 102 decides encoded code I so that quanti-
zation distortion between digital speech signal X and the
decoded signal generated by the decoding apparatus becomes
minimum, or so that the distortion 1s difficult for a person to
percerve auditorily, and outputs the result to bit embedding
section 104.

On the other hand, function extension encoding section
103 generates encoded code I of mnformation necessary for
the function extension of speech encoding apparatus 100, and
outputs the code to bit embedding section 104. As the exten-
s1on function, for example, frequency band 1s extended from
narrow band (frequency band o1 0.3 to 3.4 kHz, that 1s, signal
frequency band used 1n a typical telephone line) to wide band
(frequency band of 0.05 to 7 kHz, 1n which naturalness and
clanty increase more than the narrow band), or error compen-
sation 1s carried out using the next packet even when a current
packet 1s dropped (lost) at the decoding apparatus, and com-
pensation mformation 1s generated so that deterioration in
quality 1s suppressed to a minimum.

Bitembedding section 104 embeds information of encoded
code ] obtained from function extension encoding section
103 1n bits of part of encoded code I obtained from encoding
section 102, and outputs encoded code I' obtained as a result
to packetizing section 105. Packetizing section 104 pack-
ctizes encoded code I', and, for example, in the case of VoIP,
packets are transmitted to the communicating party via an IP
network. Synchronization information generating section
106 generates synchronization information as described later
based on encoded code I' after bits are embedded, and outputs
the information to encoding section 102. Encoding section
102 updates an internal state etc. based on this synchroniza-
tion information, and encodes next digital speech signal X.

The bit rates of I and I' are the same. Encoding section 102
adopts (5.726, and, when extension code J 1s embedded in the
LSB (Least Significant Bit) of encoded code I, 1t 1s possible to
embed extension code J at a bit rate of 8 kbit/s.

r

T'he procedure of speech encoding processing according to
this embodiment 1s arranged as follows.

First, an internal state of predictive section 132, prediction
coellicients used at predictive section 132, and a quantization
code of one sample previous used at adaptive section 133 are
supplied from synchronization information generating sec-
tion 106 to encoding section 102. Next, encoding processing
1s carried out at encoding section 102, and information about
an extension function 1s encoded at function extension encod-
ing section 103. After this, encoded code I' 1s generated at bat
embedding section 104, outputted, and provided to synchro-
nization information generating section 106. Synchroniza-
tion information generating section 106 updates the internal
state of predictive section 132, prediction coellicients used at
predictive section 132, and the quantization code of one
sample previous used at adaptive section 133, and supplies
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the results to encoding section 102, and encoding section 102
1s prepared for next mput digital signal X.

FI1G. 2 15 a block diagram showing the main configuration
within encoding section 102.

Synchronization information 1s supplied from synchroni-
zation information generating section 106 shown 1n FIG. 1 to
update section 111. Update section 111 then updates the
prediction coellicients used at predictive section 115, the
internal state of predictive section 1135, and the quantization
code of one sample previous used at adaptive section113. The
processing after encoding section 102 1s carried out using
updated adaptive section 113 and predictive section 115.

Digital speech signal X 1s supplied to encoding section 102
and mnputted to subtraction section 116. Subtraction section
116 then subtracts the output of predictive section 115 from
digital speech signal X and supplies this error signal to quan-
tizing section 112. Quantizing section 112 then quantizes the
error signal using a quantization step size decided using the
quantization code of one sample previous, outputs this
encoded code I, and supplies this to adaptive section 113 and
inverse quantization section 114. Inverse quantization section
114 decodes the error signal after quantization 1n accordance
with the quantization step size supplied from adaptive section
113, and provides this signal to predictive section 115. Based
on an amplitude value of the error signal indicated 1n the
quantization code of one sample previous, adaptive section
113 enlarges a quantization step width 1n the case where the
amplitude value 1s large, and reduces the quantization step
width 1n the case where the amplitude value 1s small. Predic-
tive section 115 then carries out prediction in accordance with
the following equation (1) using the error signal after quan-
tization and a prediction value of the input signal.

L (1)
y(n) = un) = )

=1

i

M
a(i)- v(n — i) — Z (i) - uln — i)
=1

Here, y(n) 1s a prediction value of the input signal of an nth
sample, u(n) 1s an error signal aiter quantization of an nth
sample, a(1) 1s an AR prediction coellicient, b(1) 1s a predic-
tion coelficient, and L and M are numbers of AR prediction
and MA prediction, respectively. Next, a(i) and b(1) are
sequentially updated by adaptation using backward predic-
tion.

FIG. 3 1s a block diagram showing the main configuration
within bit embedding section 104.

Bit mask section 121 masks a predetermined bit position of
inputted encoded code I and always sets a value of the bit of
this position to zero. Embedding section 122 embeds infor-
mation for extension code J in this bit position of the masked
encoded code, replaces the value of the bit of this position
with extension code J, and outputs encoded code I' after
embedding.

FIG. 4 shows an example of a bit configuration of a signal
inputted and outputted from bit embedding section 104. Fur-
ther, MSB 1s an abbreviation of Most Significant Bit.

Here, a case will be described as an example where four
bits of extension code J are embedded for four bits of encoded
code (four words) and outputted as encoded code I'. The bat
position where the extension code 1s embedded 1s the LSB.
Encoded code 1 1s then subjected to processing of “Itmp=I&
(OxE)” at bit mask section 121 so as to give Itmp. Itmp 1s then
subjected to processing of “I'=Itempl|J” at embedding section
122 so as to give encoded code I'. Here, 1n this processing,
“&” 1s the logical product and *I” 1s the logical sum. In this
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example, 1n the case of processing of 8 kHz sampling data, the
bit rate 1s 32 kbit/s, and it 1s possible to embed additional
information for just a bit rate of 8 kbait/s.

Here, a case has been described as an example where
encoding 1s performed with four bits per one sample, and the
extension code 1s embedded 1n the LSB, but this is by no
means limiting. For example, 11 the extension code 1s embed-
ded every one sample, 1t 1s possible to embed additional
information for a bit rate ot 4 kbit/s. Further, 1f the extension
code 1s embedded 1n a lower two bits, the bit rate for addi-
tional information 1s 16 kbit/s. It 1s possible to set the bit rate
ol the additional information with a comparatively great flex-
ibility. Further, 1t 1s possible to adaptively change the number
of embedded bits according to the properties of the inputted
speech signal. In this case, information about the number of
embedded bits 1s separately reported to the decoding appara-
tus.

FIG. 5 1s a block diagram showing the main configuration
within synchromization information generating section 106.
Synchronization mformation generating section 106 carries
out decoding processing as follows using encoded code I' that
1s the output of bit embedding section 104.

First, the residual signal after quantization i1s decoded at
iverse quantization section 131 using quantization step
information provided from adaptive section 133 and is sup-
plied to predictive section 132. At predictive section 132, the
internal state and prediction coelficients shown 1n equation
(1) are updated using the residual signal after quantization
and the signal outputted 1n processing for the previous time of
predictive section 132 1n accordance with the equation (1).
Based on an amplitude value for the error signal, adaptive
section 133 enlarges the quantization step width 1n the case
where the amplitude value 1s large, and reduces the quantiza-
tion step width in the case where the amplitude value 1s small.
After this series of processing 1s carried out, extraction sec-
tion 134 extracts the internal state of predictive section 132,
the prediction coelficients used at predictive section 132, and
the quantization code of one sample previous used at adaptive
section 133 and outputs the results as synchronization infor-
mation.

The basic operation of synchronization information gener-
ating section 106 1s such that processing corresponding to the
decoding section existing within the speech decoding appa-
ratus—processing of the decoding section corresponding to
encoding section 102—is carried out 1 a similar manner
within speech encoding apparatus 100 using encoded code I',
and parameters (prediction coelficients used at predictive
section 132, internal state of predictive section 132, and the
quantization code of one sample previous used at adaptive
section 133) relating to predictive encoding obtained from
these results are retlected 1n predictive encoding (processing,
of adaptive section 113 and predictive section 115) occurring
at encoding section 102. Namely, at adaptation section 113
and predictive section 115 within encoding section 102,
parameters relating to predictive encoding generated based
on encoded code I' are reported from synchronization infor-
mation generating section 106 as synchronization informa-
tion, so that 1t 1s possible to synchronize (conform) the pre-
diction coelficients used at the predictive section within the
speech decoding apparatus, the internal state of this predic-
tive section, and the quantization code of one sample previous
used at the adaptive section within the speech decoding appa-
ratus with the prediction coellicients used at predictive sec-
tion 115 within encoding section 102, the internal state of
predictive section 115, and the quantization code of one
sample previous used at adaptive section 113. In other words,
parameters relating to predictive encoding can be obtained
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based on the same encoded code I' at both speech encoding
apparatus 100 and the speech decoding apparatus corre-
sponding to speech encoding apparatus 100. By adopting
such a configuration, it 1s possible to avoid deterioration 1n
speech quality of the decoded signal obtained by the speech
decoding apparatus.

In this way, according to this embodiment, parameters
relating to predictive encoding used at the predictive section
within the encoding section are updated using the code after
bits of the extension code are embedded, so that 1t 1s possible
to synchromize parameters used in the predictive section
within the speech encoding apparatus with parameters used at
the predictive section within the speech decoding apparatus,
and prevent deterioration 1n speech quality of the decoded
signal.

Moreover, 1n the above configuration, 1n the case of an
encoding method using an ADPCM scheme, bit embedding
section 104 embeds part or all of additional information in the
L.SB of the encoded code.

In this embodiment, a case has been described as an
example where speech encoding apparatus 100 1s provided to
the packet transmaission apparatus, but speech encoding appa-
ratus 100 may also be provided to a non-packet communica-
tion type mobile telephone. In this case, a line-exchange type
communication network 1s used instead of packet communi-
cation, and therefore a multiplex section 1s provided instead
ol packetizing section 105.

Further, it 1s not necessary for the speech decoding appa-
ratus corresponding to speech encoding apparatus 100—the
speech decoding apparatus that decodes encoded packets out-
putted from speech encoding apparatus 100—to be compat-
ible with the function extension.

Further, when information other than the encoded code,
such as control information of the communication system, 1s
communicated (upon signaling), by providing a function for
transmitting the embedding position of the additional 1nfor-
mation and the amount of embedding to the communication
terminal apparatus which 1s a communicating party, 1t 1s pos-
sible to obtain the following advantages.

For example, at the speech encoding apparatus, 1t 1s also
possible to determine the conditions of the communication
terminal apparatus of the communicating party (transmission
errors occur easily/with difficulty), and decide the embedding
position upon signaling. As a result, 1t 1s possible to improve
robustness to transmission errors.

Further, for example, it 1s also possible to set the size of the
encoded code of the extension function at the terminal. By
this means, it 1s possible for the user of the terminal to select
the extent of the addition function. For example, 1t 1s possible

to select a frequency band width of the extended band from

either 7 kHz, 10 kHz or 15 kHz.

FIG. 6 A and FIG. 6B are block diagrams showing configu-
ration examples of the speech decoding apparatus corre-
sponding to speech encoding apparatus 100. FIG. 6 A shows
an example of speech decoding apparatus 150 that 1s not
compatible with the function extension, and FIG. 6B shows
an example of speech decoding apparatus 160 compatible
with this function extension. Components that are 1dentical
are assigned the same reference numerals.

At speech decoding apparatus 150, packet separating sec-
tion 151 separates encoded code I' from the recerved packet.
Decoding section 152 then carries out decoding processing of
encoded code I'' D/A converting section 153 converts
decoded signal X' obtained as a result to an analog signal, and
outputs a decoded speech signal. On the other hand, at speech
decoding apparatus 160, bit extraction section 161 extracts
extension code bit J from encoded code I' outputted from
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packet separating section 151. Function extension decoding
section 162 decodes extracted bit J, obtains information relat-
ing to the extension function, and outputs the information to
decoding section 163. Decoding section 163 decodes
encoded code I' (the same as the encoded code outputted from
packet separating section 151) outputted from bit extraction
section 161 using the extension function based on informa-
tion outputted from function extension decoding section 162.
The encoded code inputted to decoding sections 152 and 163
1s also I' 1n both cases, and the difference 1s that encoded code
I' 1s decoded using the extension function, or 1s encoded
without using the extension function. At this time, the speech
signal obtained by speech decoding apparatus 160 and the
speech signal obtained by speech decoding apparatus 150 are
in a state in which a transmission path error occurs 1n the
information of the LSB. As a result, deterioration of the
speech quality occurs 1n the decoded signal due to LSB recep-
tion errors, but the extent of this speech deterioration 1s small.

Embodiment 2

The speech encoding apparatus according to Embodiment
2 of the present invention carries out speech encoding using
the CELP scheme. As typical examples of CELP, there are
(G.729, AMR, and AMR-WB, etc. The speech encoding appa-
ratus has the same basic configuration as speech encoding
apparatus 100 shown in Embodiment 1, and a description of
the same portions will be omitted.

FIG. 7 1s a block diagram showing the main configuration
of encoding section 201 within the speech encoding appara-
tus according to this embodiment.

Information relating to the internal states of adaptive code-
book 219 and auditory weighting synthesis filter 215 1s pro-
vided to update section 211. Update section 211 then updates
information relating to the internal states of adaptive code-
book 219 and auditory weighting synthesis filter 215.

LPC coelficients for the speech signal inputted to encoding,
section 201 1s then obtained at LPC analyzmg section 212.
The LPC coetlicients are used in order to improve auditory
quality, and are provided to auditory weighting filter 216 and
auditory weighting synthesis filter 215. Further, at the same
time, the LPC coellicients are also supplied to LPC quantiz-
ing section 213, and LPC quantizing section 213 converts the
LPC coetlicients to a parameter appropriate for quantization,
such as LSP coeflicients, and carries out quantization. An
index obtained by this quantization 1s then provided to mul-
tiplex section 225 and LPC decoding section 214. LPC
decoding section 214 calculates the LSP coellicients after
quantization from the encoded code and converts to LPC
coellicients. In this way, the LPC coellicients after quantiza-
tion are obtained. The LPC coetlicients after this quantization
are then supplied to auditory weighting synthesis filter 215,
and used at adaptive codebook 219 and noise codebook 220.

Auditory weighting filter 216 assigns a weight to the mnput
speech signal based on the LPC coetlicients obtained by LPC
analyzing section 212. This 1s carried out with the object of
carrying out spectrum re-shaping so that a quantization dis-
tortion spectrum 1s masked with the spectrum envelope of the
input signal.

Next, a method for searching an adaptive vector, adaptive
vector gain, noise vector and noise vector gain will be
described.

Adaptive codebook 219 holds an excitation signal gener-
ated 1n the past as an internal state, and generates an adaptive
vector by repeating this internal state at a desired pitch period.
It 1s appropriate that a range of a pitch period 1s between 60 Hz
to 400 Hz. Further, noise codebook 220 outputs the noise
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vector stored 1 advance 1n a storage area or a vector gener-
ated 1n accordance with a rule without having a storage area
like an algebraic structure, as a noise vector. An adaptive
vector gain multiplied by the adaptive vector and a noise
vector gain multiplied by the noise vector are outputted from
gain codebook 223, and the gains are multiplied by the vec-
tors at multipliers 221 and 222.

Adder 224 adds the adaptive vector multiplied by the adap-
tive vector gain and the noise vector multiplied by the noise
vector gain, generates an excitation signal, and supplies the
signal to auditory weighting synthesis filter 215. Auditory
weighting synthesis filter 215 generates an auditory weight-
ing synthesis signal via the excitation signal and provides the
auditory weighting synthesis signal to subtracter 217. Sub-
tracter 217 subtracts the auditory weighting synthesis signal
from an auditory weighting mput signal and supplies the
signal after subtraction to search section 218. Search section
218 elficiently searches a combination of the adaptive vector,
adaptive vector gain, noise vector and noise vector gain, 1n
which distortion defined from the signal after subtraction
becomes mimimum, and transmits these encoded codes to
multiplex section 225.

Search section 218 then decides index 1, 1, m or index 1, 1, m,
n, 1n which distortion defined by following equations (2) and

(3) becomes minimum, and transmits these to multiplex sec-
tion 225.

NL (2)
E= Z (k) = B - pilh) — Yme i (k)
k=1

NL (3)
E= ) (k)= - pitk) = yue; (k)
k=1

Here, t(k) 1s an auditory weighting input signal, p,(k) 1s a
signal obtained by passing an ith adaptive vector through an
auditory weighting synthesis filter, e (k) 1s a signal obtained
by passing a jth noise vector through the auditory weighting
synthesis filter, and 3 and vy are adaptive vector gain and noise
vector gain, respectively. The configuration of the gain code-
book 1s different between equation (2) and equation (3). In the
case ol equation (2), the gain codebook 1s expressed as a
vector having elements of adaptive vector gain {3, and noise
vector gainy, , and index m for specifying a vector 1s decided.
In the case of equation (3), the gain codebook has adaptive
vector gain 3 and noise vector gainy, independently, and the
indexes m and n are decided independently.

After all of indexes are decided, multiplex section 225
multiplexes the mndexes into one and generates and outputs
the encoded code.

FIG. 8 1s a block diagram showing the main configuration
within synchronization information generating section 206
according to this embodiment.

The basic operation of synchronization information gener-
ating section 206 1s the same as synchronization information
generating section 106 shown in Embodiment 1. Namely,
processing of the decoding section existing within the speech
decoding apparatus 1s carried out in a similar manner within
the speech encoding apparatus using encoded code I', and an
adaptive codebook and the 1nternal state of a synthesis filter
(with auditory weight) obtained as a result are reflected to
adaptive codebook 219 and auditory weighting synthesis {il-
ter 215 within encoding section 201. As a result, 1t 1s possible
to prevent quality deterioration 1n the decoded signal.
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Separating section 231 separates the encoded code from
inputted encoded code I' and supplies the code to adaptive

codebook 233, noise codebook 234, gain codebook 235 and
LPC decoding section 232. At LPC decoding section 232, the
LPC coellicients are decoded using the supplied encoded
code and supplied to synthesis filter 239.

Adaptive codebook 233, noise codebook 234 and gain
codebook 235 decode adaptive vector q(k), noise vector c(k),
adaptive vector gain [3_ and noise vector gain y_, respectively,
using the encoded code. Multiplier 236 multiplies the adap-
tive vector gain by the adaptive vector, multiplier 237 multi-
plies the noise vector gain by the noise vector, and adder 238
adds the signals after the respective multiplications, and gen-
crates an excitation signal. When the excitation signal 1s
expressed as ex (k), excitation signal ex(k) can be obtained
from following equation (4).

ex(K)=Pgqk)+y clk) (4)

Next, synthesis signal syn(k) 1s generated in accordance
with the following equation (5) at synthesis filter 239 using
the decoded LPC coellicients and excitation signal ex(k).

NP (9)
syr(k) = ex(k) + Z @, (i) - syn(k — i)
i=1

Here, a (1) 1s the decoded LPC coetlicient and NP repre-
sents a number of the LPC coeflicients. Next, the internal state
of adaptive codebook 233 1s updated using excitation signal
ex(k).

After this series of processing 1s carried out, extraction
section 240 extracts and outputs the internal states of adaptive
codebook 233 and synthesis filter 239.

According to this embodiment, when speech encoding 1s
carried out using the CELP scheme, 1t 1s possible to embed
part or all of the additional information in a code indicating a
CELP excitation source. Inthis way, 1t 1s possible to obtain the
same advantages as Embodiment 1.

Here, a case has been described where the internal states of
adaptive codebook 219 and auditory weighting synthesis fil-
ter 215 are used, but, when prediction 1s used in other pro-
cessing, for example, LPC decoding, noise codebook and
gain codebook, 1t 1s also possible to carry out similar process-
ing for the iternal states and prediction coetficients used 1n
the prediction.

Embodiment 3

FIG. 9 15 a block diagram showing the main configuration
of speech encoding apparatus 300 according to Embodiment
3 of the present invention. This speech encoding apparatus
300 has the same basic configuration as speech encoding
apparatus 100 shown in Embodiment 1. Components that are
identical will be assigned the same reference numerals with-
out further explanations. Here, a case will be described as an
example where speech encoding 1s carried out using the
ADPCM scheme.

A feature of this embodiment is to hold information corre-
sponding to extension code J of function extension encoding,
section 103 as 1s out of encoded code I' supplied from bait
embedding section 104, set the restriction that this informa-
tion 1s not to be changed, carry out encoding processing again
on encoded code I' at re-encoding section 301 under this
restriction, and decide final encoded code I".

Input digital signal X and encoded code I' which 1s an
output of bit embedding section 104 are supplied to re-encod-
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ing section 301. Re-encoding section 301 re-encodes
encoded code I' supplied from bit embedding section 104.
Information corresponding to extension code J out of
encoded code I' 1s eliminated from the encoding target so that
no change 1s applied. The finally obtained encoded code I" 1s
then outputted. As aresult, it 1s possible to hold information of
encoded code J of function extension encoding section 103
and generate an optimal encoded code. Further, by supplying
to encoding section 102 the prediction coellicients used at the
predictive section at this time, the internal state of the predic-
tive section, and the quantization code used one sample pre-
vious at the adaptive section, it 1s possible to synchronize
them with the prediction coellicients used at the predictive
section of a speech decoding apparatus (not shown) that car-
ries out decoding processing with encoded code 1", the inter-
nal state of the predictive section, and the quantization code
for one sample previous used at the adaptive section, so that 1t
1s possible to prevent deterioration 1n speech quality of the
decoded signal.

FI1G. 10 1s a block diagram showing the main configuration
within re-encoding section 301. With the exception of quan-
tizing section 311 and internal state extraction section 312,
this has the same configuration as encoding section 102 (refer
to FIG. 2) shown in Embodiment 1 and 1s therefore not

described.

Encoded code I' generated by bit embedding section 104 1s
supplied to quantizing section 311. Quantizing section 311
leaves embedded mformation for encoded code J of function
extension encoding section 103 as 1s, and decides again the
other encoded codes.

FI1G. 11 illustrates an outline of re-deciding processing of
quantization section 311. Here, a case will be described as an

example where encoded code I of function extension encod-
ing section 103 is {0, 1, 1, 0}, the encoded code is 4 bits, and
encoded code J 1s embedded 1n the LSB.

In this case, quantizing section 311 re-decides the encoded
code for a quantization value 1n which distortion becomes
mimmum with respect to a target residual signal, 1n a state
where the LLSB 15 fixed at encoded code J. As a result, when
encoded code I of function extension encoding section 103 1s
0, quantization section 311 1s capable of adopting eight types
of the encoded code for the quantization value, 0x0, 0x2, 0x4,
0x6, 0x8, OxA, OxC and OxD. Further, when J=1, quantization
section 311 1s capable of adopting eight types of the encoded
code for the quantization value, 0x1, 0x3, 0x5, 0x7, 0x9, OxB,
0OxD and OxF.

In this way, re-decided encoded code I'" 1s outputted, and
the internal state of predictive section 115, prediction coetii-
cients used at predictive section 1135, and the quantization
code of one sample previous used at adaptive section 113 are
outputted via internal state extraction section 312. This infor-
mation 1s then supplied to encoding section 102 to prepare for
next iput X.

The procedure of encoding processing according to this
embodiment 1s arranged as follows.

First, encoding section 102 carries out encoding process-
ing. Next, bit embedding section 104 embeds encoded code
supplied from function extension encoding section 103 1n
encoded code I obtained from encoding section 102, and
generates encoded code I'. This encoded code I' 1s then sup-
plied to re-encoding section 301. Re-encoding section 301
re-decides the encoded code based on the restriction of hold-
ing encoded code J, and generates encoded code I". Finally,
encoded code I" 1s outputted, the prediction coellicients used
at the predictive section within re-encoding section 301, the
internal state of the predictive section, the quantization code
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ol one sample previous used at the adaptive section within
re-encoding section 301 are supplied to encoding section 102
to prepare for next input X.

In this way, according to this embodiment, synchromization
1s achieved between parameters used at the predictive section
of the encoding section and parameters used at the predictive
section of the decoding section, so that 1t 1s possible to prevent
the occurrence of deterioration 1n speech quality. Moreover,
an optimum encoding parameter 1s decided again based on
the restriction due to bit-embedded information, so that it 1s
possible to suppress deterioration due to bit-embedding to a
minimum.

In this embodiment, a case has been described as an
example where speech encoding 1s carried out using the
ADPCM scheme, but 1t 1s possible to adopt the CELP scheme.

FIG. 12 1s a block diagram showing a configuration of
re-encoding section 301 in the case of using the CELP
scheme. With the exception of noise codebook 321 and inter-
nal state extraction section 322, this has the same configura-
tion as encoding section 201 (refer to FIG. 7) shown in
Embodiment 2, and therefore a description thereof will be
omitted.

Encoded code I' generated by bit embedding section 104 1s
supplied to noise codebook 321. Noise codebook 321 leaves
embedded information for encoded code J as 1s, and decides
again the other encoded codes. When the index of noise
codebook 321 is expressed with 8 bits, and information {0}
for extension function encoding section 102 1s embedded 1n
the LSB, searching of noise codebook 321 1s carried out
within candidates {2n; n=0 to 127} with the index expressed
using an even number. Noise codebook 321 then decides the
candidate 1n which distortion becomes minimum through
searching and outputs the index. Similarly, when the index of
noise codebook 321 1s expressed with 8 bits, and information
{1} for extension function encoding section 102 is embedded
in the LSB, searching of noise codebook 321 is carried out
within candidates {2n+1; n=0 to 127} with the index
expressed using an odd number.

Re-encoding section 301 outputs encoded code I" re-de-
cided 1n this way, and outputs internal states ol adaptive
codebook 219, auditory weighting filter 216 and auditory
weighting synthesis filter 214 via internal state extraction
section 322. This information 1s then supplied to encoding
section 102.

In the above description, the case has been described where
information for an extension function 1s embedded in part of
the index for noise codebook 321. At this time, i1t 1s not
necessary for re-encoding section 301 to calculate and encode
LPC coelficients, and search the adaptive codebook. The
reason for this 1s that 1t 1s a noise codebook that requires
re-encoding, and portions processed at the preceding stage
are the same as the results at encoding section 102. This 1s
because the results obtained at encoding section 102 may be
used as 1s.

Further, here, the case has been described where informa-
tion for the extension function 1s embedded 1n part of the
index for the noise vector, but this 1s by no means limiting,
and, for example, 1t 1s also possible to embed information for
the extension function 1n the index for LPC coefficients,
adaptive codebook or gain codebook. The principle of opera-
tion 1n this case 1s the same as described for noise codebook
321 and 1s characterized in that the index when distortion
becomes minimum is re-decided under the restriction of hold-
ing information for the extension function.

Here, the case has been described where the internal states
ol adaptive codebook 219 and auditory weighting synthesis
filter 215 are used, but, when prediction 1s also used in other
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processing such as LPC decoding, noise codebook and gain
codebook, 1t 1s possible to carry out similar processing for the
internal states and prediction coelficients used in this predic-
tion.

FIG. 13 15 a block diagram showing a configuration of a
variation of speech encoding apparatus 300.

Speech encoding apparatus 300 shown 1n FIG. 9 1s config-
ured so that the processing result of function extension encod-
ing section 103 changes depending on the processing result of
encoding section 102. Here, a configuration 1s adopted so that
processing of function extension encoding section 103 can be
carried out independently of the processing result of encoding
section 102.

The above configuration can be applied to the case where,
for example, an 1input speech signal 1s divided 1nto two band
(for example, 0-4 kHz, and 4-8 kHz), encoding section 102
encodes 0-4 kHz band, function extension encoding section
103 encodes 4-8 kHz band, independently. In this case, 1t 1s
possible to carry out encoding processing of function exten-
s1on encoding section 103 without depending on the process-
ing result of encoding section 102.

When the procedure of this encoding processing 1s
described, first, function extension encoding section 103 car-
ries out encoding processing and generates extension code J.
This extension code J1s then provided to encoding processing
restricting section 331. It 1s then assumed that extension code
I 1s embedded, and restriction information indicating that
information relating to this code I 1s not to be changed 1s
supplied to encoding section 102 from encoding processing
restricting section 331. As a result, encoding section 102
carries out encoding processing under this restriction, and
final encoded code I' 1s decided. According to this configura-
tion, re-encoding section 301 1s no longer necessary, so that 1t
1s possible to implement speech encoding according to
Embodiment 3 with a small amount of calculation.

Each embodiment of the present invention has been
described.

The speech encoding apparatus according to the present
invention 1s by no means limited to Embodiments 1 to 3
described above, and various modifications thereof are pos-
sible.

The speech encoding apparatus according to the present
invention can be provided to a communication terminal appa-
ratus and base station apparatus of a mobile communication
system, so that 1t 1s possible to provide a communication
terminal apparatus and base station apparatus having the
same operation results as described above.

Here, although a case has been described as an example in
which the present invention 1s implemented with hardware,
the present invention can be implemented with software. For
example, by describing the communication relay method
algorithm according to the present invention 1n a programs-
ming language, storing this program in a memory and making,
an information processing section execute this program, it 1s
possible to implement the same function as the speech encod-
ing apparatus of the present invention.

Furthermore, each function block used to explain the
above-described embodiments 1s typically implemented as an
L.SI constituted by an integrated circuit. These may be indi-
vidual chips or may partially or totally contained on a single
chup.

Furthermore, here, each function block 1s described as an
LSI, but this may also be referred to as “IC”, “system LSI”,
“super LSI”, “ultra LSI” depending on differing extents of
integration.

Further, the method of circuit integration 1s not limited to
L.SI’s, and implementation using dedicated circuitry or gen-
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eral purpose processors 1s also possible. After LSI manufac-
ture, utilization of a programmable FPGA (Field Program-
mable Gate Array) or a reconfigurable processor in which
connections and settings of circuit cells within an LSI can be
reconiigured 1s also possible.

Further, if integrated circuit technology comes out to
replace LSI’s as a result of the development of semiconductor
technology or a derivative other technology, it 1s naturally
also possible to carry out function block integration using this
technology. Application 1n biotechnology 1s also possible.

This present application 1s based on Japanese patent appli-
cation No. 2004-211589, filed on Jul. 20, 2004, the entire
content ol which 1s expressly incorporated by reference
herein.

INDUSTRIAL APPLICABILITY

The speech encoding apparatus and speech encoding
method according to the present invention can be applied to
use on a VoIP network and mobile telephone network, and the
like.

The mnvention claimed 1s:

1. A speech encoding apparatus comprising:

an encoding section that generates a first code from a
speech signal using predictive encoding;

an embedding section that embeds additional information
in the first code to obtain a second code;

a re-encoding section that re-encodes the speech signal to
generate a third code and a predictive parameter used 1n
the predictive encoding using the second code, under
restriction of holding the additional information within
the second code; and

an updating section that updates another predictive param-
cter held 1n the encoding section, using the predictive
parameter generated in the re-encoding section.

2. The speech encoding apparatus according to claim 1,

wherein:

the encoding section generates the first code using an
ADPCM (Adaptive Differential Pulse Code Modula-
tion) scheme; and

the embedding section embeds the additional information
in an LSB (Least Significant Bit) of the first code.

3. The speech encoding apparatus according to claim 1,

wherein:

the encoding section generates the first code using a CELP
scheme; and

the embedding section embeds the additional information
in a code 1ndicating a CELP scheme excitation source,
out of the first code.

4. The speech encoding apparatus according to claim 1,
wherein the embedding section changes a number of bits of
the embedded additional information according to a property
of the speech signal, and reports the number of bits to a speech
decoding apparatus.

5. The speech encoding apparatus according to claim 1,
further comprising a designation section that designates a
number of bits of the additional information from predeter-
mined options.

6. A communication terminal apparatus comprising the
speech encoding apparatus according to claim 1.

7. The communication terminal apparatus according to
claim 6, further comprising a transmission section that signals
a position where the embedding section embeds the addi-
tional information and a number of bits of the additional
information.

8. The communication terminal apparatus according to
claim 7, wherein the embedding section decides a position for
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embedding the additional information according to reception
conditions of a communication terminal apparatus of a com-

municating party.

9. A base station apparatus comprising the speech encoding,
apparatus according to claim 1.

10. The base station apparatus according to claim 9, further
comprising a transmission section that signals a position
where the embedding section embeds the additional informa-
tion and a number of bits of the additional information.

11. The base station apparatus according to claim 10,
wherein the embedding section decides a position for embed-
ding the additional information according to reception con-
ditions of a communication terminal apparatus of the com-

municating party.
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12. A speech encoding method comprising:

an encoding step of generating a first code from a speech
signal using predictive encoding;

an embedding step of embedding additional information in
the first code to obtain a second code;

a re-encoding step of re-encoding the speech signal to
generate a third code and a predictive parameter used 1n
the predictive encoding using the second code, under
restriction of holding the additional information within
the second code; and

an updating step of updating another predictive parameter
used 1n the encoding step, using the predictive param-
cter.
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