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(57) ABSTRACT

A network device includes a proxy ARP (address resolution
protocol) unit for comparing a target IP (Internet protocol)
address contained 1n an ARP request frame with a first set of
IP addresses 1n a proxy ARP table of the proxy ARP umit, and
for generating an ARP reply frame containing a MAC (media
access control) address of the network device according to a
result of the comparison. In addition, the network device
includes a routing table for storing a second set of IP
addresses for IP packet routing. Furthermore, the network
device includes a processing unit coupled between the proxy
ARP unit and the routing table. The processing unit 1s oper-
able for recerving the ARP request frame, assigning an IP
address to a host logging onto the network device, and updat-
ing the assigned IP address into the proxy ARP table and the
routing table respectively.
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NETWORK DEVICE WITH PROXY ADDRESS
RESOLUTION PROTOCOL

TECHNICAL FIELD

Embodiments 1n accordance with the present invention
relate to network devices with proxy address resolution pro-

tocol.

BACKGROUND ART

In a conventional Fthernet environment, in order to enable
data communication (e.g., TCP/IP data communication)
between a sender device and a target device, the DLL (data
link layer) communication is established first, e.g., the sender
device obtains a MAC (media address control) address of the
target device according to an IP (Internet protocol) address of
the target device by using the ARP (address resolution proto-
col). More specifically, according to the ARP, the sender
device can broadcast an ARP request frame containing a
target IP address on an Ethernet, and all the other network
devices attached to the Ethernet can recerve the request frame.
But only the network device having the target IP address will
respond to the ARP request with 1ts own MAC address.

If the target device 1s attached to a different Ethernet from
the sender device, and 1s assigned an IP address containing the
same network 1D with the sender device so as to be included
in the same virtual private network with the sender device, an
ARP Proxy may need to be established between the sender
and target devices. For example, a proxy ARP can be config-
ured 1n a gateway between the sender and target devices.
More specifically, the gateway can receive an ARP request
frame broadcasted by the sender device, and compare the
target IP address contained in the ARP request {frame with a
set of IP addresses in the routing table of the gateway. I the IP
address of the target device 1s included 1n the routing table,
which means the target device can be reachable from the
gateway, the gateway canrespond to the sender device with 1ts
own MAC address to enable the DLL communication
between the sender device and the gateway. As such, the
gateway can receive IP packet from the sender device and
then transier the IP packet to the target device, such that the
data communication between the sender and target devices
can be established.

However, the conventional proxy ARP technique may
cause some proxy ARP errors. For example, a sender host, a
target host and a gateway having the proxy ARP function can
be attached to the same Ethernet. The sender host can broad-
cast an ARP request frame containing the IP address of the
target host. After recerving the ARP request frame, the target
host can respond to the sender host with 1ts own MAC
address. However, IP address of the target host may be
included 1n the routing table of the gateway, such that the
gateway can also respond to the sender host with 1ts own
MAC address after receiving the ARP request frame. As a
result, the latest MAC address received by the sender host
may not be the MAC address of the target host, which may
cause a proxy ARP error. In other words, the gateway may
block the proper DDL communication. In addition, a change
of the configuration of the routing table may also cause a
proxy ARP error.

BRIEF DESCRIPTION OF THE DRAWINGS

Features and advantages of embodiments of the claimed
subject matter will become apparent as the following detailed
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2

description proceeds, and upon reference to the drawings,
wherein like numerals depict like parts, and 1n which:

FIG. 1 illustrates an exemplary block diagram of a network
device, 1 accordance with one embodiment of the present
invention.

FIG. 2 illustrates an exemplary block diagram of a network
system, 1n accordance with one embodiment of the present
invention.

FIG. 3 illustrates an exemplary flowchart of operations
performed by a network device, in accordance with one
embodiment of the present invention.

SUMMARY

In one embodiment, a network device includes a proxy
ARP unit for comparing a target IP address contained 1n an
ARP request frame with a first plurality of IP addresses 1n a
proxy ARP table of the proxy ARP unit, and for generating an
ARP reply frame containing a MAC address of the network
device according to a result of the comparison. In addition,
the network device includes a routing table for storing a
second plurality of IP addresses for IP packet routing. Fur-
thermore, the network device includes a processing umit
coupled between the proxy ARP unit and the routing table.
The processing unit is operable for recerving the ARP request
frame, assigning an IP address to a host logging onto the
network device, and updating the assigned IP address 1nto the
proxy ARP table and the routing table respectively.

DETAILED DESCRIPTION

Retference will now be made 1n detail to the embodiments
of the present invention. While the invention will be described
in conjunction with these embodiments, 1t will be understood
that they are not intended to limit the invention to these
embodiments. On the contrary, the ivention 1s itended to
cover alternatives, modifications and equivalents, which may
be included within the spirit and scope of the mvention as
defined by the appended claims.

Embodiments described herein may be discussed 1n the
general context of computer-executable mstructions residing
on some form of computer-usable medium, such as program
modules, executed by one or more computers or other
devices. Generally, program modules include routines, pro-
grams, objects, components, data structures, etc., that per-
form particular tasks or implement particular abstract data
types. The functionality of the program modules may be
combined or distributed as desired 1n various embodiments.

By way of example, and not limitation, computer-usable
media may comprise computer storage media and communi-
cation media. Computer storage media includes volatile and
nonvolatile, removable and non-removable media 1mple-
mented 1n any method or technology for storage of informa-
tion such as computer-readable 1nstructions, data structures,
program modules or other data. Computer storage media
includes, but 1s not limited to, random access memory

(RAM), read only memory (ROM), electrically erasable pro-
grammable ROM (EEPROM), flash memory or other

memory technology, compact disk ROM (CD-ROM), digital
versatile disks (DVDs) or other optical storage, magnetic
cassettes, magnetic tape, magnetic disk storage or other mag-
netic storage devices, or any other medium that can be used to
store the desired information.

Communication media can embody computer-readable
instructions, data structures, program modules or other data
in a modulated data signal such as a carrier wave or other
transport mechanism and includes any information delivery
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media. The term “modulated data signal” means a signal that
has one or more of i1ts characteristics set or changed in such a
manner as to encode information in the signal. By way of
example, and not limitation, communication media includes
wired media such as a wired network or direct-wired connec-
tion, and wireless media such as acoustic, radio frequency
(RF), infrared and other wireless media. Combinations of any
of the above should also be included within the scope of
computer-readable media.

Furthermore, 1n the following detailed description of the
present mvention, numerous specific details are set forth in
order to provide a thorough understanding of the present
invention. However, it will be recogmized by one of ordinary
skill 1n the art that the present invention may be practiced
without these specific details. In other mnstances, well known
methods, procedures, components, and circuits have not been
described in detail as not to unnecessarily obscure aspects of
the present invention.

In one embodiment, the present mnvention provides a net-
work device (e.g., a gateway) which can operate/function as
an ARP (address resolution protocol) Proxy to enable data
communication between a sender device and an outside target
device that 1s attached to a different Ethernet from the sender
device. Advantageously, 1n one embodiment, when the sender
device broadcasts an ARP request frame containing an IP
address of a local target device that 1s attached to the same
Ethernet with the sender device, the network device can
avold/reduce proxy ARP error, and DDL (data link layer)
communication between the sender device and the local tar-
get device can be established properly.

FIG. 1 1llustrates an exemplary block diagram of a network
device 100, 1n accordance with one embodiment of the
present invention. As shown in FI1G. 1, the network device 100
(c.g., a gateway) includes a proxy ARP unit 108, a routing
table 114, and a processing unit 102 coupled between the
proxy ARP umt 108 and the routing table 114.

The proxy ARP unit 108 can be operable for comparing a
target IP address contained 1n an ARP request frame 104 with
a first plurality of IP addresses in a proxy ARP table of the
proxy ARP unit 108, and for generating an ARP reply frame
112 containing a MAC address of the network device 100
according to a result of the comparison. The routing table 114
can be used for storing a second plurality of IP addresses for
IP packet routing. The processing unit 102 coupled between
the proxy ARP unit 108 and the routing table 114 can be
operable for recerving the ARP request frame 104, and for
assigning an IP address 110 to a host (not shown in FIG. 1)
logging onto the network device 100, and for updating the
assigned IP address 110 into the proxy ARP table and the
routing table 114 respectively.

More specifically, 1n one embodiment, 11 a host logs onto
the network device 100, the processing unit 102 can assign an
IP address 110 to the host and update the assigned IP address
110 1nto the first plurality of IP addresses 1n the proxy ARP
table of the proxy ARP unit 108. Thus, each IP address of the
first plurality of IP addresses can indicate an identification of
a corresponding host logging onto the network device 100.
Furthermore, the proxy ARP table contains IP addresses only
assigned to corresponding hosts logging onto the network
device 100, 1n one embodiment. Advantageously, the pro-
cessing unit 102 can not only update an assigned IP address
110 1nto the proxy ARP table when a corresponding host logs
onto the network device 100, but can also delete the assigned
IP address 110 from the proxy ARP table when the corre-
sponding host logs off or 1s disconnected from the network
device 100.
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In one embodiment, each IP address of the first plurality of
IP addresses 1n the proxy ARP unit 108 contains a network 1D
of an Ethernet (not shown 1n FIG. 1) coupled to the network
device 100. Since the first plurality of IP addresses are respec-
tively assigned to a plurality of hosts logging onto the network
device 100, the plurality of hosts and the network device 100
can be included 1n the same virtual private network.

In one embodiment, the second plurality of IP addresses
stored in the routing table 114 can be used for IP packet
routing. For example, 1f atarget host (not shown in FI1G, 1) has
an IP address included 1n the routing table 114, the network
device 100 can receive an IP packet from a sender host (not
shown 1n FIG. 1) and forward the IP packet to the target host
via a network interface of the network device 100. The routing
table 114 can determine which network interface of the net-
work device 100 can be used for the IP packet routing. In one
embodiment, the IP address 110 that 1s assigned to the host
logging onto the network device 100 can also be updated into
the routing table 114 for IP packet routing.

In operation, when the network device 100 recerves the
ARP request frame 104 from the sender host, the proxy ARP
umt 108 can receive the ARP request frame 104 via the
processing umt 102 and compare the target IP address con-
tained 1n the ARP request frame 104 with the first plurality of
IP addresses 1n the proxy ARP table, in one embodiment. The
proxy ARP unit 108 can drop the ARP request frame 104
when the target IP address 1s not matched with any IP address
in the proxy ARP table. On the other hand, the proxy ARP unait
108 can generate the ARP reply frame 112 when the target IP
address 1s matched with one IP address of the first plurality of
IP addresses in the proxy ARP table, and transfer the ARP
reply 112 to the sender host via the processing unit 102.

In other words, 11 a host has an IP address that 1s contained
in the proxy ARP table, the network device 100 can operate as
an ARP Proxy for the host. I the network device 100 recerves
an ARP request frame 104 containing a target IP address that
1s the IP address of the host, the network device 100 can
generate the ARP reply frame 112 including the MAC address
of the network device 100 to the sender host. As such, the
DLL (data link layer) communication between the network
device 100 and the sender host can be set up. In one embodi-
ment, after the DLL communication 1s set up, the network
device 100 can recerve an IP packet from the sender host and
forward the IP packet to the target host according to the
routing table 114.

Advantageously, a proxy ARP function based on the rout-
ing table 114 can be disabled, and the network device 100 can
operate as the ARP Proxy according to the Proxy ARP table 1n
the Proxy ARP unit 108, such that the proxy ARP errors
caused by conventional methods can be avoided, 1n one
embodiment. For example, i1 the network device 100 receives
an ARP request frame containing a target IP address that 1s
included 1n the routing table 114, but 1s not included 1n the
Proxy ARP table in the proxy ARP unit 108, the network
device 100 will not respond to the ARP request frame.

FIG. 2 illustrates an exemplary block diagram of a network
system 200, 1n accordance with one embodiment of the
present invention. Flements that are labeled the same as in
FIG. 1 have similar functions and will not be repetitively
described herein. In one embodiment, the network system
200 1ncludes a sender device 202 for broadcasting an ARP
request frame 104, and the network device 100 coupled to the
sender device 202 for enabling data communication between
the sender device 202 and an outside target device 204 log-
ging onto the network device 100. In one embodiment, the
outside target device 204 and the sender device 202 can be
attached to mutually different Ethernets.
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In one embodiment, the network device 100 can be a gate-
way which has an NIC (network intertace card) 206 coupled
to an Ethernet 210 having a network ID NID, . As shown in
FI1G. 2, the sender device 202 can be attached to the |

Ethernet
210, and assigned an IP address contaiming the network 1D
NID,,,, so as to be mncluded 1 a virtual private network
having the network 1D NID, .

In one embodiment, the gateway 100 further includes an
NIC 208 coupled to an FEthernet 212 having a network 1D
NID,, ,. In one embodiment, the outside target device 204 can
be attached to the Ethernet 212, and assigned an IP address
containing the network 1D NID, .. In order to be included 1n
the virtual private network having the network ID NID,, ,, the
outside target device 204 can log onto the gateway 100, and
can be assigned another IP address 110 containing the net-
work ID NID,,, by the gateway 100. The gateway 100 can
update the assigned IP address 110 into the proxy ARP table
of the proxy ARP unit 108. Additionally, the assigned IP
address 110 can be updated 1nto the routing table 114 of the
gateway 100 for IP packet routing. The outside target device
204 can have one or more IP addresses.

In another embodiment, the outside target device 204 can
also be coupled to the Ethernet 212 via one or more network
devices (not shown 1n FIG. 2). In order to be included 1n the
virtual private network having the network ID NID,,,, the
outside target device 204 can remotely log onto the gateway
100. Similarly, the gateway 100 can assign an IP address 110
containing the network ID NID),, , to the outside target device
204, and update the assigned IP address 110 into the proxy
ARP table and the routing table 114.

In order to commumnicate with the outside target device 204,
the sender device 202 can broadcast an ARP request frame
104 on the Ethernet 210. In one embodiment, the processing
unit 102 can receive the ARP request frame 104 via the NIC
206 and transter the ARP request frame 104 to the proxy ARP
unit 108. The proxy ARP unit 108 can extract the target 1P
address from the ARP request frame 104 and compare the
target IP address with the first plurality of IP addresses 1n the
proxy ARP table.

In one embodiment, the gateway 100 can drop the ARP
request frame 104 when the target IP address 1s not matched
with any IP address of the first plurality of IP addresses. For
example, 1f the target IP address 1s different from any IP
address 1n the proxy ARP table, the proxy ARP unit 108 can
drop the ARP request frame 104.

In one embodiment, the gateway 100 can generate the ARP
reply frame 112 when the target IP address 1s matched with
one IP address of the first plurality of IP addresses, and
transmit the ARP reply frame 112 to the sender device 202.
For example, 1f the target IP address 1s the same as one IP
address 1n the proxy ARP table, the proxy ARP unit 108 can
generate the ARP reply frame 112, and transier the ARP reply
frame 112 to the processing unit 102. The processing unit 102
can transmit the ARP reply frame 112 containing the MAC
address of the gateway 100 to the sender device 202 via the
NIC 206. Thus, the DLL communication between the sender
device 202 and the gateway 100 can be established. As such,
the gateway 100 can recetve an IP packet 216 from the sender
C
C

levice 202 and forward the IP packet 216 to the outside target
levice 204 according to the routing table 114. MAC address
1s a hardware address that 1s burnt into a ROM chip on an NIC
when the NIC 1s manufactured. In one embodiment, the MAC
address of the gateway 100 can be the hardware address burnt
into a ROM chip on the NIC 206.

In one embodiment, the network system 200 further
includes a local target device 214 attached to the same Eth-
ernet 210 with the sender device 202. In one embodiment, the
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local target device 214 can also receive the ARP request frame
104, and compare the target IP address with an IP address of
the local target device 214. The local target device 214 can
generate an ARP reply frame containing the MAC address of
the local target device 214 according to a result of the com-
parison between the target IP address and the IP address of the
local target device 214. If the target IP address 1s the same
with the IP address of the local target device 214, the local
target device 214 can generate the ARP reply frame contain-
ing the MAC address of the local target device 214 for
responding to the sender device 202. If the target IP address 1s
different from the IP address of the local target device 214, the

local target device 214 can drop the recetved ARP request
frame 104.

Advantageously, in one embodiment, the proxy ARP table
of the gateway 100 includes the IP addresses which are only
assigned to the corresponding outside network devices log-
ging onto the gateway 100, such that the DLL communication
between the sender device 202 and the local target device 214
will not be blocked by the gateway 100. More specifically, the
IP address of the local target device 214 1s not included 1n the
proxy ARP table. As such, ifthe sender device 202 broadcasts
an ARP request frame 104 containing the IP address of the
local target device 214, the gateway 100 will not respond to
the ARP request frame 104 with the MAC address of the
gateway 100. As a result, the sender device 202 can recerve a
correct ARP reply frame from the local target device 214, and
the data communication between the sender and the local
target devices 214 can be established properly.

FIG. 3 illustrates an exemplary flowchart 300 of operations
performed by anetwork device which 1s operable for enabling
data communication, in accordance with one embodiment of
the present invention. FIG. 3 1s described in combination with
FIG. 1 and FIG. 2. The flowchart 300 can be implemented as
computer-executable instructions stored 1n a computer-read-
able medium.

In block 302, the network device 100 can assign an IP
address to a host logging onto the network device 100. More
specifically, 11 a host (e.g., the outside target device 204) logs
onto the network device 100, the processing umt 102 can
assign an IP address 110 containing the network ID NID, , , of
the Ethernet 210 coupled to the network device 100 to the host
204, 1n one embodiment.

In block 304, the network device 100 can update the
assigned IP address 110 1nto a first plurality of IP addresses 1n
a proxy ARP table and a second plurality of IP addresses 1n a
routing table respectively. In one embodiment, the processing
unmit 102 can not only update the assigned IP address 110 into
the proxy ARP table when the corresponding host logs onto
the network device 100, but can also delete the assigned IP
address 110 from the proxy ARP table when the correspond-
ing host logs off or 1s disconnected from the network device
100. As such, 1n one embodiment, the proxy ARP table can
contain IP addresses only assigned to corresponding hosts
logging onto said network device, so as to avoid proxy ARP
CITOrS.

In block 306, the network device 100 can compare a target
IP address contained 1n an ARP request frame 104 with the
first plurality of IP addresses. More specifically, when the
network device 100 recerves the ARP request frame 104, the
proxy ARP unit 108 can extract the target IP address from the
ARP request frame 104 and compare the target IP address
with the first plurality of IP addresses 1n the proxy ARP unit
108. In block 308, the network device 100 can generate an
ARP reply frame 112 contaiming the MAC address of the

network device 100 according to a result of the comparison.
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Accordingly, 1n one embodiment, the present invention
provides a network device for enabling data communication
between a sender device and an outside target device. The
outside target device can be attached to a different Ethernet
from the sender device but have an IP address containing the
same network ID of the sender device. The sender device can
broadcast an ARP request frame containing the IP address of
the outside target device. The network device can receive the
ARP request frame broadcasted by the sender device, and
respond to the sender device with 1ts own MAC address 11 the
IP address of the outside target device 1s included in the proxy
ARP table of the network device. As such, the sender device
can communicate with the outside target device properly. The
sender device may also broadcast an ARP request frame
containing an IP address of a local target device that is
attached to the same Ethernet with the sender device. Since
the IP address of the local target device 1s not included in the
proxy ARP table, the network device will not respond to the
sender device, and the DLL communication between the
sender device and the local target device can be established
properly.

While the foregoing description and drawings represent
embodiments of the present invention, 1t will be understood
that various additions, modifications and substitutions may be
made therein without departing from the spirit and scope of
the principles of the present invention as defined in the
accompanying claims. One skilled 1n the art will appreciate
that the 1invention may be used with many modifications of
form, structure, arrangement, proportions, materials, ele-
ments, and components and otherwise, used in the practice of
the invention, which are particularly adapted to specific envi-
ronments and operative requirements without departing from
the principles of the present mvention. The presently dis-
closed embodiments are therefore to be considered i all
respects as illustrative and not restrictive, the scope of the
invention being indicated by the appended claims and their
legal equivalents, and not limited to the foregoing description.

What 1s claimed 1s:

1. A network device comprising:

a proxy ARP (address resolution protocol) unit for com-
paring a target IP (Internet protocol) address contained
in an ARP request frame with a first plurality of IP
addresses 1n a proxy ARP table of said proxy ARP unit,
and for generating an ARP reply frame containing a
MAC (media access control) address of said network
device according to a result of said comparison;

arouting table for storing a second plurality of IP addresses
for IP packet routing; and

a processing unit coupled between said proxy ARP unit and
said routing table, and for receiving said ARP request
frame, and for assigning an IP address to a host logging
onto said network device, and for updating said assigned
IP address into said proxy ARP table and said routing
table respectively.

2. The network device as claimed 1n claim 1, wherein each
IP address of said first plurality of IP addresses indicates an
identification of a corresponding host logging onto said net-
work device.

3. The network device as claimed 1n claim 1, wherein said
proxy ARP table contains IP addresses only assigned to cor-
responding hosts logging onto said network device.

4. The network device as claimed 1n claim 1, wherein each
IP address of said first plurality of IP addresses comprises a
network ID of an Ethernet coupled to said network device.

5. The network device as claimed 1n claim 1, wherein said
proxy ARP unit recerves said ARP request frame via said
processing unit.
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6. The network device as claimed 1n claim 1, wherein said
proxy ARP unit drops said ARP request frame when said
target IP address 1s not matched with any IP address 1n said
proxy ARP table.

7. The network device as claimed 1n claim 1, wherein said

proxy ARP unit generates said ARP reply frame when said
target IP address 1s matched with one IP address of said first

plurality of IP addresses, and wherein said proxy ARP umit
transiers said ARP reply frame to said processing unit for
responding to said ARP request frame.

8. The network device as claimed 1n claim 1, wherein a
proxy ARP function based on said routing table 1s disabled.

9. A computer-implemented method for enabling data
communication, comprising:

assigning an IP address to a host logging onto a network

device;

updating said assigned IP address into a first plurality of IP

addresses 1n a proxy ARP (address resolution protocol)

table and a second plurality of IP addresses 1n a routing
table respectively;

comparing a target IP address contained 1n an ARP request

frame with said first plurality of IP addresses;

generating an ARP reply frame containing a MAC (media
access control) address of said network device accord-
ing to a result of said comparison.

10. The computer-implemented method as claimed in
claim 9, wherein each IP address of said first plurality of 1P
addresses indicates a corresponding host logging onto said
network device.

11. The computer-implemented method as claimed in
claim 9, wherein said proxy ARP table contains IP addresses
only assigned to corresponding hosts logging onto said net-
work device.

12. The computer-implemented method as claimed in
claim 9, wherein each IP address of said first plurality of 1P
addresses comprises a network ID of an Ethernet coupled to
said network device.

13. The computer-implemented method as claimed in
claim 9, further comprising:

generating said ARP reply frame when said target IP

address 1s matched with one IP address of said first

plurality of IP addresses.

14. The computer-implemented method as claimed in
claim 9, further comprising:

dropping said ARP request frame when said target IP

address 1s not matched with any IP address 1n said proxy

ARP table.

15. The computer-implemented method as claimed in
claim 9, further comprising:

disabling a proxy ARP function based on said routing table.

16. A network system comprising:

a sender device for broadcasting an ARP (address resolu-

tion protocol) request frame; and

a network device coupled to said sender device for enabling

data communication between said sender device and an

outside target device logging onto said network device,
said network device comprising;

a proxy ARP unit for comparing a target IP address
contained 1n said ARP request frame with a first plu-
rality of IP addresses 1n a proxy ARP table of said
proxy ARP unit, and for generating an ARP reply
frame contamning a MAC (media access control)
address of said network device according to a result of
said comparison;

a routing table for storing a second plurality of IP
addresses for IP packet routing; and
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a processing unit coupled between said proxy ARP unit
and said routing table, and for receiving said ARP
request frame, and for assigning an IP address to said
outside target device, and for updating said assigned
IP address 1nto said proxy ARP table and said routing
table respectively.

17. The network system as claimed in claim 16, wherein
cach IP address of said first plurality of IP addresses indicates
an 1dentification of a corresponding host logging onto said
network device.

18. The network system as claimed in claim 16, wherein
said proxy ARP table contains IP addresses only assigned to
corresponding hosts logging onto said network device.

19. The network system as claimed 1n claim 16, wherein
cach IP address of said first plurality of IP addresses com-
prises a network ID of an Ethernet coupled to said network
device.

20. The network system as claimed 1n claim 16, wherein
said proxy ARP unit receives said ARP request frame via said
processing unit.

21. The network system as claimed 1n claim 16, wherein
said proxy ARP unit drops said ARP request frame when said
target IP address 1s not matched with any IP address of said
plurality of IP addresses.
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22. The network system as claimed in claim 16, wherein
said proxy ARP unit generates said ARP reply frame when
said target IP address 1s matched with one IP address of said
plurality of IP addresses, and wherein said proxy APR unit
transiers said ARP reply frame to said processing unit for
responding to said ARP request frame.

23. The network system as claimed 1n claim 16, wherein a
proxy ARP function based on said routing table 1s disabled.

24. The network system as claimed 1n claim 16, further

comprising;

a local target device attached to the same Ethernet with said
sender device and for recerving said ARP request frame,
and for comparing said target IP address with an IP
address of said local target device, and for generating an
ARPreply frame containing a MAC address of said local
target device according to a result of said comparison
between said target IP address and said IP address of said
local target device.

25. The network system as claimed 1n claim 16, wherein
said outside target device and said sender device are attached
to mutually different Ethernets.
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