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ADAPTED METHOD FOR SPECTRUM
MANAGEMENT OF DIGITAL
COMMUNICATION SYSTEMS

RELATED APPLICATION

The present application 1s related to co-pending applica-

tion Ser. No. 11/433,023, filed 12 May 2006, the disclosure of
which 1s incorporated by reference 1n 1ts entirety.

FIELD OF THE INVENTION

The present invention relates to a method and system for
improving digital communications systems. More specifi-
cally, the invention relates to dynamically determining opera-
tional parameters that affect performance 1n communication
systems such as Digital Subscriber Line (DSL) systems. Still
more particularly it relates to a method for distributed spec-
trum management of digital communication systems.

BACKGROUND ART

Diagital subscriber line (DSL) technology can use the exist-
ing copper twisted pair networks used 1n the analog telephone
network. The copper wiring 1s said to form communication
lines or loops. At spaced ends of the commumnication lines are
located transcervers (for example, modems) or other trans-
mitters and receivers for respectively sending and recerving,
digital signals communicated along the loops.

Twisted pairs are typically bundled together 1n a common
physical sheath, known as a binder; all twisted pairs within a
bundle are said to belong to a certain binder group. Within
such a binder group, these twisted pair lines are sufficiently
close such that electromagnetic radiation from one pair can
induce “crosstalk™ interference into one or more other pairs.
Therefore a signal sent along a communication line and
received by a modem can comprise the transmitted signal and
one or more interference signals from adjacent communica-
tion lines. In turn, these crosstalk signals forms spurious noise
that interferes with intended transmissions. In general,
crosstalk effects 1n addition to long loop lengths are the main
obstacles to reaching higher data rates in such copper-based
networks.

Near end crosstalk (NEXT) 1s caused by transmitters inter-
fering with receivers on the same side of the bundle and 1s
often avoided by using non-overlapping transmit and receive
spectra (Irequency division duplex; FDD) or disjoint time
intervals (time division duplex; TDD).

Far end crosstalk (FEXT) 1s caused by transmitters on
opposite sides of the bundle. In some cases this interference
can be 10 to 20 decibel larger than the background noise and
has been 1dentified by some as the dominant source of per-
formance degradation in DSL systems.

Telephone companies are increasingly shortening the loop
using remote terminal (RT) deployments, resulting 1n lower
signal attenuation and larger available bandwidths. Unfortu-
nately this can cause other problems such as the “near far”
elfect dueto the crosstalk. Common 1n code-division multiple
access (CDMA) wireless systems, the near-far effect occurs
when a user enjoying a good channel close to the receiver
overpowers the received signal of a user further away having
a worse channel and where both users transmit at the same
power levels.

One of the shortcomings of current multi-user communi-
cation systems 1s power control. In typical communication
systems, interference limits each user’s performance. Further
the power allocation of each communication line depends not
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2

only on its own loop characteristics, but also on the power
allocation of all other communication lines as exemplified by
the near-far effect described above. Therefore the digital
communications system design should not treat each user
independently, but rather consider the power allocation of all
communication lines jointly.

Dynamic spectrum management (DSM) has the potential
to dramatically improve the performance of digital subscriber
line (DSL) networks well-beyond the current status quo, and
not surprisingly, looks to be a key fixture of all future-gen-
eration DSL standards. Its focus 1s on relieving the problems
caused by crosstalk, brought on by the close proximity of
twisted copper pairs that are packed into distribution binders
of 25-100 lines on their way to the exchange. While long loop
lengths certainly inhibit performance, the crosstalk problem
has been recognized as the critical impairment with, for
example, interference contributions of 10-20 dB over the
background noise.

Two competing paradigms for addressing the crosstalk
phenomena are known: vectoring and spectrum balancing.
Vectoring treats the DSL network as a multiple-input mul-
tiple-output (MIMO) system, where modems co-ordinate at
the signal level to effectively remove crosstalk through suc-
cessive decoding or preceding.

DSM techmiques are not just limited to the networks of the
tuture. Iterative water-filling (IWF) has proved to be an attrac-
tive method for optimizing power spectral densities (PSDs) of
loops without centralized co-ordination.

In contrast, spectrum balancing involves a much looser
level of coordination. Modems employ a low-complexity
single-user encoding and decoding strategy while treating
interference as noise. Early static spectrum management
(SSM) efforts attempted to define static spectra of various
DSL services, 1n an attempt to limait the crosstalk interference
between DSLs that may be deployed 1n the same binder. The
notion of DSM goes further by allowing loops to dynamically
negotiate a spectrum allocation that effectively avoids
crosstalk, thereby enabling significant improvements 1n over-
all network performance.

Early work in the area of DSM introduced an iterative
water-filling (IWF) scheme to balance user power spectrum
densities (PSDs), where each user repeatedly measured the
interference recerved from other users, and then determined
their own power allocation according to a water-filling distri-
bution without regard for the subsequent impact on other
users. This process results in a fully distributed algorithm
with a reasonable computational complexity.

More recent efforts have focused on the underlying opti-
mization problem that spectrum balancing aims to solve.
Unfortunately this optimization 1s a difficult nonconvex prob-
lem. As such, the Optimal Spectrum Balancing (OSB) algo-
rithm makes use of a grid-search to find the optimal power
allocation to a predetermined quantization of user powers. It
sulfers from an exponential complexity in the number of
users, and so near-optimal Iterative Spectrum Balancing
(ISB) algorithms were developed that reduce complexity
through a series of line-searches, avoiding the grid-search
bottleneck. Both of these algorithms are centralized and are
not well-suited for practical implementation.

Unfortunately, many have shown that IWF can be far from
optimal. The performance gap therein lies with the damage
one user’s power allocation has on the performance of others:
IWF does not explicitly take such information 1nto account.

It1s an object of the invention to alleviate at least in part one
or more of the problems of the prior art or at least provide an
alternative approach. More particularly, embodiments of the
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invention attempt to provide a readily useable practical sys-
tem without being overly complex.

SUMMARY OF THE INVENTION

The mvention provides a method of determinming a spec-
trum management of a digital communication systems having,
a plurality of commumnication lines on which signals are trans-
mitted and recerved with interference by respective users by
determination of the power levels within each band, for each
user, assuming a predetermined maximum interference from
other users.

In a first broad aspect, the invention provides a method of
determining a spectrum management of a digital communi-
cation system having a plurality of communication lines on
which signals are transmitted and received with interference
by respective users, the method comprising the steps of:

a. determining a model of a defined digital commumnication
system with each communication line having a predeter-
mined number and width of bands for each user’s spectrum;

b. assessing the power levels within each band, for each
user, assuming a predetermined maximum interference from
other users:

¢. undertaking an 1terative feedback of assessment of each
band of each user to reassess the power levels within each
band to a predefined optimised level and moditying the model
of the defined digital communication system;

wherein the method provides an output having defined
assessed optimised levels for each band of at least a portion of
the communication lines of the defined digital communica-
tion system.

According to another aspect, the invention provides a
method for spectrum management of a digital communica-
tion systems having a plurality of communication lines on
which signals are transmitted and received by respective
users, the method comprising the steps of:

1. recerving information about line, signal and interference
characteristics of a plurality of the communication lines from
a plurality of sources;

2. determiming each user’s power spectrum categorised
into a number of bands:

3. determining constraints on power allocation of particu-
lar plurality of the communication lines for each band of each
user’s power spectrum by:

a. determining a model based on a predetermined number

and width of bands for each user’s spectrum;

b. assessing the power levels within each band, for each
user, assuming a predetermined maximum interference
from other users; and

c. undertaking an iterative feedback of each band of each
user to reassess the power levels within each band to a
predefined optimised level,;

4. placing constraints on power allocation of particular
plurality of the communication lines between respective
transmitter and recerver taking into consideration the deter-
mined line, signal and interference characteristics of a plural-
ity of the communication lines and consideration of the deter-
mined constraints on power allocation of the communication
lines to allow required effective data-rates for each of said
respective users to be satisfied.

According to another aspect, the invention provides a com-
puter readable medium, having executable instructions or
software, imbedded or permanently stored that, when
executed by a computer or processor of a computer, cause the
computer or processor of the computer to perform a method
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4

for spectrum management of a digital communication system
according to either of the aspects described above.

BRIEF DESCRIPTION OF THE DRAWINGS

In order that the invention i1s more readily understood
embodiments will be described by way of illustration only
with reference to the drawings wherein:

FIG. 1 1s a schematic diagram, by way of example, of a
digital subscriber line (DSL) communications system utiliz-
ing an existing telephone loop plant 1n connection with a
central office (CO) and a number of other loops 1n connection
with a remote terminal (RT); such a system may benefit from
the spectrum balancing method according to the environment
of a preterred embodiment of the mnvention.

FIG. 2 1s a schematic diagram depicting a portion of a DSL
communications system, showing two binders that accom-
modate three user-groups. A number of sources of far-end
crosstalk (FEXT) interference are shown in connection with
the DSL modem customer premises equipment (CPE) of the
first subscriber.

FIG. 3 1s diagram showing a channel model of the DSL
communications system, showing the crosstalk interference
between DSL lines and another noise source incident to each
receiver.

FIG. 4 1s a diagrammatic tlowchart of the underlying pro-
cedure of determination of a method of spectrum manage-
ment of digital communication systems in accordance with
the invention;

FIG. § 1s a diagrammatic view of a particular embodiment
of implementing the method of distributed spectrum manage-
ment of dlgltal communication systems 1n accordance with
the invention 1n which the master and slave 1s undertaken in
the spectral management centre and resulting power levels
sent to the user modems;

FIG. 6 1s a diagrammatic view of a further particular
embodiment of implementing the method of distributed spec-
trum management of digital communication systems in
accordance with the mnvention 1n which the master 1s under-
taken 1n the spectral management centre and resulting power
levels sent to the user modems undertake the slave and feeds
back to the spectral management centre for use to other user
modems:

FIG. 7 1s a comparative diagram of the result of the method
of distributed spectrum management of digital communica-
tion systems 1n accordance with the mvention 1n relation to
SCALE and IWF by showing rate-regions associated with
two users, one from each user-group.

FIG. 8 1s a comparative diagram of the result of the method
of distributed spectrum management of digital communica-
tion systems 1n accordance with the mvention 1n relation to
SCALE and IWF by showing a downstream comparison of
PSDs arising from SCALE, SCAPE and IWF

FIG. 9 1s a comparative diagram of the result of the method
of distributed spectrum management of digital communica-
tion systems 1n accordance with the mvention 1n relation to

SCALE and IWF by showing an upstream comparison of
PSDs arising from SCALE, SCAPE and IWF

LIST OF SYMBOLS, ABBREVIATIONS AND
ACRONYMS

For ease of reading a summary of abbreviations and acro-
nyms used are listed herein below:

ADSL Asymmetric Digital Subscriber Line

ADSL?2 High Speed Asymmetric Digital Subscriber Line

BP Band Preference
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CDMA Code Division Multiple Access
CO Central Office

CPE Customer Premises Equipment

d.c. Difference of Concave functions
DMT Discrete Multitone

DSL Diagital Subscriber Line
DSLAM Digital Signal Line Access Multiplexers

DSM Dynamic Spectrum Management
ESIR Effective SIR

FDD Frequency Division Duplex

FM Fixed Margin

NEXT Near End crossTalk

FEX'T Far End crossTalk

HDSL High bit-rate Digital Subscriber Line

ISB Iterative Spectrum Balancing,
ISDN Integrated Services Digital Network

IWF Iterative water-filling
KKT Karush-Kuhn-Tucker
[LAN Local Area Network

LT Line Termination

MIMO Multiple-input Multiple-Output

NMC Network Management Centre

NP-Hard Non-deterministic Polynomial-time Hard
NT Network Termination

ONU Optical Networking Unaits

OSB Optimal Spectrum Balancing

PSD Power Spectrum Density

QoS Quality of Service

RA Rate Adaptive

RF Radio frequency

RT Remote Terminal

SCALE Successive Convex Approximation for Low-com-

plExity
SCAWF Successive Convex Approximation for Water Fill-

ng,

SCAPE Successive Convex Approximation for band-Pret-
erenck

SIR Signal to Interference plus noise Ratio

SMC Spectrum Management Center

SINR Signal to Noise Ratio

SSM Static Spectrum Management

TDD Time Division Duplex

UG User Group

VDSL Very high bit-rate DSL

For ease of reading a summary of symbols and notation
used are listed herebelow:

| Al=number of elements in the set A

(=the null (empty) set

M=number of bands

K=total number of users 1n the system

N=total number of DMT tones employed by each user
P, “=transmit power of user k on tone n

P,=PSD vector for user k

P=the KxN matrix of all user PSDs

c(n)=mapping from tone number n to band number

L, "=Band level for user k, band 3

[.,=Band levels for user k

[=the KxM matrix of all user band levels

P, “?=required transmit power of user k

P, *“*=maximum transmit power of user k

G "=channel transfer gain from user k to user j on tone n

G, =N-length vector of channel transter gains from user k
to user 1 on all tones

o, '=Irequency dependent noise power incident to the
receiver of user k on tone n
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o,”=total interference plus noise power incident to the
receiver of user k on tone n

b,”=bit loading of user k on tone n

SIR "=s1gnal to interference plus noise ratio of user k on
tone n

SNR ,“=si1gnal to noise ratio of user k on tone n

I',"=SNR-gap normalization constant of user k on tone n

R,=Data-rate of user k

m,=scalarization weight of user k

L(A)=Langrangian function

a..'=noise weight (also referred to as an approximation
constant) for user k on tone n

. =approximation constant for user k on tone n

e=a very small positive constant

s=1teration number

PSD,”"=PSD mask value for user k on tone n

CLP,=A set of tonal indices for user k corresponding to
clipped PSD components

DETAILED DESCRIPTION OF THE INVENTION

The present mvention 1s described 1n connection with 1ts
preferred embodiment, namely as implemented 1nto a multi-
user digital subscriber line (DSL) system where discrete mul-
titone (DMT) modulation 1s employed for communication
between subscribers’ customer premises equipment (CPE)
and a central office (CO), and also between subscribers” CPE
and remote terminals (RTs). These RTs are typically optical
networking units (ONUSs) or remote DSL access multiplexers
(DSLAMSs) deployed 1n modern DSL networks to shorten the
length of copper twisted pair loops, with the aim of improving
performance by decreasing the electrical signal attenuation
on such lines. In the preferred embodiment, the said system
will include an entity referred to as a spectrum management
center (SMC) that coordinates the functions of one or more
network elements (such as CPE, CO and/or RT) as described
in detail below. In other embodiments, the SMC may directly
control the functions of such network elements, or may not be
present at all.

It should be kept in mind that this invention may also be
applicable to a wide range of other types of networks, espe-
cially those 1n which crosstalk (or more generally multi-user
interference) hinders performance.

FIG. 1 illustrates an exemplarity system, with which the
preferred embodiment of the present invention can be imple-
mented. By way of example, a number of user-groups are
illustrated where some subscribers’ CPE 190 are connected to
a CO 140, that 1s 1n turn connected to an access network 1010
via high-speed infrastructure (for example, supported by an
optical fiber leased-line) 130. Alternatively, user-groups may
have theirr CPEs 190 connected to a RT 170 that 1s in turn
connected to the access network 1010 through similar, but not
necessarily shared, high-speed infrastructure. The access net-
work 1010 1s typically connected to some wide area network
(WAN) 1000, such as the internet.

Pictured are M user-groups (UGs), with each group
m=1, ..., M comprising UG:m subscribers. Each subscriber
communicates with the network by way of their CPE 190.
Communication to and/or from the CPE 190 and the rest of
the network occurs over a twisted pair loop 160 that 1s
grouped 1nto binders 180 along with the pairs of other users.
The CPE side of the loop 1s named the network termination
(NT). Each subscriber loop 160 1s terminated at either a CO
140 or RT 170. This side of the loop 1s named the line termi-
nation (LT) end. It will be understood by those skilled 1n the

art that typical DSL networks may comprise thousands of
COs and RT's that can serve millions of subscribers.
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Each subscriber loop 1s, of course, a bidirectional DSL
connection. As such, information 1s communicated down-
stream from the CO 140 or RT 170 (LT side) to the CPE 190
(N'T side), as well as on the upstream 1n the reverse direction,
from the CPE 190 (NT side) to the CO 140 or RT 170 (LT 5
side). Typically, each CO 140, RT 170 and CPE 190 1s con-
structed as, or includes, a DSL. modulator and demodulator
(modem). These modems typically achieve bidirectional
communication through frequency-division duplex (FDD)
techniques that utilize disjoint frequency bands for down- 10
stream and upstream communication. An alternative scheme
employing an overlapping spectrum using time-division
duplex (‘TDD) 1s also known 1n the art that utilizes disjoint
time periods dedicated to respective downstream and
upstream directions. 15

As 1s well understood by those skilled 1n the art, such DSL
connections are effected by broadband modulation tech-
niques such as the DMT modulation scheme. In DMT, the
bandwidth 1s partitioned into N independent subchannels,
referred to as tones, having narrow bandwidth. In the ADSL 20
standard, N=256 subchannels ot 4.1235 kHz width are utilized
on the downstream, while N=64 subchannels are used on the
upstream. For the ADSL2+ standard, the number of down-
stream subchannels 1s doubled to N=512, while VDSL
increases this dramatically to a maximum of N=4096 sub- 25
channels. The data-stream to be transmitted using DMT 1s
split into N substreams and each 1s mapped onto the indepen-
dent subchannels. Due to crosstalk interference and line char-
acteristics that vary across frequency, each subchannel may
have a different capability to carry information. It 1s therefore 30
ol relevance to know how to best distribute the data-stream
over the available subchannels, known as the “bit-loading”
across the available subchannels. Going further, the informa-
tion bearing capacity of each subchannel can be controlled to
a certain extent by a judicious allocation of transmitter power 35
for use 1n each subchannel. As 1s known to those skilled 1n the
art, this 1s the essence of “power control”—to determine the
best transmitter power spectrum density (PSD) over the avail-
able subchannels in frequency.

In the exemplary system of FIG. 1, subscriber loops com- 40
prise twisted wire pair conductors 160 are reside in a binder
180 common to other subscriber loops, at least some part of
the distance along their length. As those skilled 1n the art
know, such binders refer to a collection of twisted wire pair
conductors that are contained 1n a common physical sheath. 45
The close proximity of loops 160 within a binder 180 can
induce electromagnetic coupling from one line to another, 1n
turn inducing crosstalk interference. As can be appreciated by
those skilled 1n the art, such crosstalk impairments can be a
dominant source of noise. As the demand for higher data rates 50
increases and communication systems move toward larger
bandwidths and higher frequency bands, where the crosstalk
problem 1s more pronounced, spectrum management
becomes ani1ssue ol paramount importance. This 1s especially
true 1n VDSL systems, where frequencies up to 30 MHz can 55
be used.

Spectrum management attempts to define the spectra of
various DSL services 1n order to limit the crosstalk interfer-
ence between loops that may be deployed in the same binder.
First attempts at spectrum management involved studies that 60
defined typical and worst-case scenarios from which fixed
spectra are obtained for each type of DSL, ensuring a limit to
the mutual degradation between services. However, static
measures such as these may lead to achievable data-rates that
are far lower than what may be supported by the actual loop 65
topology 1n practice. Dynamic spectrum management (DSM)
addresses these shortcomings by shaping the power spectra of
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DSL loops according to the actual real-life scenario at hand.
This process may be triggered by changes in the network
topology (power-up and/or shut-down of a CPE modem), at
periodic intervals, or even continuous adaptation in real-time
or close to real-time.

To this end, the preferred embodiment (and some other
embodiments) outlined herein also 1nclude a spectrum man-
agement centre (SMC) 110 that may interact with the
modems at either the LT or N'T, or both ends of one or more
subscribers’ loops. Such interaction, outlined 1n detail below,
1s undertaken via a bidirectional connection 120 to the access
network, and the adjoining CO 140 or RT 170 as required. As
those skilled in the art can appreciate, such interaction may
reuse existing network switching infrastructure by embed-
ding any communication messages 1n an out-of-band control
channel (e.g. control packets or as headers included with any
payload data). Going further, the functionality of the SMC
may or may not be included 1n a network management center
(NMC) that may be present in an existing DSL network (not
shown 1 FIG. 1).

The present 1invention uses information on line character-
istics (for example, direct and crosstalk power transier char-
acteristics) and user requirements (for example, PSD masks,
minimum subscriber data-rate requirements, maximum total
transmission power) to enhance the performance of the com-
munications system through the analysis of such information,
and subsequent determination of operational parameters such
as modem PSDs and bit-loadings. In the preferred embodi-
ment, such determination i1s effected by a “centralized
scheme” where decisions are made by a centralized entity
such as a SMC and where appropriate directives of opera-
tional parameters are communicated to relevant DSL
modems. Other embodiments are effected by an alternative
“distributed scheme”, where decisions are not made centrally
although some sort of central coordination (for example, by a
SMC) may be of benefit. In such a distributed scheme,
modems can formulate appropriate directives independently,
based on local measurements of line characteristics and
knowledge of appropnate user requirements, and with addi-
tional imnformation offered by a centralized coordinator.

The performance of the communications system may be
characterized by the total data-rate of all users 1n the network.
However, some system operators may wish to offer differen-
tiated services, for example, by offering a faster service at a
higher price (a relative measure), or a guaranteed minimum
data-rate (an absolute measure). In light of these 1ssues, the
system operator may be interested 1n a communication sys-
tem that can offer the greatest selection of data-rates for
subscribers, or provide a base-line (absolute) minimum data-
rate to as many subscribers as possible. In order to achieve
these goals, 1t 1s necessary to make best use of available
transmission power: an optimization of the transmit PSD of
cach DSL modem, sometimes referred to as “spectrum bal-
ancing’’.

A better understanding spectrum balancing and how 1t may
lead to improved system performance 1s given by way of an
example. FI1G. 2 illustrates a portion of the exemplary system
when only K=6 users and M=3 user-groups (UGs) are
present. To simplity the example, only the downstream direc-
tion of the bidirectional system 1s considered. The user-first
group has L'I's atthe RT 210, the second and third user-groups
have their LTs at the CO 220. User-group #1 2100 shares a
binder 2130 with user-group #2 2110. The third user-group
2120 exists 1n a separate binder 2140.
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Associated with each user k=1, K, 6 1s a modem at the L'T
that transmits DMT modulated signal with a PSD given by the
N-length vector

P=[P:'.P” K.P] Eq. (1)
Each component of this vector corresponds to the transmit
power associated with the n th DMT subchannel (hereon
referred to as a “DMT tone” or just “tone”™).

Also associated with each user k 1s a set of N-length chan-
nel transier vectors

ij:[G'klszkE:K:ijN] Eq (2)

J
The n-th component of this vector corresponds to the loop
transier gain on tone n from the transmitter of user k, to the
receiver of user . For example, the direct loop transfer gain of
user #1 corresponds to G, ; 240 and completely characterizes
the frequency-dependent channel transfer characteristics of
the N downstream subchannels along loop #1 230 from RT
210 to CPE #1 290. Due to the close proximity to other lines
in the binder 2130, signal power from these other lines will
couple mto line #1 as crosstalk interference. The degree to
which this frequency-dependent interference will couple 1nto
line #1 1s completely characterized by the crosstalk transfer
gains represented by the vectors {G, :j=2, K, 6}.

Still with reference to FIG. 2, the interference illustrated
corresponds to the so-called “far-end” crosstalk (FEXT):
interference that 1s injected 1nto the recerver from the “other
end” of the binder. Interference can also be 1njected 1nto the
receiver by upstream transmitters located on the same side of
the binder: so-called “near-end” crosstalk (NEXT). Although
not pictured 1n FIG. 2, these two types of interference can
occur at the LT side of the loop when the respective directions
and roles of receivers and transmitters are reversed. In gen-
eral, NEXT can be 1ignored due to the FDD or TDD separation
of upstream and downstream transmissions. The embodi-
ments of the present invention 1gnore NEX'T, although such
interference can be readily included by a person skilled 1n the
art having reference to this specification and 1ts drawings,
should non-overlapping up-and downstream transmissions
be employed.

As outlined above, RT's are deployed 1n order to increase
performance by shortening the loop length. In the example of
FIG. 2, the RT-based loops 2100 are then physically much
shorter than the CO-based loops 2100 and 2120, resulting 1n
more favorable (1.e. larger) direct channel transier vectors G ,
and G,, for users 1 and 2 respectively; and ultimately an
opportunity to achieve a greater downstream data-rate for
those users. Physically shortening the R1-based loops 2100
also brings the RT 210 closer to the CPE of the CO-based
loops 2110. This can result 1n excessively high levels of
FEXT from the RT 210 to the CO-based CPE, as compared to
the corresponding FEXT from other CO-based users. Since
the CO-based loops 2110 are much longer, their direct chan-
nel transier vectors are much weaker (1.e. smaller), resulting,
in a greater susceptibility to FEXT. In such so-called “near-
far” scenarios, 1t becomes important to appropriately manage
the spectra of CO-and RT-based loops, to balance the tradeoif
between the rates of each user-group. The aim of spectrum
balancing 1s to find the “perfect” balance of spectrum usage
that achieves the goals of the system operator (for example,
maximizing the network data-rate or meeting minimum data-
rate targets).

It may be that the crosstalk transfer gains from lines within
one binder group to other lines within another binder group
are zero (or negligible so that they may be practically pre-
sumed to be zero). In that case, the transmissions on loops 1n
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one binder group have no effect on other lines 1n other binder
groups: the mutual crosstalk 1s nonexistent. For the user-
groups pictured in FIG. 2, the third user-group associated
with binder 2130 1s completely 1solated from the other user-
groups contained in a different binder 2140 and so the
crosstalk transfer gains G, 280 in this case are all zero.
Where there are 1solated binder groups such as these, each
isolated group may be optionally partitioned into separate
sets of user-groups, and each set treated as belonging to an
independent system 1n 1ts own right.

FIG. 3 illustrates a generalized schematic abstraction,
within which the preceding specific example system fits. The
total quantity of users whose PSD may be controlled 1s
denoted by K. Associated with each user k=1, K, K 1s a
transmitter 310-4, connected to a receiver 350-% via the sub-
scriber loop 330. Each transmitter makes use of a DMT
modulated signal having N tones, with a transmit PSD of P, as
given by equation 1. The transmitted signal of a particular
transmitter k reaches all other receivers as determined by the
channel transfer gain vectors {G.:j=1, K, K} and as outlined
above. Thus a given receiver 1 will be subject to the desired
communication signal emanating from its paired transmaitter
1, and FEXT interference from all other transmuitters. In prac-
tice, other frequency-dependent noise sources are also
present, lumped together and represented by the vector o,=
(0.}, 0,%, K, 0,”V]. As can be appreciated by a person of
ordinary skill in the art, such frequency-dependent noises are
the combination of thermal noise present in the receiver elec-
tronics and also noise from other radio-frequency (RF)
sources such as radio transmitters, or other neighbouring DSL
systems that may be present, that are not any of the K users
under consideration. All of the signals (desired signal, FEX'T
interference and other noises) physically combine by super-
position at the mput of the recerver. This physical phenom-
enon 1s equivalently represented as the summation 340.

By way of example, the preferred embodiment will relate
to a bidirectional DSL system as pictured in FIG. 1, where
only the downstream direction 1s considered. It will of course
be understood by those skilled 1n the art having reference to
this specification and its drawings, that the upstream direction
1s similarly treated, with both directions of the system being
simultaneously dealt with by the straightforward combina-
tion of the embodiments outlined herein.

FIG. 4. shows a method for distributed spectrum manage-
ment of digital communication systems having a plurality of
communication lines on which signals are transmitted and
received by respective users. The method comprising the
steps of receiving information about line, signal and interfer-
ence characteristics of a plurality of the communication lines
from a plurality of sources. Each user’s power spectrum 1s
modelled according to predetermined requirements and cat-
egorised into a number of bands with predetermined band-
width. It 1s therefore necessary to determine constraints on
power allocation of particular plurality of the communication
lines of the bands of each user’s power spectrum. This 1s
achieved by determining the constants for the model based on
the predetermined number and width of bands for each user’s
spectrum. A critical step 1s the decoupling by assessing the
power levels within each band assuming the other bands have
a predetermined maximum interference from other users. It 1s
then by undertaking an iterative feedback of each band of
cach user to reassess the power levels within each band to a
predefined optimised level. These determined power levels
can be used 1n a transmittable mask to place constraints on
power allocation of particular plurality of the commumnication
lines between respective transmitter and recerver taking into
consideration the determined line, signal and interference
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characteristics of a plurality of the communication lines and
consideration of the determined constraints on power alloca-
tion of the communication lines to allow required effective
data-rates for each of said respective users to be satisfied.

In order to solve the optimisation a referred approach 1s a
master slave approach that will be further described below. In
FIGS. 5§ and 6 there are two preferred embodiments of a
digital communication system according to the invention 1n
which the spectral management center has a power allocation
determinator for recerving a modelled power level and anoise
welght from each user communication line and i1s able to
determine allocated power of its respective communication
line based on the optimised determined power needs of the
plurality of communication lines of the digital communica-
tion systems. In one form all of the calculations are under-
taken 1n the SMC as shown in FIG. 5. In another form as
shown 1n FIG. 6 the master 1s undertaken 1n the SMC while
the slave 1s undertaken at the user’s modem and the power
level of an individual communication line and 1ts interference
by adjacent lines 1s determined at the user’s modem and
communicated to the spectral management center.

This mvention uses novel techniques to optimize current-
day digital subscriber line (DSL) networks, such as those
based on the ADSL2 and VDSL standards, through band
preference (BP). Masks on the power allocated across 1ire-
quency by 1terative water-filling (IWF) are sought, to shape
its performance 1n those circumstances where 1t would oth-
erwise perform far from the optimum. SCALE 1s a low com-
plexity distributed solution to the spectrum-balancing prob-
lem, which can be used to provide these mask values 1n the
special case of unity band-sizes.

Also the invention provides a novel optimization frame-
work that avoids the inherent difficulties of the BP problem:
that of coupling between users induced by the IWF proce-
dure. It uses a highly efficient algorithm named SCAPE that
1s easily customized for any band-size and clustering pattern,
particularizing to the spectrum-balancing problem 1n the spe-
cial-case of unit band-sizes. Our solution comprises a two-
level primal decomposition whereby a master problem 1s
responsible for band management, based on the relaxed
water-filling result of a number of independent slaves.
Numerical results show that two bands are suificient for a
downstream near-far scenario comprising two user-groups.

IWF can be far from optimal, since the performance gap
therein lies with the damage one user’s power allocation has
on the performance of others: IWF does not explicitly take
such information mto account.

The aim of band preference (BP) is to remedy this situa-
tion. It was concerved because all known solutions to the
spectrum-balancing problem at the time were both computa-
tionally prohibitive and centralized. Such methods, 1t was
concluded, were not practical and could not adapt to the
slowly-varying DSL channel in real-time. BP essentially cor-
rects for the selfish nature of IWF by placing simple con-
straints on the PSDs allocated by water-filling. These restric-
tions may comprise PSD masks or per-tone bit-loading limits.
They are typically determined by, and delivered to modems
from, a spectrum management center (SMC) that acts as a
quasi-static co-ordinator. It was envisaged that, after an 1nitial
BP directive, the usual bit-swapping procedures could take
care of any dynamism 1n the loop response independently of
the SMC. Of course, Turther BP directives are also possible, to
reset any “wind-up” that might occur on a longer time-scale.

SCALE 1s a distributed protocol that appears to alleviate
the problems outlined above. However the relevance of an
IWF enhancing scheme, 1s that with BP, we have a real oppor-
tunity to enhance current-day systems, 1 particular, with
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hooks that already exist in current DSL standards, such as
those surrounding ADSL2 and VDSL.

The main crux of BP lies 1n a constraint design that
improves the performance of IWE. As implied by the name,
BP splits each user’s power spectrum into a number of bands,
a kind of clustering operation originally devised to reduce the
complexity of the associated design. Our focus 1s on PSD
mask constraints since other extensions, such as maximum
bit-loadings, straightforwardly follow from the developments
outlined herein.

This design problem 1s by no means easy; the coupling of
users by the IWF procedure makes analysis difficult. A dif-
ferent approach 1s required.

Our offerings stem from a novel optimization framework
that casts the BP problem into one where IWF users are
decoupled. Analysis becomes straightforward, however the
resulting problem 1s shown to be non-convex and NP-hard,
much like the spectrum balancing problem. The two prob-
lems are very similar 1n fact, and we show their equivalence 1n
the special case of unity band-sizes.

To solve the decoupled problem, we further make use of the
ideas from SCALE, resulting in a new algorithm named
SCAPE (Successive Convex Approximation for band Prefer-
encE).

We show how our framework is easily decomposed into a
so-called two-level optimization problem, where a master 1s
responsible for the management of band masks; several lower
problems are each a form of water-filling. In this way, SCAPE
provides insight into the method proposed in [39], while
turther providing an efficient realizable algorithm that stems
directly from the theory developed.

The key contributions of this invention can be summarized
as follows:

We show that water-filling 1s not actually required for
IWF-based autonomous spectrum balancing when the
PSD masks supplied satisiy the maximum-power con-
straint: the PSDs are trivially given by the masks them-
selves, motivating the use of a spectrum balancing solu-
tion—such as provided by SCALE—to compute the
required masks 1n the case of unity band-sizes.

A novel optimization framework for band preference
design, where each IWF user 1s decoupled. Such a for-
mulation 1s based on worst-case crosstalk from each
user. While this method provides a lower bound on the
performance of the coupled system, 1t naturally recovers
the spectrum balancing problem 1n the special case of
unity band-sizes. Additionally, we show this problem to
be NP-hard, in much the same way of the spectrum
balancing problem.

A novel algorithm named SCAPE (Successive Convex
Approximation for band PreferencE) that employs a
series of convex relaxations to realize the above men-
tioned optimization framework. Each relaxation 1s 1tself
solved by a two-level primal decomposition having a
highly efficient implementation. In the true spirit of band
preference, the master problem 1s concerned with the
provisioning of band levels, based on the result of lower-
level slave problems that make use of the relaxed water-
filling 1deas of SCALE.

Below we mtroduce the system model. Then we introduce
the band preference design problem and shows that with unity
bandsizes, the SCALE algorithm can be used to derive the
bandmask values. Further we show our novel optimization
framework that decouples each IWF user by way of a worst-
case design. The resulting optimization problem is shown to
be nonconvex and NP-hard. Further we develop the SCAPE
algorithm to solve this worst-case design problem with a
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sequence of convex relaxations. Each relaxation 1s
approached with a two-level primal decomposition, where we
provide an elficient implementation that makes use of a
relaxed form of water-filling. Numerical performance evalu-
ations follow, where we also offer some advice on band
pattern design.

The details of the structure of SCALE, SCAWF and the use
of IWF are further described in U.S. Patent application
entitled Method for Distributed Spectrum Management of
Digital Communications Systems filed contemporaneously
herewith as application Ser. No. 11/433,025 filed May 12,
2006, the disclosure of which 1s mncorporated herein by ret-
erence.

System Model

We make use of a standard system model for an xDSL
system. In this model, each of the K users employs discrete
multi-tone (DMT) modulation over N tones that are used to
form a set of ISI-free orthogonal subchannels. We make the
usual assumption that users are aligned 1n frequency such that
tar-end crosstalk (FEXT) coupling occurs on a common tone-
by-tone basis.

A fixed frequency band-plan 1s assumed for simplicity,
which partitions each of these tones into separate up-and
down-stream bands that are the same for all users. While 1t 1s
known that such a scheme 1s not optimal, partitions are a
common way to avoid near-end crosstalk (NEXT). The algo-
rithms developed 1n this invention are easily extended to
include NEXT coupling 1f required. These bands, for up-and
down-stream (ifrequency division) duplexing should not be
confused with the bands associated with BP, introduced fur-
ther below.

We consider continuous bit-loading where the achievable
loading on tone n, user k 1s

b (P") 2 log(1+SIR " (P™) (6.1)
in the units of nats, and where the corresponding signal-to-
interference ratio (SIR) 1s defined as

G Py (6.2)

SIRMP") = _

T LGPy
JEk
We denote by P.” the transmitter power of user k on tone n.
For notational convenience, we write P"=[P,”, P.”, ..., P."]*

as the K-length vector of all transmitter powers on tone n. We
will also make use of the notation P,=[P,*, P, %, ..., P,""] as the
N-length PSD vector of user k. The KxN matrix P i1s produced
by stacking these vectors in the obvious way. This notation
makes clear the explicit dependence of the SIR on power. In
the sequel, vector-or matrix-inequalities are always element-
wise.

The gains G,,” model the channel power transter on tone n
from user 7 to the recerver of user k. For further notational
convenience, we assume the gains GG, ,” have been normalized
by an appropriate SNR-gap 1'k”,, that depends on the coding,
scheme, target probability of error and noise margin. We
turther assume these gains are obtained either through mea-
surement, or from standard crosstalk models and knowledge
of the loop topology.

Each o,” models the received noise power on tone n. We
assume the noise powers are constant, modelling recerver
thermal noise plus any background noise injected by other
co-existing systems (e.g. HDSL, ISDN, RF noise, etc.).
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The achievable rate for user k 1s then

R N N (6.3)
R(P)2 ) Di(P") = ) log(1 + SIR(P"))
n=1 n=1

nats per channel use.

We assume that all K users are coupled through interfer-
ence to some degree. This 1s without loss of generality, as any
user population can always be partitioned into sub-groups of
non-interfering users, with each independent subgroup con-
sidered separately.

For the purposes of BP, we assume that the PSD of each
user 1s constrained by exactly M bands, with the same clus-
tering (band) pattern uniformly applied across all users. This
assumption 1s made in the interest of notational simplicity;
the results provided do not change significantly when this 1s
not the case. We will make use of the function ¢:[1,N]—=[1,M]
to map from tone n to band mask m, further simplitying the
notation

We denote the spectral-masks (band masks) associated
with a user k by L™,, where m €[1,M] denotes the band
number. These masks will ensure that components of the PSD
obey the condition P,”=L " for each tone n associated with
user k.

Lastly, we will employ the notation L,=[L,", ..., L,*] to
denote the length-M band mask vector associated with user k,
with the KxM matrnix L formed by stacking these in the
obvious way. Below 1s a summary of the standard iterative
water-filling (IWF) procedure.

Initialize all user PSDs: P =0
repeat
for each userk =1 to K do
Water-fill: with the PSDs {P;: j = k} of other users fixed, find

B N APS T N I

Py = argmax Ri(P) (6.42)
PkED

(6.4b)

(6.4¢)

5: end for
until convergence of all PSDs
7. return PSDs of all users P

o

The Band Preference Design Problem

Like the spectrum balancing problem, the BP problem can
take a rate adaptive (RA), fixed margin (FM), or mixed form.
We recall that the aim of the RA problem i1s to maximize the
data-rate of all users, subject to per-user maximum power
constraints. The FM problem, on the other hand, 1s concerned
with finding a minimal power allocation such that each user
has a mimimum (or target) data-rate that 1s attained.

We focus on the RA problem for brevity. Extensions to the
general problem are straightforward and follow from a simi-
lar approach.
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The mathematical formulation of the RA form of the BP
problem 1s given by

(6.5)

HLEDK; wy Ry (Prwr(L))

where m, are the priority-weights associated with each user.
The matrix-valued function P,,,(L) provides the IWF power
allocation for all users under fixed band masks L. In general,
this Tunction does not have closed form, and 1s evaluated by
way of the standard IWF procedure.

The optimization 1s difficult 1n general, because we know
little about the function P, (LL}—we do not even know 1ts
first partial derivatives. Nonetheless, trivial solutions can
exi1st, as we now demonstrate.

Trivial Solutions—General Characterization

Result 1. With reference to the IWF procedure (summa-

rized in FIG. 6.1), a fixed set of band masks L that satisty

N (6.6)
DL =P k=1, ..., K
n=1

results 1n a closed-form solution having (k,n)-th component
[PIWF(L)];C,H::L;(H)-

Proof. Consider the water-filling problem (6.4) for user
k=1 on the first outer iteration. With condition (6.6) satisfied,
all PSD mask constraints (6.4c) are active at the optimum
solution and the maximum power constraint (6.4b) does not
come into play.

As a result, the solution to this water-filling problem 1s
trivial: components of the PSD P,=1 are given by the mask
itself on every tone. This holds for all k; and so all users are
consequently decoupled and subsequent outer iterations are
not required.

Unity Band-Sizes: Spectrum Balancing Derived PSD
Masks

With unity band-sizes, the BP problem (6.5) 1s equivalent
to the RA spectrum-balancing problem: both maximize the
rates of all users with complete control over each user’s PSD.
It then follows that a solution to the spectrum-balancing prob-
lem also solves (6.5).

This observation has a practical consequence: an algorithm
that produces any feasible solution to the spectrum balancing,
problem centrally—globally-or sub-optimum—need only
send the resulting PSD allocation to each user in the form of
a PSD mask. Since condition (6.6) 1s always met 1n this case,
Result 6.1 tells us each IWF user adhering to its assigned PSD
mask will subsequently arrive at exactly the same power
allocation provided by the spectrum balancing operation.
Furthermore, water-filling 1s not actually required, as the
solution 1s known 1n closed form.

The SCALE algorithm 1s 1deally suited to this task, as a
highly efficient implementation exists, with performance that
1s very nearly globally optimum.

Decoupling IWF Users

The number of bands M 1s generally less than the number
of tones N, resulting 1n band-sizes greater than unity. In this
case, the IWF procedure couples all users and the optimiza-
tion (6.5) becomes difficult to analyse

We avoid this 1ssue by employing a worst-case design. We
modity the usual IWF procedure of FIG. 6.1 so that interfer-
ence from all other users 1s fixed to a worst-case value, rather

5

10

15

20

25

30

35

40

45

50

55

60

65

16

than the actual value given by P,;. This subsequently

decouples all users. We exploit the fact that users must obey
their band masks. Indeed, a sensible worst-case limit on the

power emitted by a user j on tone n is the mask value L°“. The
following worst-case design problem results:

gg%;wk RYC(Pe, Loy (6.72)
sty Pp= PP,V k (6.7b)
PE? “_:LE(H) Yk R (670)

where L_, denotes the matrix of masks L. with the k-th row
omitted. We have implicitly defined the worst-case achiev-
able rate for user k on tone n as

G Py

> GELE o
JFk y

(6.8)

H

RVC(P,, L ;)= E lﬂg[l +

= Z log(l + SWIRL(P,, L_;)), (6.9)

and also the Signal to Worst-case Interference Ratio (SWIR)
as

G Py

> GEL

JEk

(6.10)

SWIRL (P, Ly) =
+ 0%

to simplify notation 1n the sequel.

Problem (6.7) simultaneously optimizes user PSDs as well
as the masks. At first glance 1t appears that we have increased
the number of optimization variables from MK to MK+NK: a
step 1n the reverse direction as judged by the band preference
philosophy of tonal clustering for problem size and complex-
ity reduction. While the problem size has certainly increased,
it allows for a highly efficient implementation by way of a
two-level primal decomposition that 1s developed in the
sequel.

This new problem produces a lower-bound on the solution
to the coupled BP problem (6.5). We envisage that once a
solution {P*,L.*} is found, masks L* can be used in the usual
IWF procedure to obtain a PSD allocation P,,,-(LL*) that 1s
closer to the true solution of the BP problem (6.5).

Whilst this optimization comprises closed-form functions
that may lead to a straight-torward solution approach, it turns
out that the problem 1s NP-hard. Rewriting the worst-case
achievable rate (6.8) as
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R (P, L) =

E lﬂg(GEkPﬁ + ) GHLE + 04;3] - 1&@{2 GrLL + G‘E],

JEk JEk

we see that 1t comprises a difference of concave (d.c.) func-
tions 1n P and L. Non convex optimization problems such as
(6.7) having d.c. structure are known to be NP-hard 1in general
and often difficult to solve efficiently for the global optimum
[33].

Recovering the Spectrum Balancing Problem

Our lower-bound formulation (6.7) 1s a natural one: 1t
generalizes the spectrum balancing problem, as our next
result shows.

Result 2. The BP problem (6.7) specializes to the RA
spectrum balancing problem with unity band-sizes, when
M=N and c(n)=n.

Proot. Since the objective 1s increasing in each P,”, and
decreasing in ", we will always have that constraints (6.7¢)
will be met with equality at the optimum solution. We there-
tore have that L.,"=P,”. The problem can then be simplified to:

and 1s exactly the RA spectrum balancing problem.

This 15 a desirable property since, in general, as the number
of bands M approaches the number of tones N, performance
should improve and approach that provided by the spectrum
balancing solution where the most degrees of freedom are
available.

Successive Convex Approx. for band PreferencE (SCAPE)

We will make use of the successive convex relaxation ideas
presented to solve the non-convex BP problem (6.7). The
procedure hinges on the lower bound

a log z+p=log(1+z) (6.11)

that 1s tight at z=z, when the approximation constants are
chosen as

20 (6.12a)

repeat

OG0 =] O L B ) R —

Initialize al
Initialize all
Initialize all
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-continued

20 (6.12b)

B =log(l +2z¢) — T+ 2, logz.

Applied to the worst-case achievable rate (6.8), we have

. WC A 6.13
R, (Py, Loy, Br)= (6.13)

Z Flog(SWIRH(PE, 1P ) + 7 < R “(Py, L)

where o, =[a,", . .., o, and B,=[B.", . . ., B,"] are fixed
approximation vectors associated with each user k. Embed-
ding this lower-bound into the worst-case design problem
(6.7) produces the relaxation:

(6.14)

. WC
mameR P, L ., a,
P?Laﬂkkk(k ks Qs Pr)

sty PP PPV k.

n

P < LS Vi, n.

Although this relaxation remains non convex—the d.c.
structure of (6.13) 1s retained—we can make use of a loga-
rithmic change of variables P,"=log P,” and L,"=log L,” to
recast the problem as a convex optimization. Our subsequent
developments will therefore deal with the problem 1n this
logarithmically transformed space.

Solving this relaxation results 1n a lower-bound solution to
the worst-case design problem (6.7) and in turn, a lower
bound to the original BP problem (6.5).

We can successively improve these lower bounds by adapt-
ing the approximation constants according to (6.12) at the
solution to each relaxation. This results in the procedure:

Lo =1, B = 0 (a high-SWIR approximation)
' PSDs P, =0

| PSD masks to the noise level L;'Y = [0,!, 06,2, . .
Initialize iteration counter t =1

= UkN]

Maximize: solve relaxation (6.14) to give solution {P*, L®}
Tighten: update elements of &, “*V, B, using (6.12) at z, = SWIR,*(P,"?, L_,\9)
Increment t

until convergence
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We will refer to this algorithm as SCAPE (Successive
Convex Approximation for band-PreferencE). It 1s guaran-
teed to converge to a Karush-Kuhn-Tucker (KKT)-point of
the non convex problem (6.7). The proots are omitted.

There exists many techniques to solve the convex relax-
ation (6.14) 1in the maximization step above—using an inte-
rior point method for example. We nevertheless derive a
simple and efficient implementation 1n the following subsec-
tions. Our developments will make use of an iterative primal
decomposition having the advantage that, at each iteration,
user PSDs always remain feasible. Subsequently, a full maxi-
mization 1s not required before proceeding to tightening—in
practice, only an improved objective 1s required. Most impor-
tantly, our developments provide further insight into the band
preference scheme.

Two-Level Primal Decomposition

We make use of the separability of the relaxation (6.14) to
re-write 1t as the following two-level optimization problem:

“* (6.15)

max E w3 wy (L) — E cx”lgg{ Gl exp! iﬂ(n) G"E] }
JEE J
s.twy (L) = maxz a'”lﬂg GEkEXP(Pk )) + f3 (6.16a)
Fr n
S.t Z exp(ﬁ;) < PP (6.16b)
P < EE(”)’ vV 5 (6.16¢)
k=1,...,K.

While this two-level optimization framework may appear
more complicated than the relaxation (6.14), 1t admits an
clegant and intuitive interpretation that 1s aligned with the
original spirit of BP design. Here, the upper-level (master)
problem (6.15) 1sresponsible for setting the band mask levels.
These are updated 1n a systematic way based upon the result
of lower-level (slave) problems (6.16) that are each associated
with a user ke[ 1,K]. It turns out that these slave problems are
a relaxed form of water-filling.

Most 1mportantly, several practical advantages are to be
had with this framework that are not readily apparent from
direct analysis of the monolithic problem (6.14). Each slave
problem can be solved by an efficient algorithm similar to
SCAWFE, the purely iterative water-filling method, with modi-
fications that incorporate the PSD mask constraints fed from
the master. Each 1s also independent and thus all slave prob-
lems can be computed 1n parallel.

Going further, we provide a distributed protocol based on
this framework. User modems act out the slave role, under-
taking a relaxed water-filling operation based on masks pro-
vided by the SMC. Unlike the framework above, based on
worst-case mnterierence, users would do so according to mea-
sured (actual) mterference. The SMC takes the master role,
determining updated mask values based on feedback from
user modems. This process 1s repeated at regular intervals,
indefinitely, to track changes 1n the network.

Conceptually speaking, this process 1s not that far removed
from the SCALE protocol. Unfortunately we may not always
have the luxury of such a major architectural change to an
existing xDSL deployment. Subsequently, a centralized
implementation may be preferable 1n practice, where masks
are computed by the SMC and passed to user modems, mak-
ing use of existing hooks 1n the relevant standards.
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On the other hand, when looking toward the design of
future systems, a distributed scheme maybe better suited—in
which case the SCALE protocol 1s preferable over the dis-
tributed scheme just described, as SCALE admits a simpler
implementation and performs slightly better 1n practice.

Master Problem Solution

The master problem, although dependent on the slave
problems, 1s otherwise unconstrained. Should we have access
to the gradient of its objective, we could employ an 1terative
hill climbing algorithm to solve the complete relaxation,
betore proceeding to the tightening step. Unfortunately this
quantity may not always exist, since the so-called primal
function w,(-) of the k-th slave problem (6.16) may not be
always differentiable. Our next result gives a way forward
nevertheless.

Result 3. The subditferential ow, () of the k-th slave prob-

lem (6.16) has components

awk (L) (6.1)

= ), Hm=

n: cln)=m

where pu* =[u,'*, . .., u/ *]" is the Lagrange multiplier
vector associated with the PSD MASK constraint (6.16¢) at

the optimal solution of the slave.
Proot. Recall that the slave problem 1s parameterized by the

PSD mask L. Its associated Lagrangian is given by

Lk(jja lkaﬂk;ik)= (6.18)

where A, and n, are Lagrangian multiplier and vectors
respectiully associated with the maximum-power (6.16b) and
PSD mask (6.16¢) constraints.

It follows that the m-th subgradient of w,(-) at L, is given by

the Lagrange multipliers associated with the term ..
Correspondingly, we can reorder the terms within the
Lagrangian (6.18) to reveal

Le(P Ao i L) = ) 0 (P +1ogGly ) + B -

,xk(z o _pm] _Z (

H
H

2,

n:cin)=m

] ZﬂEF‘”

and the result immediately follows from the final parenthesis.
Result 6.3 implies that we can make use of the following
subgradient ascent

[ D= & L e@F m(FE) ) ).

or alternatively 1n the untransformed space

LS D=L, Oexp(eg, (LY 1)) (6.19)
to solve the master problem, where € is a step-size at (sub)
iteration s and the m-th subgradient £, depends on the opti-
mum Lagrange multipliers passociated with its respective
slave problem. For this iteration to converge to the optimum
solution of the relaxation (6.14), we require an infinitely long
step-size sequence {1 __, that satisfies




US 7,864,697 B2

21

lim e =0 and Z (%) = 0.

S0

Such a sequence 1s not entirely practical, as the diminishing
step-size slows convergence. As pointed out earlier, we need
only an improved objective 1n practice, before proceeding to
the tightening step. We therefore advocate the use of a fixed
step-size.

We now combine the above subgradient with the partial
derivative of the second term within the objective (6.15).

After simplification, the following subgradient results:
) SWIRY P, L ;) | (6:20)

U S PR WL LIy

Tk P J

ncln)=m

N

Ly .
E Wk My — E |ZG”Lm+G'” i (

n: cin)l=m \ Jtk  uFj /

It 1s independent of P can be used to compute the master
iteration (6.19).

The subsequent band level update for a particular user k has

a meaningftul interpretation. The inner summation comprises
worst-case interference levels from all other users, weighted
by the crosstalk gain G” .. This gain ensures band levels tfor
user k are chosen so that they take into consideration the
impact of the noise injected into other users j=k—in stark
contrast to the selfish nature of IWF and more like the PSD
updates of SCALE. Moreover, the priority-weights {m,} _*
of all users are incorporated—a ditficult notion to capture
cifectively with IWFE.

It might appear that all tones within a particular band carry
equal weight toward the computation of the corresponding
band level, however this 1s subtly not the case. Each band level
1s altered when the overall impact had on other users 1s bal-
anced appropriately against the Lagrange multipliers u result-
ing from the slave solutions. These multipliers have a sensi-
tivity interpretation: each ,” gives an indication of the rate of
change of the k-th user’s data-rate resulting from a change 1n
the bandlevel L "’ associated with tone n (ref. [11, Sec.
3.2.3]). Tones that have a larger impact on a user’s data-rate
would have a higher multiplier value, and i turn, greater
influence on the associated band level.

Like SCAPE, some developments also factor in the contri-
butions of all tones n within each band, albeit only a simple
average of the crosstalk gain G”, to direct-channel gain G”;
rat10s. A thresholding rule then selects the band having worst-
case ratio (wherein a nonzero power allocation 1s also made)
and the corresponding level 1s updated with a quantum,
repeated until the associated IWF performance no-longer
improves. In some sense, that method 1s an extremely coarse
view of the subgradient step made in the SCAPE update
(6.19), where 1n our method, we are able to incorporate a rich
set of tonal information (channels, band levels and power
allocation via multipliers 1) to undertake a band level adjust-
ment directly. We can do this since our developments are
based on an optimization framework, where we have the
additional ability to incorporate other requirements—such as
user priority-weights—with systematic ease.
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Slave Problem Solution

The k-th slave problem 1s equivalent to the convex optimi-
zation problem

(6.21)

where the logarithmic transformations have been unravelled
y a

and we have recognize the PSD mask constraint 1s simp.
box-constraint on the PSD. By equivalent, we mean that an
optimal solution to this problem 1s also an optimal solution to

the slave (6.16).

The above optimization 1s exactly the relaxed form of
water-filling. If we were to 1gnore the PSD mask, the RA-
SCAWTF algorithm provides the basis for a closed-form solu-
tion. We now remind the reader of our previous develop-
ments—derivation of the SCAWF algorithm that
incorporates the PSD masks—resulting 1n an efficient itera-
tive solution to each slave problem.

We proceed by formulating an appropriate Lagrangian
dual problem, with a single multiplier 0, associated with the
maximum power constraint. It 1s straightforward to show that
the following solution results:

1N (6.22a)

= |6 +€5{Z P ﬂnaﬁ}

Pn(s—l—l) n{Lﬂ(n) ﬁ}
5%

where s 1s an 1teration counter and € 1s a sufficiently small
step-size; both are for notational purposes only (not required
1n practice).

Substituting (6.22) 1into (6.22a) reveals the simple form of

the Lagrangian dual problem: a one-dimensional search for
0¥, . At equilibrium, we have

§£5+l)

(6.22b)

S, -

or equivalently,

o} (6.23)
A

Hi= CLPR

2,

ne¢ CLP,

=B

where we have defined the set CLP, 2 {n:P,”*=[,,°“} that
represents the indices of all tones that are clipped to the PSD
mask at the optimal solution {P*,, 6*,}. Condition (6.23) is
most convenient: should the set CLPk be known, we can
compute the solution to the dual problem by rearranging
(6.23) to compute the optimum multiplier
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o (6.24)

2,

n¢CLP,

& — P;I([]_ax B Z LE(”) b
HECLPk

J

and subsequently, the power allocation by substitution nto
(6.22b),

v _ oy
H;j = < (PFEK— Z LE(H)] Zk

Hi= CLPk me CLPk

ne CLP,

. otherwise.

k

We will make use o1 (6.25) to find the set CLP, iteratively:
starting with CLP, we evaluate (6.25) to find a candidate
power-allocation. Should any of the resulting powers violate
their respective PSD constraint, the associated tone indices
are added to the set CLP, and the current PSD 1s not yet
optimal. This process 1s repeated until none of the allocated
powers exceed the PSD mask; the condition (6.25) 1s then
satisfied and the resulting power-allocation P, 1s indeed opti-
mal and solves the slave problem.

Mapping of Lagrange Multipliers

Although our developments have produced a simple and
ellicient algorithm to solve the slave, 1t does not produce the
required Lagrange multipliers n*, needed to solve the master
problem. Fortunately the optimal PSD P*, obtained from the
above procedure can be used to reverse-engineer these values.
This 1s possible because P*, 1s also optimal for the slave
(6.16), by 1ts equivalence to (6.21). To do so, we will make use
of the necessary KK'T conditions that any optimum solution
to the convex slave problem (6.16) must satisiy.

The KKT condition

(6.26)

tollows the stationary point of the Lagrangian (6.18) asso-
ciated with the slave (6.16).

Consider a PSD P*, resulting from the above procedure.
We remind the reader that it 1s both feasible and optimal for
the slave (6.16). One of the following situations applies:

1. All tones that are allocated nonzero powers are clipped to
their respective maximum level. Mathematically, this
corresponds the condition CLPk={n: P,”>0!}. In this
case, the maximum power constraint (6.16b) does not

come 1nto play (by feasibility of the PSD P*,) and we
can take A*,=0. It then follows from (6.26) that

I.LkH*:ﬂkH: ﬂzlp . N (627)

2. The maximum-power constraint is active. At least one of
the PSD constraints (6.16¢) must then be inactive. It
follows that n”* =0 for at least one tone m. The tone
index m can easily be found with a single-pass search of
the PSD P*_, allowing us to compute A*, ™, /P™*. This
value can then be used to retrieve all multipliers by way
of (6.26):
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My = o =P (6.28)
}:)E,Hd
=cy’ﬁ—cyfﬂm,n=l,... . N.

Solution Summary

We now summarize the results of this section. The SCAPE
algorithm begins by 1nitializing approximation vectors to the
so-called high-SWIR approximation, where all a”,=1 and
3", =0. Imtial PSD masks are set to the noise level, where all
L,77=0",

A solution to the associated two-level relaxation (6.15)-
(6.16) 1s then computed. This 1s done by fixing all PSD masks
L, then feeding each individual mask L, to one of the corre-
sponding K slaves. In 1solation, each slave k €[1,K] computes
a relaxed water-filling solution P*, under 1ts respective mask.
This 1s achieved by repeated computation of PSD update
(6.25) 1n unison with a clip set CLP, update until the feasible
solution P*, 1s found. This solution 1s used to find the asso-
ciated multipliers n*, with (6.27) or (6.28).

Having computed multipliers p=[u*,, n*,, . .., u*.] asso-
ciated with all slaves, subgradients are computed by the mas-
ter with (6.20) and are subsequently used to update all PSD

masks L. with the update (6.19).

The process just described 1s repeated until the PSD mask
levels converge to within a suitable tolerance, or a prescribed
number of repetitions D=1 are completed. At this point, a
tightening operation can be performed to update the approxi-
mation vectors with (6.12) and the entire process repeated
over again, until these vectors also converge.

Pertormance

In this section, we evaluate the performance of IWF under
a SCAPE mask design and continuous bit-loading. Perfor-
mance comparisons are made against SCALE and IWF with-
out spectral masks. Our evaluations consider the DSL net-
work topology for consistency, that 1s, VDSL over 26-AWG
(0.4 mm) lines with a coding gain of 3 dB and 6 dB noise
margin. ASNR-gap 1”,=12.8 dB results, associated with an
error probability of 10”’. Each modem has maximum trans-
mission power 11.5 dBm, and can transmit in both 1U and 2U
upstream bands (regional-specific band; former plan 998)
with amateur RF bands notched off. A DMT symbol rate of 4
kHz 1s assumed, with tone spacing ot 4.3125 kHz. Users are
subject to —140 dBm/Hz background noise and alien noises
corresponding to ETSI models XA {L,N}T.{A,D} as appro-
priate. The cross-gains G ;" are calculated without FSAN
combination of FEX'T sources, and using standard FEXT

models. (See FIG. 7)

We consider K=8 users, split mnto two equal groups of 4
users. The downstream topology of has a central office (CO)-
based group with 3 km loop lengths. A remote terminal (RT)
deployment 1s placed 2 km from the CO, with a RT-based
user-group further along, having 2 km loop lengths. The
upstream topology has the two user-groups connected to a
single CO, having loop lengths 01 0.5 km and 1.5 km respec-
tively.

We consider K=8 users, split mnto two equal groups of 4
users. The downstream topology of has a central office (CO)-
based group with 3 km loop lengths. A remote terminal (RT)
deployment 1s placed 2 km from the CO, with a RT-based
user-group further along, having 2 km loop lengths. The
upstream topology has the two user-groups connected to a
single CO, having loop lengths 01 0.5 km and 1.5 km respec-
tively.
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All results surrounding SCAPE are obtained by first
designing appropriate masks using the disclosed develop-
ments, then running IWF under these masks as a final step.
Due to the inherent symmetry 1n the channel models, the
resulting rates for users having equal loop lengths end up the
same. FIG. 7 then shows the rate-region between two users,
one from each user-group. We clearly see that the perfor-
mance of IWF can be significantly enhanced by a SCAPE
mask design. The SCAPE rate-regions are computed with
M=3 bands for the downstream and M=20 for the upstream
direction. We further discuss the reasons for this particular
selection below.

We now select specific points within the rate-region in
order to compare the algorithms 1n more detail. For the down-
stream, our selection corresponds to a 4 Mbps/user service on
CO-based loops. FIG. 8 shows the resulting PSDs for each
user. Of these results, SCALE provides the greatest total
network rate of 61.674 Mbps. Without masks, IWF achieves
a total network rate of just 42.412 Mbps. Making use of M=N
bands, SCAPE improves this to 61.453 Mbps—very close to
the SCALE result. (See FIG. 8)

While the respective PSDs 1n FIGS. 8aq and 85 have similar
form, they are not exactly the same. In particular, we observe
that the PSDs produced by SCALE have an increasing trend
betore the peak, whereas the PSDs resulting from SCAPE are
largely flat over the spectrum where the majority of power 1s
allocated. We emphasize that there 1s little disagreement
between the total network rates, despite these visible ditfer-
ences. This observation allows us to drastically reduce the
number o bands to just M=2 without any discernible sacrifice
in total network rate. FIG. 8¢ shows the associated PSD,
where the network rate 1s 61.422 Mbps—only marginally less
than with the case with unity band-sizes. These results are
important, as they validate the worst-case lower bound opti-
mization framework upon which SCAPE hinges.

We stress that this result was only possible by an appropri-
ate design of the two bands. In this case, the first band spans
the lower frequencies until approximately 600 kHz, where the
division of CO-and RT-based users occurs in the SCALE
result (and also the unity band-size SCAPE result of FIG. 85).
The second band spans all other higher frequencies. It turns
out that the location of this “cross-over point” changes with
the user priority-weights o and 1s precisely why M=3 bands
are used to produce the rate-region of FIG. 7a. We 1nclude a
third band, placed 1n between the two already described, to
cater for any slight variation 1n the location of the cross-over
point as the value m 1s swept to create the rate-region.

In general, 1t may be unclear how the pattern should be
designed. Should we wish to minimize the number of bands
utilized, we could construct another optimization problem to
guide our selection, although 1n this case, 1ts implementation
may be prohibitively expensive due to 1ts discrete nature. We
therefore suggest the following simple heuristic. First com-
pute a SCALE (or SCAPE with M=N bands) solution, then
devise a band pattern that would best quantize the shape of the
PSD, taking careful note of regions where a cross-over
between user PSDs occur—as illustrated in the example
above. Where such PSDs have an overly complex shape or
form, 1t may be best to just make use of a liberal number of
equally-spaced bands. This turns out to be a good approach
for the upstream scenario, as we next illustrate.

Our selection from the upstream rate-region corresponds to
a 500 kbps/user service on 1.5 km loops. FIG. 9 shows the
resulting PSDs. SCALE again performs best, with a total
network rate of 91.054 Mbps. Without masks, IWF performs
poorly with a total rate of just 25.417 Mbps. SCAPE again
improves the situation dramatically to achieve a network rate
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0190.511 Mbps utilizing a full set of bands M=N. The respec-
tive PSDs 1n FIGS. 9a and 95 are very nearly the same.

Observe that these PSDs have increasing density at the
higher frequencies on the shorter loops. Standard IWF fails to
pour any power into this region (see FIG. 94) since the chan-
nel gains are small in comparison with those at lower frequen-
cies and, by its very nature, IWF allocates power into the best
available channels first. This behaviour contributes greatly to
the poor performance of IWF, as compared to the SCALE
solution where the power allocation 1nstead amplifies 1n den-
sity with increasing frequency. To induce IWF into allocating
such an “unnatural” PSD shape, we require a large number of
bands, as compared to the downstream scenario described
above.

With M=20 bands, we can preserve this increasing density
at the higher frequencies, where we observe a “stair-case
elfect” associated with the 0.5 km loops around 10 MHz 1n
FIG. 9c¢. The total network rate of 90.084 Mbps that results 1s
only marginally smaller than what 1s obtained with unity
band-sizes.

It can therefore be seen that band preference has the poten-
tial to sigmificantly improve the performance of current-day
DSL networks that make use of water-filling, for example,
those that are based on the ADSL2 and VDSL standards.
Performance gains are realized by taming the selfish nature of
IWF through a PSD mask constraint, which 1s typically clus-
tered 1nto a number of bands for historical reasons of 1mple-
mentation complexity. These masks are passed to each
modem from a central SMC at mitialization, with further
updates possible on a periodic basis should line conditions
change significantly.

In general, the design of a suitable PSD mask 1s not easy.
Analysis 1s made difficult by the IWF procedure that couples
all users together. Nevertheless, trivial solutions were shown
to exist and a characterization given. For the special-case of
unity band-sizes, 1t was shown that the PSDs resulting from
the associated spectrum balancing problem—computed with
the SCALE algorithm for example—map directly onto mask
values. These masks induced the IWF procedure into produc-
ing the desired PSDs exactly and, 1n that special-case, subse-
quently rendered it superfluous, as the result was already
known.

For the general-case, a novel optimization framework 1s
proposed that decouples IWF users through a worst-case
design. Unlike an existing scheme based on ad-hoc methods,
our formulation provided a systematic approach to band
design that had the additional advantage of incorporating
other requirements—such as user priority-weights—with
ease. This formulation was also shown to be a natural one,
particularizing to the spectrum balancing result in the special-
case of unity band-sizes. Although our framework provided a
straightforward path for analysis, the resulting problem was
shown to be nonconvex and NP-hard.

Our proposed solution, named SCAPE, exploited underly-
ing convexities to relax the framework nto a sequence of
convex approximations. The sequence was noted to always
converge, doing so to a KK T-point that satisfies the necessary
condition for optimality. A low-complexity implementation
was provided, based on a two-level primal decomposition. In
the true spirit ol BP, a master problem determined the band
levels 1n direct response to the outcome of a number of 1nde-
pendent slave problems that each under took a relaxed water-
filling operation.

Numerical studies were shown to validate our worst-case
design approach, with SCAPE observed to improve IWF
performance to levels that approached that of SCALE. This
was demonstrated with as few as two bands 1n the down-
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stream direction, made possible by a judicious design of the
band pattern. On the other hand, a tenfold increase in the
number of bands was required in the upstream topology to
achieve near-optimal performance. These drastic differences
in the band pattern were noted to depend on the shape of the
PSDs resulting from spectrum balancing, where a good band
pattern was eflective 1n retaining a similar shape after IWF.

It should be understood that the above description 1s of a
preferred embodiment and included as 1llustration only. It 1s
not limiting of the invention. Clearly varniations of the method
of distributed spectrum management of digital communica-
tion systems would be understood by a person skilled 1n the
art without any inventiveness and such variations are included
within the scope of this invention as defined 1n the following
claims.

The mvention claimed 1s:

1. A method of determinming a spectrum management of a
digital communication systems having a plurality of commu-
nication lines on which signals are transmitted and received
with interference by respective users, the method comprising
the steps of:

a. determining a model of a defined digital communication
system with each communication line having a prede-
termined number and width of bands for each user’s
spectrum;

b. assessing the power levels within each band, for each
user, assuming a predetermined maximum interference
from other users:;

¢. undertaking an iterative feedback of assessment of each
band of each user to reassess the power levels within
cach band to a predefined optimised level and moditying
the model of the defined digital communication system:;

wherein the method provides an output having defined
assessed optimised levels for each band of at least a portion of
the communication lines of the defined digital communica-
tion system.

2. The method of
level 1s determined

claim 1 wherein the predefined optimised
by a predefined number of iterations.

3. The method of claim 1 wherein the predefined optimised
level 1s determined by a predefined accuracy.

4. The method of claim 1 wherein the predetermined maxi-
mum 1interference 1s determined by an expected interference
at a maximum power level.

5. A method for spectrum management of digital a com-
munication systems having a plurality of communication
lines on which signals are transmitted and received by respec-
tive users, the method comprising the steps of:

a. recerving mnformation about line, signal and interference
characteristics of a plurality of the communication lines
from a plurality of sources;

b. determining each user’s power spectrum categorised
into a number of bands:

c. determining constraints on power allocation of particular
plurality of the communication lines for each band of
cach user’s power spectrum by:

5. determining a model based on a predetermined num-
ber and width of bands for each user’s spectrum:;

11. assessing the power levels within each band, for each
user, assuming a predetermined maximum interfer-
ence from other users; and

111. undertaking an iterative feedback of each band of
cach user to reassess the power levels within each
band to a predefined optimised level;

d. placing constraints on power allocation of particular
plurality of the commumnication lines between respective
transmitter and receiver taking into consideration the
determined line, signal and interference characteristics
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of a plurality of the communication lines and consider-
ation of the determined constraints on power allocation
of the communication lines to allow required effective
data-rates for each of said respective users to be satisfied.
6. The method of claim 5 wherein the step of undertaking
an 1terative feedback of each band of each user to reassess the
power levels within each band to a predefined optimised level
includes moditying the model of the defined digital commu-
nication system.
7. The method of claim 5 wherein the determining of the
constraints uses decoupling of the iterative water filling.
8. The method of claim 5 wherein the determining of the
constraints uses optimisation techniques.
9. The method of claim S wherein the determining of the
constraints 1s determined by making use of a solution to the
following optimization:

w W
PL}DZ Ry, (Py, Ly oy, By)

s.t.Z [ A

H

P <™ Vi n

10. The method of claim 9 wherein the determining of the
constraints uses a two-level primal decomposition whereby a
master 1s responsible for band management, based on a
relaxed water-filling result of a number of independent slaves
and the slaves are responsible for obtaining power levels for
cach band associated with each user.

11. The method of claim 10 wherein the determining of the
master problem
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the band level alterations determined by
L D=f m) OO m(FE) ) (),
or alternatively 1n the untransformed space
Lkm(ﬁl):LLkm(s)ﬁXP(E(S)Ekm(i(s)nuk(sj))

where € is a step-size at (sub)iteration s and the m-th
subgradient E,” depends on the optimum Lagrange mul-
tipliers u associated with 1ts respective slave problem.
12. The method of claim 10 wherein the determining of the
slave problem to determine power level for each band of each
user uses:

max
(0=P2 L5 )

s.t.z P,

Z o logP? + B
< P,

and with feedback from optimisation techniques.

13. The method of claim 5 wherein the digital communi-
cation system 1s a DSL system.
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14. The method of claim 5 wherein the communication
lines 1s based on ADSL2 or VDSL.

15. The method of claim 5 wherein the step of placing
constraints on power allocation of particular plurality of the
communication lines imncludes sending a mask value of deter-
mined constraints to a modem to alter its power allocation on
the communication lines 1n one or more of said bands of one
Or mMore users.

16. The method of claim 5 wherein the step of placing
constraints on power allocation of a particular plurality of the
communication lines includes sending per-tone bit-loading
limits to a modem to alter power allocation on the communi-
cation lines 1n one or more of said bands of one or more users.

17. The method of claim 5 wherein the step of collecting
information about line, signal and interference characteristics
of the communication lines and iterative feedback from a
plurality of sources 1s coordinated by a spectrum manage-
ment centre.

18. The method of claim 5 wherein the step of placing
constraints on power allocation of particular plurality of the
communication lines includes placing a predetermined
welghting of power level on one or more user’s lines.

19. The method of claim 5 wherein the step of placing
constraints on power allocation of particular plurality of the
communication lines includes the process of:

1: Initialize all &, = 1, B\ = 0 (a high-SWIR approximation)
2: Initialize all PSDs P,{¥ = 0

3: Initialize all PSD masks to the noise level L, = [0,}, 0,2, . .
4: Initialize iteration counter t = 1

5: repeat

N
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-continued

6: Maximize: solve relaxation:

Pkn = Lk-:?(n): Vkp I1.
to give solution {P?, L = 0}
7: Tighten: update elements of o, * 1, B, * 1 using

Zo Z()
and S8 =log(l + zg) — 1520

log zg

atz, = SWIR,” (P,? L_,9)
8: Incrementt
9: until convergence.

20. The method of claim 5 wherein the power allocation
determination 1s translated into one or more spectral masks
that are consequently sent to a particular plurality of the
communication lines and where the step of varying power
allocation of said communication lines 1s then locally deter-
mined, where the power 1s locally controlled by the particular
plurality of the communication lines to be the required level it
less than the level indicated by the said spectral mask or 1s the
allocated maximum power level indicated by the said spectral
mask.
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