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APPARATUS AND METHOD FOR ADAPTIVE
3D ARTIFACT REDUCING FOR ENCODED
IMAGE SIGNAL

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application claims priority under 35 USC §119(e) of
U.S. provisional patent application 60/592,143, filed Jul. 30,
2004 and entitled “Apparatus and Method for Adaptive 3D

Artifact Reducing for Encoding Image Signal”, the specifi-

cation of which 1s hereby incorporated by reference.

FIELD OF THE INVENTION

The mvention relates to 1image 3D noise reduction tech-
niques primarily operable in real-time 1n an 1mage or a
sequence of 1images. More particularly, the invention relates
to adaptive 3D techniques for artifact reduction 1n Discrete
Cosine Transtform (DCT) based decoded image applications.

BACKGROUND OF THE INVENTION

Recently, many international standards for still image and
video compression such as the ITU-T H261, H263, H264 and

the ISO JPEG, MPEG-1, MPEG-2 standards have mainly
proposed the block based Dlscrete Cosine Transform (DCT)
as a possible compression technique.

At low and moderate bit rates, block-based DCT coding
artifacts become perceptible. Such artifacts are known as
mosquito noise or ringing noise occurring around edges
within an 1mage or near a smooth zone as well as the blocking
elfect. For still pictures or still parts of image, the blocking
elfect 1s dominant and visible in smooth regions. For dynamic
video sequences and 1n high resolution large screen display,
mosquito noise can become evident for the human vision
system (HVS).

There are many existing techniques for blocking effect
reduction. In H. Reeve and J. Lim, “Reduction of blocking
elfects 1n 1image coding”, Optical Engineering, vol. 23, Janu-
ary/February 1984, pp. 34-37, the authors teach the system-
atical use of low-pass filters applied at block boundary. Low
pass filtering 1s utilized also 1n U.S. Pat. No. 5,850,294 to
Apostolopoulos et al. for blocking artifact reduction pur-
poses. However, the blocks that potentially exhibit block
artifacts are detected 1n the DC'T domain and low-pass filter-
ing 1s applied only for the distorted blocks. In B. Ramamurthi
and A. Gersho, “Nonlinear Space-variant post processing of
block coded images”, IEEE Transactions on Acoustics,
Speech and Signal Processing, vol. ASSP-34, October 1986,
pp. 1258-1268, the proposed adaptive filtering 1s based on the
detection of edge orientation at each block boundary pixel.
Many authors, as 1n, for instance, A. Zakhor, “Iterative Pro-
cedure for Reduction of Blocking Effects in Transform Image
Coding”, IEEE Transactions on Circuits and Systems for
Video Technology, vol. 2, No. 1, March 1992, pp. 91-95, have
proposed various multi-pass procedure techniques for this
purpose. The iterative techniques can provide potentially a
higher performance than the non-1terative ones, but are less
attractive for real time processing.

Moreover, 1n existing techniques, the block localization 1s
assumed to be known. This assumption 1s valid when the
block correction 1s applied directly after the compression
decoder. However, for home theater applications, the artifact
correction can be everywhere from the decoder output to the
final displayed image. In such situation, the considered image
can be partially cropped or modified by various manipula-
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tions or even by analog conversion. The block position can
thus be changed 1n respect to the image borders.

For mosquito noise artifact reduction (MNR), 1n U.S. Pat.
No. 35,610,729, Nakajima teaches an estimation of block
mean noise using the quantization step and the I, P, B coding
mode when these data are available from the compressed bit
stream. Nakajima teaches also the use of the well-known
Mimimum Mean Square Error (MMSE) filter proposed origi-
nally by J. S. Lee 1n “Digital image enhancement and noise
filtering by use of local statistics”, IEEE Transactions on
PAMI-2, March 1980, pp. 165-168, for artifact reduction.
However, in many applications, the quantization step or the
coding mode 1s not necessary known or accessible. Moreover,
while the Mimmmum Mean Square Error filter 1s efficient for
edge reservation, it 1s not necessary for noise reduction near
an edge. Mosquito Noise 1s a compression noise around
edges.

In U.S. Pat. No. 5,754,699, Sugahara discloses a similar
approach by using block quantization step size information
for noise power estimation and an empiric coring technique
for artifact filtering.

Also for MNR, 1n U.S. Pat. No. 5,850,294, Apostolopoulos

et al. disclose a filtering on the true non-edge pixels within
blocks containing edge pixels rather than smoothing the edge
pixels, to avoid eventual blur and picture sharpness loss due to
true edge filtering. However, the filtering technique for non-
edge pixels 1s not clearly specified.

In a same manner, 1n U.S. Pat. No. 5,852,475, Gupta et al.
apply separable low pass filters only on portions of an image
that are not part of an edge and are not part of areas of texture
or fine detail. The proposed post processor contains also a
temporal digital noise reduction unit for noise tlicker reduc-
tion and a look up table based shape adaptive window for
reliable filtering on edge and texture. For the chrominance
signals Gupta et al. teach the use of simple low pass filtering.
U.S. Pat. No. 5,920,356 to Smita et al. 1s an ameliorated
version of U.S. Pat. No. 5,852,475 1n which the filtering 1s

controlled by a coding parameter of the replenished macro-
blocks.

In U.S. Pat. No. 6,064,776 to Kikuchi et al., 1n a similar
manner, a given block 1s classified according to whether 1t 1s
considered part of a flat domain or not. If a block 1s considered
as part of a flat domain, block pixel correction 1s then given by
an AC component prediction technique.

In U.S. Pat. No. 6,188,799, Tan et al. teach the use of
separable low-pass filtering, when block boundaries are
located, for a serial reduction of blocking effect and then,
mosquito noise. For detected blocking effect, the pixels are
firstly corrected by a proposed modified version of bilinear
interpolation and secondly, by a mean value of homogenous

neighboring pixels within the quantization step size.

In U.S. Pat. No. 6,304,678 B1, Yang et al. teach the use of
iterative pixel clustering technique 1n a shiding window and
the artifact correction mainly based on maximum likelihood
estimation. There 1s no discussion about real-time processing.

In PCT Application No PCT/CA02/00887, an adaptive
spatial MNR has been proposed. The temporal dimension
important for some artifact flickering 1s not considered by the
application. The blocking detection and correction are not
also considered.

SUMMARY OF THE INVENTION

The present mvention provides an apparatus and method
for efficiently reducing noise or artifact in a block-based
decoded 1image signal.
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According to an aspect of the present invention, there 1s
provided an apparatus for reducing noise 1 a block-based
decoded 1image signal including a luminance component. The
apparatus comprises a noise power estimator responsive to
said luminance component in a same frame of said image
signal to classify the luminance pixel 1 a selected one of a
plurality of predetermined 1mage region classes associated
with distinct image region spatial characteristics and to gen-
erate a corresponding selected region class indicative signal.
The said noise power estimator further comprises a shape-
adaptive luminance noise power estimator responsive to said
luminance component and said selected region class 1ndica-
tive signal for estimating statistical characteristics of said
luminance pixel by using local window segmentation data
associated with the luminance pixel, to generate a corre-
sponding luminance noise power statistical characteristics
indicative signal. Convemently, the distinct image region spa-
t1al characteristics include edge, near edge flat, flat and tex-
ture spatial characteristics. The noise power estimator com-
prises a shape-adaptive chrominance noise power estimator
responsive to said chrominance components for estimating,
statistical characteristics of first and second chrominance pi1x-
els associated with said luminance pixel by using local win-
dow segmentation data associated with each said chromi-
nance pixel to generate a corresponding chrominance noise
power statistical characteristics indicative signal. The appa-
ratus comprises further a minimum output variance temporal
noise reducer and a spatial noise reducer for filtering said
luminance and chrominance components according to said
luminance and chrominance noise power statistical charac-
teristics indicative signal. The said temporal noise reducer
can be region-based varying or simply stationary for the
whole 1image. The said temporal filter comprises further con-
text-based soit motion detection for minimizing motion blur
artifact. The said spatial noise reducer based on minimum
mean squared error can be utilized shape adaptive windowing,
technique or region adaptive facet model parameters calcula-
tion. The apparatus further comprises a block localizer
responsive to said luminance component for determining
block position 1n a frame of said image. The said block local-
1zer working on signal domain utilizes line matched filter and
histogram analysis for block detection. The apparatus further
comprises a blocking artifact reducer for said luminance and
chrominance components. Blocking artifact reducer com-
prises edge-based filters for said luminance, horizontal and
vertical filters for chrominance components. Blocking arti-
fact reducer comprises also high frequency region detector
for avoiding possible high frequency artifacts. Finally, the
apparatus further comprises an optional detail enhancer for
said luminance component. The said detail enhancer adap-
tively enhances the luminance signal differently 1n each of
eight (8) principal directions.

According to a further aspect of the present invention, there
1s provided a method for reducing noise in a block-based
decoded image signal including a luminance component. The
method comprises the steps of: 1) noise power estimation
according to a corresponding luminance pixel spatial context
in a same frame of said image signal to classify the luminance
pixel 1in a selected one of a plurality of predetermined image
region classes associated with distinct image region spatial
characteristics and to generate a corresponding selected
region class mndicative signal; 11) estimating, from said lumi-
nance component and said selected region class indicative
signal, statistical characteristics of said luminance pixel by
using shape-adaptive local window segmentation data asso-
ciated with the luminance pixel, to generate a corresponding
luminance noise power statistical characteristics indicative
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signal; and 111) spatio-temporal filtering said luminance com-
ponent according to said luminance noise power statistical
characteristics indicative signal. Conveniently, the distinct
image region spatial characteristics include edge, near edge
flat, flat and texture spatial characteristics. Preferably, the
block-based decoded 1image signal further includes first and
second chrominance components and, method further com-
prises the steps of: 1v) estimating, from said chrominance
components statistical characteristics of first and second
chrominance pixels associated with said luminance pixel by
using shape-adaptive local window segmentation data asso-
ciated with each said chrominance pixel to generate a corre-
sponding chrominance noise power statistical characteristics
indicative signal; and v) spatio-temporal filtering each said
chrominance components according to said corresponding
chrominance noise power statistical characteristics indicative
signal.

According to a further aspect of the present invention, there
1s provided an apparatus and method for post-processing a
decompressed 1mage signal to reduce spatial mosquito noise
and blocking artifact therein. In particular, the post processor
calls for an 1image multiple region segmentation, region noise
power estimations for respectively luminance and chromi-
nance signal components, and their associated adaptive noise
corrections.

In segmenting an 1mage nto regions, the iventive appa-
ratus and method employ edge/no-edge detectors and simple
binary consolidation operators to classily and reinforce
detected Edge (E), Near-Edge-Flat regions (NEF), Flat
regions (F), and finally Texture (T) regions. The preferred
segmentation 1s based essentially on the following observa-
tions: First, almost strong mosquito noise 1s found in NEF
regions; second, some important noise 1s also noticeable 1n
picture edges; third, texture masks mosquito noise; and
fourth, any excessive filtering 1n texture or flat regions will
degrade eventually fine signal details.

In estimating local noise power of the luminance compo-
nent of the 1mage signal, the apparatus and method consider
the diagonal high frequency component of the decoded
image. The local noise power estimator comprises a local
variance calculator that considers only local similar pixels to
the current one, a look up table (LUT) for a conversion from
observed diagonal high frequency component power to
equivalent additive noise power. The noise power estimator
also comprises a noise power weighting for each classified
region and finally a low-pass filter for smoothing the variation
of estimated local noise power between regions. Thus, the
proposed method permits different smoothing degree for
cach segmented region and region transition to ensure result-
ing 1image quality.

For noise correcting, the proposed apparatus and method
are based on: 1) minimization of the output noise variance for
the temporal filter; 11) a shape adaptive local segmented win-
dow that considers only the similar intensity pixels to the
current one for the local mean and local standard deviation
estimations. For reliable window segmentation, a two-dimen-
sional (2D) low pass filter 1s preferably required for the local
adaptive windowing. The noise corrector further comprises a
gain calculator 1n order to minimize the Mean Square Error
(MMSE) for given local signal mean, local signal power and
local additive noise power. The combination of local shape
adaptive windowing and Minimum Mean Square Error con-
stitutes a noise corrector working on all of the above-cited
classified regions.

It 1s worthwhile to mention that the proposed mosquito
noise filtering also partly reduces the blocking effect.
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From another broad aspect of the present invention, there 1s
also provided an adaptive apparatus and method for noise
power estimation and noise correction for the chrominance
components which are severely damaged at low bit rate 1n a
decoded video signal. In estimating local noise power 1n each
chrominance component, the proposed method 1s similar to
luminance component processing. However, in the chromi-
nance case, the region classification 1s not required. In other
words, there 1s only a single region for the whole image. For
noise correcting of the chrominance component, the above
luminance-based shape adaptive windowing and the Mini-
mum Mean Square Error techmique are both utilized 1n a
similar manner to the luminance case. Considering the
chrominance-sampling rate requires the use of suitable inter-
polation and decimation techmques for the chrominance sig-
nals.

According to another aspect of the invention, there 1s pro-
vided a method for reducing artifact in a DCT-based decoded
image, the method comprising associating each pixel of a
plurality of pixels defining the 1mage to corresponding image
region having distinct spatial characteristics, estimating arti-
fact statistical characteristics of each of the pixel using the
associated corresponding image region and performing a
tempo-spatial filtering of each of the pixels using the artifact
estimated statistical characteristics of the pixel, whereby the
filtered pixels produce the image having reduced noise or
reduced artifact.

According to another aspect of the invention, there 1s pro-
vided a method for reducing artifact in a DCT-based decoded
image, the method comprising associating each pixel of a
plurality of pixels defining the image to corresponding image
region having distinct spatial characteristics, estimating arti-
fact statistical characteristics of each of the pixel using the
associated corresponding image region, performing a filter-
ing of each of the pixels using the artifact estimated statistical
characteristics of the pixel, whereby the filtered pixels pro-
duce the image having reduced noise or reduced artifact; and
correcting the filtered pixels against artifact related to a com-
pression technique used for encoding said image.

According to another aspect of the invention, there 1s pro-
vided an apparatus for reducing artifact in a DCT-based
decoded 1image, the apparatus comprising a noise estimation
unit for providing artifact statistical characteristics of each
pixel of a plurality of pixels defining the 1mage, wherein the
artifact statistical characteristics of each pixel are estimated
by associating to a given pixel a corresponding given image
region having distinct spatial characteristics and a tempo-
spatial filtering unit receiving the artifact statistical charac-
teristics of each pixel and filtering the pixel accordingly to
provide a temporally-spatially filtered signal.

BRIEF DESCRIPTION OF THE DRAWINGS

Embodiments of the present invention will be now
described with reference to the accompanying drawings, 1n
which:

FIG. 1 1s a block diagram of an preferred embodiment of a
mosquito noise reducing apparatus;

FIG. 2 1s also a block diagram of another embodiment of a

mosquito noise reducing apparatus;
FIG. 3 1s a block diagram of an embodiment of a noise

power estimation unit;

FI1G. 4a 1s a block diagram of an embodiment of a temporal
filter for noise reduction with soft motion detection;

FI1G. 4b 15 a block diagram of one embodiment of a tem-
poral filter coellicient calculation with embedded motion
estimation;
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FIG. 5 1s a block diagram of an embodiment of a shape
adaptive window spatial noise reducer;

FIG. 6 1s a block diagram of one embodiment of a block
detection and localization unit;

FIG. 7a 1s a block diagram of one embodiment of a block
artifact reducer;

FIG. 7b 1s a block diagram of one embodiment of a line
direction detector, part of blocking artifact reduction;

FIG. 8 1s a block diagram of an embodiment of an optional
detail enhancer block correction:

FIG. 9 illustrates sixteen curves stocked 1n a lookup table
(LUT) for converting diagonal high frequency local standard
deviation signal into local standard deviation of MPEG arti-
facts’ equivalent additive noise;

FIG. 10 1s a block diagram of an embodiment of a region
adaptive facet model spatial noise reducer.

DETAILED DESCRIPTION

Referring now to the drawings, FIG. 1 represents a block
diagram of an embodiment of a MPEG noise reduction appa-
ratus MNR2 10 in accordance with the invention.

The MNR2 apparatus 10 recerves two main system inputs.
The first received input 101 1s an 1image video signal compris-
ing luminance Y and chrominance Cr/Cb components. For
simplicity purpose, FI1G. 1 1llustrates only a video input sig-
nal.

The skilled addressee will understand that, except different
indications, such system components may be implemented 1n
a time sharing manner or 1n parallel as 1t 1s well known 1n the
art.

The second mput corresponds to a user correction level
which 1s applied at input 106.

The user correction level at input 106 may represent, for
instance, an intensity of noise correction or, 1f possible, cod-
ing transmission rate. In a preferred implementation, this user
correction level input 1s controlled by an end-user 1n a heu-
ristic manner.

The Mosquito Noise Reducer apparatus 10 comprises a

Noise Estimation (NE) unit 117, a Temporal Filter (TF) 103,
a Spatial Noise Reducer (SNR) 111, a Block Localization
Unit 102, a Block Artifact Reducer (BAR) 113 and an
Optional Detail Enhancer 115.

The Noise FEstimation unit 117, described 1n detail below
with reference to FIG. 3, recetves the video mput 101 and the
user correction level 106 and generates noise power estima-
tions at each pixel. The noise power estimations 108 and 107
are provided respectively to the Temporal Filter (TF) 103 and
to the Spatial Noise Reducer 111.

The Temporal Filter 103 determines 1ts optimum filter
coellicient 109 which 1s sent back in turn to the Noise Esti-
mation unit 117 1n order to establish a residual noise power
107 for the Spatial Noise Reducer 111.

The Noise Estimation unit 117 recerves also Offset x 104
and Offset v 105 from the Block Localization Unit 102 for
correctly segment the Near Edge Flat region which will be
described below 1n FIG. 3.

It will be appreciated that in the case where the apparatus 1s
placed immediately after a compression decoder, the Block
Localization Unit 102 may not be required since for in this
case the Offset x and the Offset v are both known equal to
Zero, 1.€., no offset in accordance with image borders.

The Temporal Filter 103, described 1n detail below with
reference to FIGS. 4a and 4b, recerves the video input signal
101 and the region-based noise power estimation signal 108
and generates the optimum filter coefficient 109 and a tem-
porally filtered 1image 110. The optimum filter coetlicient 109
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1s applied to the Noise Estimation unit 117. The temporally
filtered image 110 1s sent 1n turn to the Spatial Noise Reducer
111.

The Spatial Noise Reducer 111, described 1n details below
with reference to FIG. 5, receives the temporally filtered
image signal 110 and the spatial noise power estimation sig-
nal 107 and performs a Minimum Mean Squared Error filter-
ing for spatial compression artifact reduction. The resulting
image (also referred to as spatio-temporally filtered 1image)

112 1s sent to the Block Artitact Reducer 113.

It 1s worthwhile to note that temporal and spatial noise
filtering reduce partially the compression blocking effect.

The Block Localization Unit 102, described 1n detail below
with reference to FIG. 6, receives the luminance input image
101 and determines the horizontal (Offset x) and vertical
(Oflset v) offsets 104 and 103 respectively and sends these
signals to the Noise Estimation umt 117 and to the Block
Artifact Reducer 113. It 1s important to note that for economic
and low latency purposes, the detected oifsets 1in the current
frame are applied for the next frame in supposing the same
olfsets between two consecutive frames.

The Block Artifact Reducer 113, described in details below
with reference to FIG. 7a, receives the spatio-temporally
filtered 1image 112 and the offset value signals 104 and 1035
and estimates edge directions, to determine block border pix-
¢ls and to suitably apply filtering for blocking artifact reduc-
tion.

The resulted 1mage 114 1s provided to the Optional Detail
Enhancer 115. It 1s worthwhile to mention that edge direction
filtering 1s applied for the luminance video component.
Meanwhile, only stmple horizontal or vertical filters are used
for Cr and Cb components.

The Optional Detaill Enhancer 115, described 1n details
below with reference to FIG. 8, receives the filtered image
114 and provides a final enhanced image 116 without
enhanced high frequency alias.

Now referring to FIG. 2, there 1s illustrated 1n block dia-
gram another embodiment of a mosquito noise reducing
apparatus (also referred to as MNR2-S).

Except few differences which will be described 1n detail
below, the mosquito noise reducing apparatus MNR2-S 1s
similar to the previously described mosquito noise reducing
apparatus 10 shown i FIG. 1.

More precisely, a first difference 1s the temporal filter input
208 of noise variance signal which 1s now controlled by an
end-user 1n contrast to the feedback signal 108 provided by
the Noise Estimation unit 117. In another word, the temporal
filter 103’s functionality 1s now independent of the segmen-
tation-based noise estimation.

It 1s worthwhile to note that 1n such case the temporal filter
103 becomes a temporal dynamic noise reducer for indepen-
dent random noise and the spatial filter SNR 1s reserved
therefore for coding artifact noise.

A second difference 1s the Noise Estimation unit input 110
which 1s now provided by the temporal filter 103. Meanwhile,
in F1G. 1, the Noise Estimation unit 117 receives directly the
video mput 101. In the former case, with temporally filtered
image mput 110, the Noise Estimation unit 117 does not
require furthermore the temporal filter coefficient signal 109
in order to estimate residual noise power.

The skilled addressee will appreciate that the purpose of
these modifications 1s essentially to reduce some delay lines,
not shown 1n the figures, required for hardware implementa-
tion.

Referring now to FIG. 3, there 1s illustrated 1n block dia-
gram an embodiment of the Noise Estimation unit 117.
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The Noise Estimation unit 117 comprises an Image Seg-
mentation unit 300, a Noise Measurement unit 320, a Noise
Weightings unit 340 and a Noise Estimation for Chrominance
unit 360.

The Image Segmentation unit 300 i1s necessary only for
luminance component of the video signal. It will be appreci-
ated that the Image segmentation for chrominance compo-
nents Cr and Cb 1s not required.

The Image Segmentation unit 300 receives a luminance
component signal 301 of the video mput signal 101 or the
temporally filtered video signal 110 in accordance with the
mosquito noise reducer 10 disclosed in FIG. 1 or the mosquito
noise reducer 12 disclosed in FIG. 2. The luminance compo-
nent signal 301 1s sent to an Edge Detector 302 and to a Strong
lexture Detector 304.

It will be appreciated that there are many techniques to
conceive an edge detector. However, for Mosquito Noise
purpose, it has been contemplated that 1t 1s necessary to detect
only strong edges. The implemented Edge Detector 302 com-
prises a low pass {ilter, for some noise robustness, followed
respectively by 4 parallel Sobel gradient compasses, a sum-
ming of absolute values, a threshold detector and some con-
text-based binary filtering for removing 1solated pixels or for
reinforcing missed detected edges. The skilled addressee will
understand the Edge Detector description.

The Edge Detector 302 provides at its output 303 a detected
Edge (E) map signal. The detected Edge (E) map signal 1s
provided to a Block Extension 305, to a negative mput of
gates 307, 313 and 315 and finally to a correction map 316.

The Strong Texture Detector 304 1s composed 1n series of
Low pass filter, Sobel gradient compasses, Absolute values,
Maximum detector, Threshold detector and some context-
based binary filtering for removing 1solated pixels or for
reinforcing broken detection. The Strong Texture Detector
304 output signal 312 1s applied now to the non negative input
of the gate 313. The latter realizes detected texture (1) signal
314 as detected strong texture 312 but not edge 303. It might
require a context-based binary filter, not shown, placed
directly after the gate 313 1f the gate output signal still con-
tains 1solated or broken detection. The detected texture signal
(T) 314 1s applied 1n turn as mput to the NOR gate 315 and to
the correction map 316.

The NOR gate 315 1s used for Flat (F) region detection
considered as not texture (1) and not edge (E). The NOR gate
315 output 311 1s provided to the correction map 316.

The previously described Edge (E) signal 303, together
with the two block offset values 104 and 105 are applied to the
Block Extension 305. Within a compression block with
appropriate olfset values, 1f there 1s a detected Edge pixel
Block Extension will consider the block as Block Edge. The
block extension output 306 1s provided to the positive input of
the gate 307 which defines Near Edge (NE) region signal 308
as Block Edge but not Edge. The Near Edge (NE) region
signal 308 and the Flat (F) signal 315 are combined together
with an AND gate 309 to provide a Near Edge and Flat (NEF)
signal 310. The Near Edge and Flat (NEF) signal 310 1s
provided to the Correction Map (CM) 316.

It 1s worthwhile to mention that most of mosquito noises
are found 1n Near Edge and Flat (NEF) and Edge (E) regions.

Usually, Block Extension 1s of dimension 8x8 for the pro-
gressive luminance signal or 4x8 (4 linesx8 columns) for
interlaced luminance signal. However, for practical purposes
and for a better correction, block extension sizes may be set
wider than usual to reach dimensions such as 8x10 or 4x10.

-

The Correction Map 316 receiving the 4 input signals
(NEF), (E), (F) and (T) 1s used to solve any eventual ambi-
guity in the above segmentation. The Correction Map 316
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performs the final segmentation defined with the following
priorities for each pixel (E)>(NEF)>(F)>(T). The correction
map output signal 317 1s provided to the Noise Weighting sub
module 340 1n order to establish the noise level to be consid-
ered.

Prior to performing noise weighting, 1t 1s necessary to get
first a Noise Measurement for each considered pixel. The
Noise Measurement unmit 320 1s provided for that purpose.
The Noise Measurement unit 320 receives the luminance
component 301 of the video signal to provide estimated local
compression noise power. In order to reduce true signal varia-
tion effects, the proposed Noise Measurement unit 320 uses a
diamond high pass filter 321 applied on the luminance signal
mput Y 301 to extract only diagonal high pass component.
The high pass filter impulse response 1s given as follows:

0 0 -1 0 0O
0 -2 -8 =2 0
hplc, n=-1 -8 4 -8 -1 /64.
0 -2 -8 =2 0
0 0 -1 0 0

The diamond filter output 322 is provided to a standard devia-
tion estimator 323 which recerves also the two iputs 329 and
328 respectively for w,; and N defined 1n details below.

The signals 329 and 328 respectively for w;; and N, pro-
vided from a Shape Adaptive Window 330, are defined as:

Let (c,r) be the current pixel coordinates. Let (1,)) be the
relative coordinates of a pixel 1n the rectangular window of
s1ze N_ by N around the current central pixel. Shape adaptive
windowing vields a binary value for the pixel (1,1) using the
following expression:

{

1, 1t |ip(Yy(c, r) = Ip(Y(c, r))| < Threshold
{Urj(ﬂ', F) = 3

0, else

and N = Nlc, r) = Z w;i(c, r).

1, f

In the above equation Y(c.r) 1s the current luminance nput,
Y, (c,r) 1s the luminance at the relative coordinates (1)) in the
window centered around the current pixel (c,r). Y(c.r) 1s
clearly Y 5o(c.r). And Ip(Y,(c,r)) denotes the low pass filter
output 332 at the relative coordinates (1,1) 1n the current win-
dow centered at (c,r).

The presence of the low pass filter 327 for robustness
against noise 1s important for the followed local segmentation
Shape Adaptive Window 330. Many low pass filters are pos-
sible. In one embodiment, the low pass filter impulse response
1s g1ven by:

Ip(c, =17

7
7|/ 64

10

15

20

25

30

35

40

45

50

55

60

65

10

The skilled addressee will appreciate that this 1s simply a
modified low pass mean.

The local standard deviation estimator 323 of the high
frequency signal 1s estimated by:

sir(c. 1) = (1/N(e. 1) ) wy-|hp(Yy(e, r)].
L1

in which hp(Y,(c,r)) denotes diamond filter output 322. Since
shape adaptive windowing 1s relatively of small size, S lines
by 11 columns 1n the proposed implementation, the hardware

division by N(c,r) can be done by a small look up table, not
shown.

It may be worthwhile to note the following relationship
between the true variance and the absolute deviation:

Ozkf(c, r)zC-szhf(c, ¥)

where C 1s a scaling constant depending on signal distribu-
tion. The scaling constant C can be absorbed 1n subsequent
operations.

Standard deviation estimator output 324 1s sent now to
Lookup table 325 which also receives as mput User Correc-
tion Level 331. The Lookup table 325 1s pre-calculated look
up table to convert the previously defined local standard
deviation 324 s,, (c,r) of high frequency signal into the local
standard deviation of MPEG artifacts’ equivalent additive
noise. The content of the Lookup table 325 1s selected by the
mode value and the selected Lookup table 3235 has been
obtained from extensive testing of various MPEG bit rates on
many video sequences. The Lookup table 325 output 326
provides the local standard deviation of MPEG artifacts in
terms of equivalent additive noise. In the current implemen-
tation, 16 user-controlled levels 331 corresponding to 16
Lookup table curves illustrated in FIG. 9 are provided.
Lookup table output 326 1s provided to the Noise Weighting
sub module 340.

The Noise Weighting sub module 340 comprises Segmen-
tation-based Weightings 341 to provide local noise variances
for both temporal and spatial filtering in the case of the
embodiment of the mosquito noise reducer shown in FIG. 1,
or only local noise variance for spatial filter in the case of the
embodiment of the mosquito noise reducer shown 1n FIG. 2.

The Segmentation-based Weightings 341 recetves together
the local standard deviation 326 and the correction map signal
317. The Segmentation-based Weightings 341 performs a
welghting on the standard deviation 326 in function of the
correction map signal 317:

Let o(c,r) be the estimated local noise standard deviation

326. The region-based local noise standard deviation o, Ac,r)
342 for temporal filter 103 1s defined by

O, c,¥)=0(c,r) Temporal-Region-factor.

Similarly, for spatial filter 111, the region-based local noise
standard deviation o, J{c,r) 346 1s written as

O, (c,7)=0(c,7)-Spatial-Region-factor.

It will be appreciated that the Region-factor may depend on
the mosquito noise reducer provided (1.e. the one disclosed in
FIG. 1 or the one disclosed 1n FI1G. 2). In fact, Region-factors
are parameters allowed to the designer’s discretion. In the
proposed implementation, Region-factors are resumed in the
following table:
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Configuration Region Temporal Filter Spatial Filter

Mosquito Noise  Edge (E) 32/32 38/32

Reducer disclosed Near Edge Flat (NEF) 32/32 38/32

in FIG. 1 Flat (F) 16/32 12/32
Texture (T) 2/32 2/32

Mosquito Noise  Edge (E) - 34/32

Reducer disclosed Near Edge Flat (NEF) — 34/32

in FIG. 2 Flat (F) — 0/32
Texture (T) — 0/32

Moreover, 1n order to reduce the halo artefact for different
levels of correction, low pass filtering 343 and 347 on stan-
dard deviation images are recommended. In the current
implementation, the following low pass filter 1s used before
the squaring processes 3435 and 349:

1 4 6 4 1
2 8 12 8 2
1 4 6 4 1

Ip(c, r) =

/64

The squaring 345 output 108 corresponding to the esti-
mated local noise variance to be processed 1s provided to the
Temporal Filter 103 for the Mosquito Noise Reducer dis-
closed in FIG. 1. For the Mosquito Noise Reducer disclosed
in FIG. 2, low pass filter 343 and squaring 345 are not nec-

essary.

Meanwhile the squaring 349 output 350 1s provided to the
multiplier 351 to adjust residual noise variance 107 for the
Spatial Filter 111. The other input 352 of the multiplier 351 1s
a coelficient p defined by selected configuration shown 1n

FIG. 1 or FIG. 2 and provided by the Temporal Filter 103.

Let b, 109 be the temporal filter coetficient provided by the
Temporal Filter 103. The coetlicient 3 352 1s given by the
followings:

1, tor NEF 1n MNR -2
by,
1, m MNR2 -S

B = for other regions in MNR -2

The above expression can be realized with the multiplexer
353 which recerves also as inputs the output 317 of the cor-
rection map 316 and Selection of MNR2/MNR2-5 355. In the
case of the mosquito noise reducer shown 1n FIG. 2, the
multiplexer 353 and the multiplier 351, 1n dash, are not
required.

For chrominance components, the noise estimation for
chrominance sub module 360 1n FIG. 3 1s much simpler with
no required segmentation. In 4:2:2 sampling pattern, the
noise estimation for chrominance sub module 360 receives
two multiplexed chrominance components Cr and Cb at the
input 361. For reducing the true signal variation, the multi-
plexed components Cr and Cb are sent to a diamond shape

high pass filter 362.

The latter impulse response for multiplexed signals 1s
given by:
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"0 0 0 0 -10 0 0 0°
0 0 20 —80 -2 0 0
Ch hp(c,)=|-1 0 -8 0 44 0 -8 0 -1 /64
0 0 20 -8 0 -2 0 0
00 0 0 -10 0 0 0

The filter output 363 1s provided to Standard deviation
estimator 364 which receives also two other inputs 373 and
3775 respectively for w,;, and N,

Within a considered window centered at the coordinates
(¢,r), binary value signal w.,(c,r) 373 1s determined by
co-sited phase down sampler and hold 372. The down sam-
pler and hold input is the corresponding binary signal m,(c.r)
329 1n the luminance case. N, (c,r) 375 1s the number of
W,;;c5(C,r) m the considered window. N, 1s provided by
counter 374.

For example, 11 the size of a considered window for lumi-
nance component or for multiplexed chrominance compo-
nents 1s S lines by 11 columns, then the effective window for
cach chrominance component 1s 5 lines by 5 columns. The

co-sited phase down sampling and hold of the luminance
window w,; 1s equivalent to multiply element by element the
window w,; by the following sampling matrix

oo T ol Y o N ofie TR e

= o O O O
S T o o T e T e

oo T et Y ot Y e TR oo
S T o o T e T e

= o O O O

when the central element at the coordinates (c,r) corre-
spond to the luminance co-sited phase in standard sampling,
pattern 4:2:2. The resulted window ;;, 1s hold for the next
non co-sited phase. It will be therefore appreciated that it 1s
the same window for each chrominance component.

In 4:4:4Y,Cr,Cb sampling pattern, the chrominance com-
ponents are considered separately. Each chrominance com-
ponent 1s applied to a diamond shape high pass filter identical
to the luminance one. However, the utilized window for
chrominance components ®,,, 1s the same luminance win-
dow w,; previously described.

The local standard deviation estimator 364 of the high
frequency signal provides, 1n 4:2:2 sampling, multiplexed
S50 and s, .-, signal 365 which are defined by

scrle, 1) = (1/ Newle, 1) ) @yicn - | hp(Cr(e, r)
L7

Surcp(c, 1) = (1 / Neyle, F))Z wijcn - |AP(Chyi(c, 1)),
L

in which multiplexed hp(Cr,(c,r)) hp(Cb,(c,r)) denotes
diamond {filter output 363. Since eflective shape adaptive
window 1s relatively of small size, 5 lines by 5 columns 1n the
proposed implementation, the hardware division by N, (c.r)
can be done by a small look up table (not shown).

Similar to the luminance case, the output 3635 of Standard
deviation Estimator 364 1s applied to Lookup table 366 which
combines also with User correction level signal 331 to pro-
vide estimated local standard deviations o (c,r) and o, (c.r)
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signal 367. The Lookup table 366 1s the same Lookup table
325 for luminance component.

The standard deviations signal 367 1s provided to low pass
filter 368 to reduce eventual halo effect. For multiplexed

signal 367, the low pass impulse response 1s given by the
followings:

1 040 6 040 1
2 0 8 0 12 0 8 0 2

1040 6 0401

/64.

lpeple, r) =

Low pass filter output 369 1s provided to squaring operator
370 to provide variance signal 371 o° ... and 0° ., for
chrominance part of the Spatial Mosquito Noise Reducer 111.

Now referring to FI1G. 4a, there 1s shown an embodiment of
the temporal filter (TF) for noise reduction.

The Temporal Filter 103 for noise reduction receives the
Video mput 101 and a second input. As explained above, the
Video mput 101 comprises luminance Y and chrominance
Cr/Cb components. The second input may be 108 1n the case
of the mosquito noise reducer disclosed 1in FIG. 1 or 1t may be
208 1n the case of the noise reducer disclosed 1n FIG. 2.

The Temporal Filter 103 1s based on well known temporal
recursive first order filter of unitary gain. As illustrated by
FIG. 4a, 1t can realized sequentially with adder 401, multi-
plier 404, adder 406 and frame buifer delay 408. Persons of
ordinary skill 1in the art will understand that the Temporal
Filter 103 output 110 1s given by:

Temporally filtered video=b,-(Video Input)+(1-b,)-(F1l-
tered Past Video) in which by, 1s the filter coeflicient 109 and
Filtered Past Video 402, frame delayed version of output
video, corresponds to the filter signal feedback.

It will be appreciated that the Temporal Filter 103 com-
prises a Filter Coetlicient Calculator 410 which 1s illustrated
in detail by FIG. 4b.

The Filter Coetlicient Calculator 410 comprises a Mini-
mum Output Noise Vanance Calculation unit 430 and an
Embedded Motion Soit Detection (EMSD) unit 460.

The Minimum Output Noise Variance Calculation unit 430
receives as mputs the Video Input 101 and a Filtered Past
Video 402. Each of these two video signals 1s decomposed by
splitter, not shown, 1nto three video components Y, Cr and Cb.
For the Video mput 101, the components are denoted as 'Y _
(101-Y),Cr_(101-Cr)and Cb_ (101-Cb). For the Filtered Past
Video input 402, the components are denoted as Y , (402-Y),
Cr, (402-Cr) and Cb, (402-Cb).

Component-wise Image Dilferences are firstly calculated
with three respective subtractions 431,432 and 433. For 4:2:2
sampling pattern, each chrominance component difference 1s
turthermore horizontally up-sampled by 2 and hold by device
435 or 436. This operation 1s equivalent to column duplicat-
ing. For Y, Cr and Cb 4:4:4, up-sampling and hold 1s not
necessary. The three resulted image differences are now
squared up respectively by 434, 437 and 438. The squaring
operator outputs are combined together with summation 439.
The summation result 440 1s provided to Low Pass Filter 441
which approximates the local signal mean value. The chosen
impulse response of the Low-Pass filter 441 1s

Ip(c, r) =

77
g 7 /64,
7.

in order to avoid an eventual division by 9 1n mean calcula-
tion.
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Low Pass Filter output 442 representing a variance signal
5~ ;» 18 then provided to the Embedded Motion Sott Detection
unit 460 and to the gain scaling 443. In the latter, the factor 1s
chosen as ¥1s which approximates the average term %3 for the
addition of three video component contributions. The gain
scaling output 444, denoted s,°, is sent in turn to the Past
Image Noise Variance Estimator 445.

The Past Image Noise Variance Estimator 445 1s an esti-
mator for residual noise variance s, ~ in the past filtered image.
The Past Image Noise Variance Estimator (PINVE) 445 real-

izes the following expression s, =(Y2)max [S,"—0",,7» O, 7].

Past Image Noise Variance Estimator output 446 s, is
applied then to an adder 447 and a divider 449.

The former adder 447 receiving also temporal noise input
variance o~, - 106 yields the sum (s,°+0°, ) 448. The sum
result 448 1s sent to the Embedded Motion Soft Detection
(EMSD) unit 460 and as denominator to divider 449. Itcan be
show that the divider s,”/(s,”+0~, ) result 450 yields a theo-
retical filter coellicient for minimizing output noise variance.
In order to reduce excessive small value the calculated filter
coeflicientb_ . 453 for still parts of picture 1s under bounded
by an empirical term of Vie, b, =max [s,”/(s,"+0",, ), (V16)].

The filter coeflicientb,_ . 453 1s provided to the Embedded
Motion Soft Detection (EMSD) 460.

The Embedded Motion Soit Detection 460 receives Low
Pass Filter Qutput 442, Sum (s, +0~, ) 448 and b_ . 453 for
providing final filter coetficient b,. The Embedded Motion
Soit Detection 460 comprises Comparator 461, Weighted
Local Counter 463 and Motion Soit Combination 4635.

The Comparator 461 recerves Low Pass Filter Output 442
and Sum (s, +0~, ) 448 and provides a binary signal repre-
senting hard no-motion detection (hnm) 462 which 1s defined
empirically as

(1, if (s, <4(s] + o)
hnm = <

0, if (s, > 4(s] + o)

The hard no-motion detection (hnm) 462 1s provided to
Weighted Local Counter 463 operating 1in a local window of
3x3. Based on the nine (9) pixel-based decision context hnm,;
(c,r) 1n the considered window centered at (c,r), Weighted
Local Counter 463 provides a no-motion soit decision nm 464
at the coordinates (c,r) as the Following

nm(c, r) = hnmlc, r) + Z (7/64)hnm;;(c, r),
i, j%0,0

Weighted Counter 1s used to avoid again an eventual divi-
sion by 9 resulted from 3x3 window. In another word, no-
motion decision nm 1s not a binary value but a fractional one
varying from O to 1.

The no-motion decision nm 464 and the b, . coelficient
filter signal 453 are now combined together by the Motion
Soit Combination 465 for providing a pixel-based final filter
coellicient b, 109, b,=(nm)-b, . +(1-(nm)).

It has been contemplated that Weighted Local Counter and
Motion Soit Combination are simple but robust and efficient.

The Filter coetlicient b, 109 is sent to the Temporal Filter
103 for noise filtering and also, 1n the case of full version
MNR2, to the noise estimation unit 117 for residual noise
power estimation. The filter coetficient b, 1s directly applied

FIIF
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for luminance component or for 4:4:4 pattern sampling. How-
ever, for 4:2:2 case, b, shall be co-sited down sampling and
hold, not shown, for chrominance component filtering.

Referring now to FIG. 5, there 1s 1llustrated 1n block dia-
gram an embodiment of the shape adaptive windowing spatial
noise reducer 111.

The shape adaptive windowing spatial noise reducer 111
has been described in PCT Application No PCT/CA02/
00887, 2002 by the three present authors, the specification of
which 1s hereby imncorporated by reference. However banding,
elfect, a resulted filtering artifact, 1s not discussed 1n the cited
patent application. For completeness, proposed shape adap-
tive windowing spatial noise reducer 111 will be presented in
some detail.

The shape adaptive windowing spatial noise reducer 111 1s
a modified version of Lee’s original Mimmum Mean Squared
Error (MMSE) reduction (see J. S. Lee, “Dagital Image
Enhancement and Noise filtering”, IEEE Trans. on Pattern
Analysis and Machine Intelligence, Vol. Pami-2, No. 2,
March 1980) which can be stated as follows. Let define an
original 1mage 1(c,r), a noisy image g(c,r) as input, g(c,r)=f
(c,r)+n(c,r) and finally y(c,r) will be the filtered version. If the
two first order local statistics, 1.e. the mean m(c,r) and the
variance o~ o(¢,r), of the image are known, then tor additive
zero mean and known variance o, (c.,r) noise, the filtered
signal output 1s given by:

v(c,ry=mic,r)+K(c,r)|g(c,r)-m(c,r)] where

K(c,r)=max [0, (0°,(c,r)-07, (c,r))/o°5(c,r)]. Meanwhile,
the error performance 1s written as:

E{[f(c, r) = y(c, NI} =
(o, 1),

1f r:rﬁ(c, r) < D'i((?, r)

\ cr?(c, r)-crﬁ(c, F)/[U?r(i?, r)+ U',ZI(C, r)|, elsewhere.

For a single linear estimator, Lee’s algorithm 1s perfect when
m(c,r), 0~o(c,r) are known and when o~ ,(c,r)>0", (c,r). How-
ever, for practical situations, the two first order local statistics
m(c,r)and o LA C.r) are unknown and need to be estimated. On
the other hand, when o° (c,r)<o?,(c,r), using K(c,r)=0, the
small details contained i1n the original image will be
destroyed.

In the following descriptions of the shape adaptive window-
ing spatial noise reducer, the modifications proposed com-
prise two major techmques Shape Adaptive Windowing for
local mean and variance estimation and Banding Eiffect
Reduction for small signal variance case.

The shape adaptive windowing spatial noise reducer 111 as
illustrated 1n FIG. 1 recerves residual noisy three component
(Y, Cr, Cb) image 110 provided from the temporal filtering
unit 103 and theirs corresponding estimated noise powers 107
provided in turn by the noise estimation unit 117.

As shown in FIG. 5, In FIG. 5, the shape adaptive window-
ing spatial noise reducer 111 comprises a Luminance Spatial

Filter 500 and a Chrominance Spatial Filter 5350.

The Luminance Spatial Filter 500 receives respectively
luminance component signal Y - 110-Y and 1ts residual noise
power 0~, - 107-Y. The luminance signal Y ~.110-Y is applied
as mput to Low Pass Filter 501, Local Mean Calculator 507
and Adder 509. Low Pass Filter Output 502 and Threshold
Value 503 are sent to Shape Adaptive Window 3504 for pro-
viding local binary signal w,(c,r) S05 and N(c,r) 506 local
number of w,(c,r) in the current window centered at coordi-
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nates (c,r). In mosquito noise reducer implementation con-
text, w,; and N can be provided from the noise estimation unit
117 with only minor differences.

Moreover, the shape adaptive window 504 technique and
its associated Low Pass Filter 502 are already described 1n
previous Sections. Briefly, in segmenting the window 1n two
regions homogenous or not to the current pixel, the shape
adaptive window technique allows a more precise estimation
of local mean and local variance. Low Pass Filter acting as a
pre-processor 1s required for robust window segmentation.

The calculator 507 receives temporally filtered luminance
Y ~110-Y and local shape adaptive window parameters 503
and 506 respectively for w,(c,r) and N(c,r), provides at its
output local mean signal 508 estimated by:

my(c, r) = (L/N(e, ) Y Yryle, riwg(e, r).
i

The local mean value signal 508 is provided to negative
input of adder 509 and to local varniance calculator 511.

Using its inputs Y - 110-Y, w,(c,r) and N(c,r) 505-506 and
local mean 508, the calculator 511 estimates luminance vari-
ance signal 512 as follows:

2
oyr(c, r) =

(1/N(e, )Y [¥rzle, 1) = my(c, Plwy(e, r)| .

Local luminance variance signal o~ ,,{c,r) 512 and local
noise power o, (c,r) 107-Y are applied now to Adaptive
local gain K calculator 513 which provides the following
modification from Lee’s original version:

(1,
(1 — (Pe))-max]|0, (o‘l%;p(c, r)— elsewhere.

if o3r(c, r)=0

K(c, r) =+

| aic(c, M) [ oyr(c, P)] + (be),

In this equation, the term (be), which varies between 0 and 1,
represents the banding effect in slowly varying regions of
small variance. The banding effect (be) at a given pixel may
be estimated as the ratio of detected “small variance™ pixels
on the total pixel number 1n a given sliding window. In one
embodiment, the window size 1s 3x3 with a weighted counter:

7 7 7
7 (8) 7
7 7 7

In which, the total number count 1s 64, and the weight 8
corresponds to the central and considered pixel position.

The previously calculated local gain K 514, together with
the difference signal 510 from subtraction 509 and the local
mean m,-508 are used to get the final luminance output112-Y
ol the shape adaptive windowing spatial noise reducer (SAW-
SNR) 111, Y (c,r)=m{c.,r)+K(c,r)-[Y Ac,r)-my(c,r)]. The
operation 1mplies subtraction 509, multiplier 515 and adder
517 as illustrated by FIG. 5.

The Chrominance Spatial Filter 550 shown in FIG. 5

receives two chrominance components Cr/Cb - denoted as
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110-Cr/Cb, their respective residual noise powers o~ ./

0%, <, 107-Cr/Cb, and luminance shape adaptive window W,

505.

For Chrominance Spatial Filtering and for 4:2:2 sampling
pattern, shape adaptive windowing w,; 505 1s horizontally
down sampled by 2 and hold 5351 to provide chrominance
shape adaptive windowing w,;, 552 and by counter 533 the
local pixel count N -, 554. It will be appreciated that for 4:4:4,
these operations are not necessary.

The skilled addressee will appreciate that similar to the
luminance case, remaining parts of the Chrominance Spatial
Filter 550 are used to mmplement the expressions

Crmiﬂ(cﬂr):m(:‘r(c:r) +KCF(C:I.)‘ [Crl(car)_m(fr‘(c:r)] ;

Cbmﬂf"(ca F) — me(Cﬁ r) + KCb(Ca F) ] [C‘E}T(Ca F) — me (Ca F)] Where

merle, 1) = (1/New(e, 1) ) Crrle, Py, (¢, 7)
i/

mep(c, ) = (1/Nexlc, F))Z Chrij(c, rwij (¢, r)
)

and
2
oegle, 1) = |(1/Nexle, F‘))Z |Crrijle, r) —me(c, Plwg,, (¢, r)
i
12
oépr(c, r) = [(1/Neale, F))Z |Chpii(c, r) —mep(c, Plwy, (¢, r)|
if

The only difference to the luminance case 1s the gain K . or
K., computation which does not take care now of banding
effect, 1.e. be=0.

In such case one gets:

Kerle, r) =

if % (c, r)=0

1
{ma}i[oa (G-(ZZ‘FT(Cﬂ F’) o O—ZSCF(C'J F"))/G’%FT(C, F")], ElSEWhEI‘E,

Keple, r) =

if o2, r(c, r) =0

1
{max[[}, (cr%bT(c, y) — G'iggb(c, N/ cr%bf(c, r)], elsewhere.

Previously described temporal filter 103 and the shape
adaptive windowing spatial noise reducer reduce partially
blocking artifact. However, for more efficient operation the
proposed system includes also the Block Localization unit
102 and the Block Artifact Reducer 113 as illustrated by FIG.
1. Block Localization 1s required only when picture 1s pro-
vided after some manipulation. In the present invention, the
discussion 1s limited only for the case where blocks are
shifted relatively from 1image boundaries.

Now referring to FIG. 6, there 1s 1llustrated an embodiment
of a Block Localization unit 102.

The Block Localization unit 102 receives only the lumi-
nance component 101-Y of a noisy video input. The block
detection will be based only 1n luminance component and
used for three components Y, Cr and Cb in the proposed
system.

The Block Localization umt 102 is nearly row-column
separable. The recerved signal 101-Y 1s applied to two dis-
tinct vertical and horizontal branches, specifically to vertical
and horizontal line masks 601 and 602. The used line mask
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impulse responses are given respectively 1in one embodiment
by the two following expressions:

-1 2 =17
vim(c, )= -2 &) -2
-1 2 -1]
-1 -2 =17
himc, n=| 2 & 2
-1 -2 -1

Respective signal outputs 603 and 604 of the above masks
are denoted furthermore as P, and P,,.

The vertical signal P, , 603 1s applied to Vertical pixel and
line delay network 605 which provides eight output signals
607-614. The signals are composed of six pixel signals P,
P,., P,, Py, P.., P., and two amplitude value signals
A, =IP, | and A, =IP, I|. The relative positions of 6 cited
pixels can be represented in the following window of size 2
columns by 3 lines:

i PSF P41-’
(Pov) Py
I PZ'u‘ PS'.;

In another words, P, 1s pixel delay version of pixel input
P,., P, 1s line delay version of P, etc. P,  corresponds fur-
thermore to considered pixel position.

Similarly, the horizontal signal P, 604 1s provided to hori-
zontal network 606 which provides also eight (8) output
signals 615-622. The signals comprises six (6) pixel signals
P.,, Psyo Py, Poss P,y Py and two amplitude value signals
A,,=IP,,| and A,,=IP,;|. The relative positions of 6 cited
pixels may be represented 1n the following window of size 3
columns by 2 lines:

[P?h (Por) Plh]
Ps, Py, Pa )

P, 1s pixel delay version of pixel input P,,, P, ; 1s line delay
version of P, etc. P,, corresponds furthermore to considered
pixel position.

The signal set (607-614) 1s applied to the Vertical Block

Border Test 623 for preliminary vertical block detection. The
Vertical Test 623 1n pseudo code 1s given as follows:

If (Thresholdl <A, < Threshold 2) and

(Thresholdl <A, < Threshold 2)

(sign(Po,) = sign(Py,)) and (sign(P,) = sign(P;,)) and
(sign(Py,) = sign(Ps,)),

then out, =1

else, out, =0,

In another words, the Vertical Test 623 performs both
threshold and zero crossing detections.
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Again 1n stimilar manner, Horizontal Test 624 performs the
following test:

If (Threshold1l < Ag;, < Threshold 2) and

(Thresholdl <A, <Threshold 2)

(s1gn(Pos) = sign(Py;)) and (sign(P ;) = sign(P3;)) and
(s1gn(Pgp) = sign(P)),

then out, =1

else, out, = 0.

The detection results out,, and out,, 625 and 626, are sent
respectively to Vertical and Horizontal 8-pins Histogram
Counters and Two Maximum values Detection 627 and 628.

The former Vertical Histogram-based Detector 627 pro-
vides at 1ts outputs a set of 4 results (629-632): Ch,_, corre-
sponds to the first maximum histogram amplitude and 1ts
associative position Th_,, Ch_, and Ih_, correspond to the
second maximum. Ih_, and Ih_., are possible 8 shift values
from O to 7. It 1s interesting to note that vertical line detection
implies horizontal position.

In similar manner, Horizontal Histogram-based Detector
628 provides asetof Cvml, Iv_,,Cv_,andlIv,_,, denoted by
(633-636).

Each set of detected results 1s then provided to respective
Offset Detection: (629-632) to Horizontal Offset Detector
637 and (633-636) to Vertical Offset Detector 638.

Horizontal Otffset Detector 637 1s described 1in pseudo code
as follows:

il

If (Ch,,, = 0.75Ch,,,) then Offset _x =8,
else Offset_x=1h,,,.

Vertical Oflset Detector 638 1s described 1n pseudo code as
follows:

If(Cv,,, = 0.75Cv,, ) then Offset_y =&,
else Offset_y=1v, ;.

In which value 8 denotes no block border detected mean-
while O to 7 denote possible block border shifts.

Detected Offset_x and Otfset_y, 639 and 640, are provided
to Offset Correction 650 which 1s a logical combination of the
two detected offset inputs:

If (Offset_x = 8) then Offset_x = [Offset_ x+ 1] . ;.7 s
If (Offset__y = 8) then Offset_ vy = [Offset_ v +1],,.7.7. s
If (Offset__x = &) and (Offset_y = &) then

Offset_x =0

Offset. v = Offset_ vy
else if (Offset__y = 8) and (Offset__x = &) then

Offset_y =0

Offset_ x = Offset_ x

clse
Offset x = Offset_ x
Offset_ v = Offset_ y.

The corrected Offset_x and Offset_y values 104 and 105
are provided to the Noise Estimation unit 117 and to the Block
Artifact Reducer 113 as shown 1n FIG. 1.

Referring now to FIG. 7a, there 1s illustrated an embodi-
ment of the Block Artifact Reducer unit 113 in accordance
with the invention.
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The Block Artifact Reducer unit 113 receives the video
signal 112 of three components Y Cr.._and Cb___deliv-

FRIFLF Y FRLFIF FRIFIF

ered by Spatial Mosquito Noise Reducer 111, the Block Arti-
fact Reducer (BAR) unit 113 receives also the two Offset
value signals 104 and 105 provided in turn by the Block
Localization unit 102. The Block Artifact Reducer (BAR)
unit 113 comprises a Luminance Block Artifact Reducer 700
and Chrominance Block Artifact Reducer 720.

The Luminance Block Artifact Reducer 700 comprises a
Border Mask Generator (BMG) 701, a High Frequency
Region Detector (HFRD) 703, a Line Direction Detector
(LDD) 705, a Directional Low Pass Filters (4) (DLPF) 707
and a Luminance Decision Selector (LDS) 712.

The Border Mask Generator 701 receives the two Offset
value signals 104 and 105 to generate DCT block border
shifted respectively by Offset_x and Offset_y. In the embodi-
ment disclosed, border size 1s one pixel width; block size 1s
8x8 for progressive signal and chrominance components,
block size 1s 4 lines by 8 columns for interlaced luminance
signal. The Border Mask Generator 701 provides at its output
702 Bmask signal of three values: 0, 1 and 2 respectively for
no border, vertical and horizontal border. The Bmask signal
702 15 provided to a Luminance Decision Selector 712 and to
a Chrominance Decision Selector 724. The skilled addressee
will understand how to realize such Border Mask Generator.

The High Frequency Region Detector 703 receives the
luminance componentY, 112-Y provided by Spatial Mos-
quito Noise Reducer. The High Frequency Region Detector
703 comprises 1n series, not shown, a high pass filter, an
absolute value threshold detector and two context-based 3x3
binary filters for consolidation of decision results. The High
Frequency Region Detector 703 output 704 denoted as 1s0l-
map, 1solation map, 1s provided to the Luminance Decision
Selector 712 to inhibit the correction for avoiding eventual
high frequency alias contained in the mncoming signal.

More precisely, the high pass filter impulse response 1s
given by:

1 =2 —1°
2 12 =2
-1 -2 -1

hp(c, r) =

/16.

The absolute value threshold detector comprises an abso-
lute value operator followed by a comparator with a given
threshold. The output of the comparator 1s equal to “1” if the
input absolute value 1s greater than a given threshold, other-
wise the output of the comparator 1s equal to “0”.

Finally, utilized context based Consolidation operation 1s
defined by the following 3x3 Add-Remove & Double Thresh-

olds Binary filters:
Let a given binary (0, 1) image and let a sliding window
around the pixel of interest. The operation output s 1is

described by:

{ 1, if Threshold 1 <« Z “1” < Threshold 2
§ =
0

, else

in which the summing 1s effected for binary pixels in the
given window.

The Consolidation Operation, similar to morphologic fil-
ter, 1s useful after a threshold decision.

[.ine Direction Detector 705, illustrated in more details in
FIG. 7b, receives the luminance componentY, ~ 112-Y. the
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luminance component 1s applied to the inputs of four high
pass filters HP,, HP,, HP, and HP, 751-754, operating
respectively 1n four principal spatial directions: 0°, 435°, 90°
and 135°. Their impulse responses are:

e -1
hl(C, F"): 0 2 0
—1 0
_17
ho(r) =] 2
—1]
—1 0 -
hsic,r)=| 0O 2 0
0 -1

Each filter output 1s applied to an absolute value operator.
The four absolute value operator outputs h,, h,, h, and h,,
765-768, arc provided 1n turn to Direction Decision unit 759.

The Direction Decision unit 759 provides its output
denoted as d and performs the following operations:

Sort h,, h,, h, and h; 1n ascendant order:
e < <

Decision on the direction:

[f(my =16)thend =4
else if ((Im>, —m;)<1)thend=4
elsed =1,

where:
4 indicates an 1invalid direction
i,=10, 1, 2, 3} is the index associated to m,.

The Direction Decision Output 760 1s provided to the umit
Decision Consolidation O, 761. The latter output denoted as
d, 762 1s provided from the following operations:

Count the frequency of each direction 1n a local window
3xX3,

Sort in ascendant order according to the frequency of each
direction,

Make Decision based on majority vote:

If (freq,, . = 4) then
[f(dir

oy ® 4) then

dg = dir

FHAaX

else do nothing
else

d0=4

wherein:
dir

FRLEEX

1s the direction having the frequency ireq,, ..

The output d, 762 1s applied again to another Direction
Consolidation 1, 763 whose the output 706 denoted now dir
resulted from the followings:

Count the frequency of each direction 1n a local window
3xX3,

Sort in ascendant order according to the frequency of each
direction,
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Decision based on majority vote:

If (Ireq,, ., = 4) then
dir=dir,, .
else do nothing

wherein:

dir, .

1s the direction having the frequency ireq, ..

The dir output 706 1s provided finally to the Luminance
Decision Selector 712 1n referring back to FIG. 7a.

The recerved luminance signalY . 112-Y 1s also applied
to a set 707 of four directional low pass filters LP,, LP,, LP,
and LP, operating respectively in four directions: 0°, 45°, 90°

and 135°.

The four filter outputs 708-711 denoted as Ip0, Ip45, Ip90
and Ip1335 and the recerved luminance signal Y 112-Y are

TR

applied together to the Luminance Decision Selector 712.

For providing a luminance output signal Y_ . ~114-Y,
the Luminance Decision Selector 712 selects, 1n function of
the three signals bmask 702, 1solmap 704 and dir 706, one of
the five luminance signals at 1ts mputs as follows:

If (1solmap = 0) then
Y =Y

mnr-bar Ry

else 1f (bmask = 0) then
Ymnr—bar = Ymnr

else 1f (bmask =1) then
1if(dir = 2) then

Ymnr—bar = Ymnr
if(dir = 1) then

Ymnr—bar = Ip45
1if(dir = 3) then

Y i b = 1P 135
else

Ymnr—bc:r = Ipo

else 1f (bmask =2) then
1f(dir = 0) then
Y unr bar = Y mnr
else 1f(dir = 1) then
Ymnr—bar = Ip45

else 1i(dir = 3) then

Ymnr—bar = Ip 135
else

Y

mnr-bar

= Ip90

The part of Chrominance Block Artifact Reducer 720 1s
much simpler than the Luminance Block Artifact Reducer
700 in the embodiment disclosed. The received chrominance
components Cr/Cb 112-Cr/Cb 1s provided to a set 721 of two
low pass filters operating respectively 1n horizontal and ver-
tical directions. Impulse responses of these filters are Ip,(c)
and Ip,(r) previously described. The received chrominance
components Cr/Cb 112-Cr/Cb and 1ts filtered versions Ip0,
722 and Ip90, 723 are sent to the Chrominance Decision
Selector 724. The latter recerving bmask signal 702 selects
the followings for its output 114-Cr/Cb signals Cr and

Ch '

mrr-bar:

mar-bar

If (bmask = 1) then

Cr mnr—bar/ C bmnr—hﬂrr
else 1f (bmask = 2) then

Crmnr—bar/Cbmnr—bar = Ip90
else

Crmnr—bar/Cbmnr—bar = Crmnr/Cbmnr'

= Ip0O
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The three componentY, . . Cr Ch video
output 114 are provided to an optional Adaptive Detail

Enhancer 115 as illustrated in FIG. 1.

Referring now to FIG. 8, there 1s illustrated 1n an embodi-
ment of the Adaptive Detail Enhancer.

mar-bar? mrr-bar

Operating only on luminance component, the proposed
Adaptive Detail Enhancer provides the received signal
Y. ... 114-Y to an High Frequency Region Detector 802, to
a set ol eight directional masks, 810-817: Mask 0°, Mask
45°, ... Mask 315° and finally to Multiplexer 801.

The High Frequency Region Detector 802 1s similar to the
High Frequency Region Detector 703 already described 1n
previous corresponding sections. The High Frequency
Region Detector 802 provides a control signal 803 to inhibat
Detail Enhancer action in high frequency region.

Eight directional masks from Mask 0°, Mask 45°, . . . to

Mask 315° determine eight directional signal variations 850-
857 for a given pixel of coordinates (c.r). The 8 above cited
masks in the proposed implementation are described by the
followings:

0 0 0O ] 0 0 =11
maskQ°(c, r) =0 (2) -2 /16, mask45°(c, ) =10 (1) 0O /16,
00 0 00 0
0 =2 0] -1 0O 0]
mask90°(c, r) =0 (2) 0O /16, mask135°(c, ry=| 0O (1) 0O /16,
0o 0 0 0 0 0
0 0 07
mask180°(c, n=|-2 (2) 0 /16,
0 =2 0]
0 0 0]
mask225°(c, = 0 (1) O /16,
-1 0 0
0 0 07 0 0 0 ]
mask270% c, r»=10 (2) 0O /16, mask315°(c, =10 (1) 0O /16.
0 -2 0 0 0 -1

Each of the eight mask output signals 1s now applied to its
corresponding multiplier 834-841 and 1ts Amplitude Func-
tion 818-825.

Each Amplitude Function 1n the set 818-825 receiving its
respective signal variation and its other parameters (max, min
values) generates, from signal vanation amplitude, a function
output varying from zero to 1. In the embodiment disclosed,
the function output 1s equal to 1 11 the signal variation ampli-
tude 1s located between min and max value, elsewhere 1t 1s
equal to zero. The min and max values are chosen such that
eventual small or strong noise should be not enhanced.

Each function signal output 826-833 is provided 1n turn to
respective multiplier 834-841 for weighting the signal varia-
tion 850-857. Fight multiplier outputs 842-849 are added
together via adders 860-866 to provide an enhancing signal
867. The latter 1s weighted furthermore by user controlled
enhancement level 806 which 1s a varying value between O
and 1. The user level weighting 1s performed by multiplier
807. Multiplier result 808 1s combined with the luminance
input 114-Y via adder 805 to form an enhanced luminance
signal 809 which 1s applied 1n turn to the mput 0 of multi-
plexer 801.
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It should be appreciated that the embodiment disclosed
enhances the video signal differently in each of eight princi-

pal directions.

For avoiding eventual alias artifact usually in high fre-
quency regions, the Multiplexer 801 selects simply the lumi-
nance mput 114-Y 11 considered pixel belongs to such region.
If not, selected signal 1s the enhanced luminance signal 809.
Multiplexer output 116-Y 1s denoted as'Y

Referring now to FIG. 10, there 1s shown an embodiment of
a Region Adaptive Facet Based Spatial Noise Reducer
(RAFB-SNR).

As previously mentioned, 1n order to exploit the Minimum
Mean Square Error criterion in spatial filtering, 1t 1s necessary
to know the local s1ignal mean and variance values with some
precision. The proposed shape adaptive windowing for mean
and variance estimation cannot necessary precise when the
original signal 1s not constant but slowly varying and locally
represented as a sloped facet (piecewise linear model) or a
piecewise quadratic model. Moreover, 1n the present disclo-
sure, an 1mage segmentation 1s already disclosed. It can be
usetul for an adaptation of facet model order determination.

mrr-erdr’

Sloped Facet based Noise Reducer has been originally
suggested 1n the R. M. Haralick, L. T. Watson, 4 facet model

for image data, Computer Graphics Image Processing, Vol.

15, pp. 113-129, 1981. In which, the estimated mean value 1s
used for denoising signal value. In the followings, a region
adaptive facet based spatial noise reducer (RAFB-SNR) 1s
disclosed. The spatial noise reducer comprises two different
innovations: a)—Mimmum Mean Square Error denoising
technique, b)—Facet models (piecewise linear or piecewise
quadratic) adaptation depending on segmented regions.

The region adaptive facet based spatial noise reducer
(RAFB-SNR) 111 as 1llustrated in FIG. 10 receives residual
noisy three component (Y, Cr, Cb) image 110 provided from
the temporal filter 103 and theirs corresponding estimated
noise powers 107 provided in turn by the noise estimation unit

117.

The received video 110 1s provided to Adaptive Facet
Parameters Calculator 1003, Adder 1010, Facet based Local
Variance Estimator 1006 and to an optional Image Segmen-
tation module 1001.

The Image Segmentation module 1001 provides a binary
signal output 1002 Flat/No-Flat regions. The module, 1llus-
trated 1n FIG. 10 for comprehensive and completeness pur-
pose, may be easily derived from the noise estimation unit

117 whaich 1s illustrated 1n FIG. 3. The Flat/No-Flat regions
signal 1002 1s sent to Adaptive Facet Parameters Calculator

1003.
Facet Parameters utilized 1n the invention are the coetfi-
cients b,(c.r), b,(c,r), . . ., bs(c,r) which approximate 1n the

least squared fit an incoming signal y(1,5; ¢,r) 1n a window
centered at the coordinates (c,r):

bk((?, r) —

\ \
arg min 2 2 {y(fa Jicr)—
i J

" bolc, r)+by(c, Ni+byc, rj+

2
| Ds(c, r)i* + bylc, Nij+ bs(c, r) j° } |

This expression 1s used when the central pixel 1s classified
belong to a No-Flat region. For an estimated Flat region
signal, the coefficients b,, b, and b, are set to be equal to zero.
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The coetlicient b,(c,r) corresponds furthermore to the local
signal mean signal 1004:

mean(c,»)=bq(c,r).

The s1x (6) coetlicients b, (c,r) 1004 and 1005 are provided
to Facet based Local variance estimator 1006 which provides
in turn variance signal 1007 by the following expression:

var{c, r) = Z Z {y(f, I C F) —
i J

The Local variance signal 1007 and Residual noise power
0°, 107 provided from the noise estimation unit 117 are used
together by Adaptive Gain Calculator 1008 which yields in
turn a gain signal K 1009. Adaptive Gamm K Calculator
according to Minimum Mean Square Error criterion 1s previ-
ously described.

Adder 1010, Multiplier 1012 and Adder 1014 are used to

form Minimum Mean Square Error denoising signal output
103.

For simplicity purpose, higher order facet model 1s not
utilized. This completes the discussion of RAFB-SNR 1illus-
trated by FIG. 10.

While illustrated in the block diagrams as groups of dis-
crete components communicating with each other via distinct
data signal connections, 1t will be understood by those skilled
in the art that the preferred embodiments are provided by a
combination of hardware and soiftware components, with
some components being implemented by a given function or
operation of a hardware or software system, and many of the
data paths 1llustrated being implemented by data communi-
cation within a computer application or operating system.
The structure illustrated 1s thus provided for efficiency of
teaching the present preferred embodiment.

It should be noted that the present invention can be carried
out as a method, can be embodied in a system, a computer
readable medium or an electrical or electro-magnetic signal.

The embodiment(s) of the invention described above
1s(are) intended to be exemplary only. The scope of the mnven-
tion 1s therefore intended to be limited solely by the scope of
the appended claims.

 bole, )+ by(c, r)i+bylc, r)j+ ]

2
| ba(c. P+ bale, nij + bs(c. 1) } |

What 1s claimed 1s:

1. A method for reducing noise in a DCT-based decoded

image, said method comprising:

a. associating each pixel of a plurality of pixels defiming
said 1mage to a corresponding 1image region type having
distinct spatial characteristics;

b. estimating artifact statistical characteristics of each of
said pixels using said associated corresponding image
region type; and

c. performing a tempo-spatial filtering of each of said pix-
cls using said artifact estimated statistical characteris-
tics, said performing of said tempo-spatial filtering com-
prising performing a temporal filtering to provide a
temporally filtered signal and then performing a spatial
filtering of said temporally filtered signal;

calculating a corrected signal against artifact related to a
compression technique used for encoding said image
using said temporally-spatially filtered signal and calcu-
lating an indication of an offset 1n said image for use 1n
at least one of said calculating a corrected signal and said
estimating artifact statistical characteristics whereby the
filtered pixels are used for producing said image having
reduced noise.
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2. The method as claimed 1n claim 1, further comprising
calculating a final enhanced 1mage without enhanced high
frequency alias using said corrected signal.

3. The method as claimed 1n claim 1, further comprising,
calculating a corrected signal against artifact related to a
compression technique used for encoding said 1image using
said temporally-spatially filtered signal.

4. The method as claimed 1n claim 1, wherein said estimat-
ing said artifact statistical characteristics further comprises
using said temporally filtered signal and said image; further
wherein at least one of said spatial filtering and said temporal
filtering comprises using said artifact statistical characteris-
tics.

5. The method as claimed 1n claim 4, further comprising
calculating a corrected signal against artifact related to a
compression technique used for encoding said 1image using
said temporally-spatially filtered signal.

6. The method as claimed 1n claim 5, further comprising
calculating an 1ndication of an offset in said 1image for use 1n
at least one of said calculating a corrected signal and said
estimating artifact statistical characteristics.

7. The method as claimed 1n claim 1, wherein said 1mage
comprises a luminance signal and a chrominance signal, fur-
ther wherein said estimating artifact statistical characteristics
of each of said pixels comprises estimating artifact statistical
characteristics of said chrominance signal of each pixel and
estimating artifact statistical characteristics of said luminance
signal of each pixel, said artifact statistical characteristics of
said chrominance signal of each pixel and said artifact statis-
tical characteristics of said luminance signal of each pixel
forming said artifact statistical characteristics of each pixel.

8. The method as claimed in claim 7, further comprising
segmenting an 1mage using said luminance signal, further
comprising measuring noise using said luminance signal and
a user correction signal, and further comprising estimating
said artifact statistical characteristics of said luminance signal
ol each pixel using said measured noise and said segmenting
of said 1mage.

9. The method as claimed 1n claim 8, wherein said 1mage
segmenting cComprises:

a. detecting strong edges using said luminance signal, and

calculating a detected strong edge signal;

b. detecting strong texture using said received luminance
signal and calculating a detected strong texture signal;

c. using segmentation logics with said detected strong edge
signal and said detected strong texture signal to provide
at least one of atexture (1) signal, a flat region (F) signal,
a detected edge (E) signal and a Near Edge and Flat
(NEF) signal;

d. correlation mapping using said at least one of a texture
(T) signal, a flat region (F) signal, a detected edge (E)
signal and a Near Edge and Flat (NEF) signal, solving,
ambiguities in said segmentation signal, wherein a
detected edge (E) signal has a greater priority than a
Near Edge and Flat (NEF) signal which has a greater
priority than a flat region (F) signal and which has a
greater priority than a texture (1) signal.

10. The method as claimed 1n claim 1, wherein said tem-
poral filtering calculates said temporally filtered signal (TF)
such that:

TF=b, (Videoinput)+(1-b,) (filteredpreviousvideo),
wherein b, 1s a pixel-based final filter coetlicient, further
wherein said filtered previous video 1s a time preceding
temporally filtered signal.

11. The method as claimed 1n claim 10, wherein said pixel-

based final filter coeflicient b, 1s dynamically generated by
performing temporal filtering.
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12. The method as claimed 1n claim 11, wherein said tem-
poral filtering comprises:

a. computing a minimum output noise variance using said
filtered previous video and said pixel, computing a {irst
filter coefficient b_. ., wherein b_. =max(s,*/(s,+
o, );(Vie)), further wherein

l -max((s% — "5";21?); G—ZT):'

2
& —
l 2 H

wherein s, is a result from a gain scaling of a filtered
combination of differences between current image com-
ponents and previous i1mage components, Iurther
wherein o, ,~ is a temporal noise input variance; and

b. detecting soit motion using at least the first filter coelli-
cient b, and Sum(s, +0, ,”) and providing said pixel-
based final filter coetlicient b, such as b,=(nm)-b, . +(1-
(nm)), wherein

FIIIF?

nm(c, r) = hnm(c, r) + Z (7/64)-hnmy(c, r)

i, j£0,0

turther wherein

(1, if (sp, <47+ o))
hirm = o , , 3
0, 1t (Sg, > 451 +or))

13. The method as claimed 1n claim 1, wherein said corre-
sponding given 1image region type comprises at least one of a
texture (1) signal, a flat region (F) signal, a detected edge (E)
signal and a Near Edge and Flat (NEF) signal.

14. A method for reducing noise in a DCT-based decoded
image, said method comprising: a. associating each pixel of a
plurality of pixels defining said image to corresponding
image region type having distinct spatial characteristics; b.
estimating artifact statistical characteristics of each of said
pixels using said associated corresponding image region
type; ¢. performing a filtering of each of said pixels using said
artifact estimated statistical characteristics, whereby the {il-
tered pixels produce said image having reduced noise; and d.
correcting said filtered pixels against artifacts related to a
compression technique used for encoding said 1mage,
wherein said performing of said filtering comprises perform-
ing a temporal filtering to provide a temporally filtered signal
and then performing a spatial filtering of said temporally
filtered signal and further comprising generating offset data
related to said DCT-based decoded 1mage; turther wherein
said correcting of said filtered pixels against artifacts related
to a compression technique used for encoding said 1mage 1s
performed using said generated offset data.

15. An apparatus for reducing noise in a DCT-based
decoded 1mage, said apparatus comprising: a. a noise estima-
tion unit for providing noise statistical characteristics of each
pixel of a plurality of pixels defining said image, wherein said
artifact statistical characteristics of each pixel are estimated
by associating to a given pixel a corresponding given image
region type having distinct spatial characteristics; and b. a
tempo-spatial filtering unit receiving said artifact statistical
characteristics of each pixel and filtering said pixel accord-
ingly to provide a temporally-spatially filtered signal,
wherein said tempo-spatial filtering unit comprises a tempo-
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ral filter and a spatial noise filter, further wherein said tem-
poral filter provides a temporally filtered signal to said spatial
noise lilter which provides said temporally-spatially filtered
signal and wherein said noise estimation unit provides said
artifact statistical characteristics using said temporally {il-
tered signal; further wherein said artifact statistical charac-
teristics are provided to said spatial noise filter.

16. The apparatus as claimed in claim 15, wherein said
noise estimation umt further receives a user correction level
signal.

17. The apparatus as claimed in claim 15, further compris-
ing a block artifact reducer receiving said temporally-spa-
tially filtered signal and providing a corrected signal against
artifact related to a compression technique used for encoding
said 1mage.

18. The apparatus as claimed in claim 17, further compris-
ing a block localization unit for receiving said image and
providing an indication of an offset 1n said image to said block
artifact reducer and to said noise estimation unit.

19. The apparatus as claimed in claim 18, further compris-
ing a detail enhancer recerving said corrected signal and
producing a final enhanced image without enhanced high
frequency alias.

20. The apparatus as claimed 1n claim 13, further compris-
ing a block artifact reducer receiving said temporally-spa-
tially filtered signal and providing a corrected signal against
artifacts related to a compression technique used for encoding
said 1mage.

21. The apparatus as claimed 1n claim 15, wherein said
noise estimation unmt provides said artifact statistical charac-
teristics using said temporally filtered signal and said 1image;
further wherein said artifact statistical characteristics are pro-
vided to said spatial noise filter and to said temporal filter.

22. The apparatus as claimed 1n claim 21, further compris-
ing a block artifact reducer receiving said temporally-spa-
tially filtered signal and providing a corrected signal against
artifacts related to a compression technique used for encoding
said 1mage.

23. The apparatus as claimed 1n claim 22, further compris-
ing a block localization unit for receving said 1mage and
providing an indication of an offset 1n said image to said block
artifact reducer and to said noise estimation unit.

24. The apparatus as claimed 1n claim 23, further compris-
ing a detail enhancer receiving said corrected signal.

25. The apparatus as claimed 1n claim 15, wherein said
image comprises a luminance signal and a chrominance sig-
nal, further wherein said noise estimation unit comprises a
noise estimation unit for said luminance signal and a noise
estimation unit for said chrominance signal, further wherein
said noise estimation unit for said chrominance signal pro-
vides artifact statistical characteristics of said chrominance
signal of each pixel and further wherein said noise estimation
unmit for said luminance signal provides artifact statistical
characteristics of said luminance signal of each pixel, said
artifact statistical characteristics of said chrominance signal
of each pixel and said artifact statistical characteristics of said
luminance signal of each pixel forming said artifact statistical
characteristics of each pixel.

26. The apparatus as claimed 1n claim 23, wherein said
noise estimation unit for said luminance signal comprises an
image segmentation unit, a noise measurement unit and a
noise weighting unit, further wherein said 1mage segmenta-
tion unit receives said luminance signal and provides a seg-
mentation signal, further wherein said noise measurement
unit receives said luminance signal and a user correction
signal and provides a noise measured signal, further wherein
said noise weighting unit recerves said noise measured signal
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and said segmentation signal and provides said artifact statis-
tical characteristics of said luminance signal of each pixel.

277. The apparatus as claimed in claim 26, wherein said
image segmentation unit comprises: a. an edge detector for
detecting strong edges using said recerved luminance signal,
and for providing a detected strong edge signal; b. a strong
texture detector for detecting strong texture using said
received luminance signal and for providing a detected strong,
texture signal; c. segmentation logics recerving said detected
strong edge signal and said detected strong texture signal and
providing at least one of a texture (T) signal, a tlat region (F)
signal, a detected edge (E) signal and a Near Edge and Flat
(NEF) signal; d. a correlation map receiving said at least one
of a texture (1) signal, a flat region (F) signal, a detected edge
(E) signal and a Near Edge and Flat (NEF) signal, solving
ambiguities 1n said segmentation signal, wherein a detected
edge (E) signal has a greater priority than a Near Edge and
Flat (NEF) signal which has a greater priority than a flat
region (F) signal and which has a greater priority than a
texture (1) signal.

28. The apparatus as claimed in claim 15, wherein said
corresponding given image region type comprises at least one
of a texture (T) signal, a flat region (F) signal, a detected edge
(E) signal and a Near Edge and Flat (NEF) signal.

29. The apparatus as claimed in claim 15, wherein said
temporal {filter provides said temporally filtered signal (TF)
such that:

TF=b,(Videoinput)+(1-b,)(filteredpreviousvideo),
wherein b 1s a pixel-based final filter coetlicient, further
wherein said filtered previous video 1s a time preceding

temporally filtered signal.

30. The apparatus as claimed in claim 29, wherein said
pixel-based final filter coefficient b, 1s dynamically generated
using a temporal filter coetficient computation unait.
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31. The apparatus as claimed 1n claim 30, wherein said
temporal filter coelficient computation unit comprises:
€. a mimmum output noise variance computation unit
receiving said filtered previous video and said pixel,
computing a first filter coeflicient b_. ., wherein
b, =max(s,”/(s,”+0, ,7);(Vie)), further wherein

1 2

E -max((s% — 0r); 0'2;11“)5

5T =

wherein s, is a result from a gain scaling of a filtered
combination of differences between current image coms-
ponents and previous i1mage components, further
wherein o, ,~ is a temporal noise input variance; and

f. a motion soit detection unit recerving at least the first
filter coefficient b_ . and Sum(s,”+0, ,~) and providing
said pixel-based final filter coeflicient b, such as b,=
(nm)-b,_ . +(1-(nm)), wherein

FIIIF?

nm(c, r) = hnml(c, r) + Z (7/64) - hnmyi(c, r),
i, j#0,0

turther wherein

(1, if (sp, <47+ o))
hnm = < -
0, if (sfp > A(sT + o)
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