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COMPUTER-BASED METHOD AND SYSTEM
FOR EFFICIENT CATEGORIZING OF
DIGITAL DOCUMENTS

BACKGROUND OF THE INVENTION

1. Technical Field of the Invention

The present invention relates in general to the field of
machine learning, and 1n particular to computer-based super-
vised classification of digital documents.

2. Description of the Related Art

In a supervised classification for a single class model, a
knowledge base for calculating a relevant score for each
category 1s created by a statistical method, such as the Naive
Bayes method. The statistical method creates the knowledge
base by extracting a feature word from training documents
that have been categorized in advance by a person. When the
automatic categorization 1s performed, a relevant score of
cach category for an unclassified document 1s calculated from
the knowledge base and the unclassified document 1s catego-
rized into a category with the highest score.

With regard to the English language, processing on an
uneven description of a normal form, a conjugation form, a
singular form and a plural form 1s generally performed by the
Lexical Analysis method, the POS Tagging method, or the
Stemming method using a word dictionary. Feature words,
such as a proper name, a general name, a verb, efc., are
extracted and a relevant score of a category for a document 1s
calculated from some non-functional words.

However, 1f words are extracted without any processing on
the uneven description or any specification of the part of
speech, the relevance of the featured words 1s weakened,
making the credibility of the calculated relevant score lower.
For example, 11 a new document 1ncludes the word “solu-
tions” when the word “solution” 1s recognized as an important
word 1n the training document of a category X, the presence of
the word “solutions” 1n the new document 1s not retlected on
the relevant score of the category X. This 1s because “solu-
tions” and “solution’ are not recognized as the same word.

If a knowledge base 1s created with words extracted by a
simple method, the relevant score that 1s calculated when the
automatic categorization 1s performed becomes vague. That
sometimes leads to a case 1n which a category for a particular
document with the second highest score, instead of the cat-
cgory with the highest score, 1s the optimal category.

BRIEF SUMMARY OF THE INVENTION

The present invention provides a method, system and com-
puter-readable medium for computer-based supervised clas-
sification of digital documents that can exclusively identily
an optimal category for the single class model by dividing a
calculated score of each category into groups (thresholds can
be automatically decided from the knowledge base) and can
turther predict whether the category will be subjected to
human examination and whether feedback learning should be
performed. In one embodiment, the method comprises calcu-
lating a category score for each of a number of categories for
which a digital document may be classified. The category
score 1s based on the words 1n the digital document. The
method further comprises determining more than one thresh-
old score for each the categories. The threshold scores define
a number of category relevance types. The method further
comprises determining the highest category score and the
second highest category score for the digital document,
applying a single-category selection rule to the first highest
category score and the second highest category score to deter-
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mine a category pattern for the digital document, determining
whether human examination 1s required to select the category
for the digital document based upon the category pattern of
the digital document; and 1n response to determiming that
human examination 1s not required to select the category for
the digital document, automatically selecting the category
with the first highest score.

The above, as well as additional purposes, features, and
advantages of the present invention will become apparent 1n
the following detailed written description.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWINGS

The novel features believed characteristic of the invention
are set forth in the appended claims. The invention itself,
however, as well as a best mode of use, further purposes and
advantages thereof, will best be understood by reference to
the following detailed description of an illustrative embodi-
ment when read 1n conjunction with the accompanying draw-
ings, where:

FIG. 1 shows a block diagram of an exemplary data pro-
cessing system 1n which the present invention may be imple-
mented;

FIG. 2 1s a block diagram depicting a method 200 for
supervised classification of digital documents using simple
word extraction methods 1n accordance with one or more
embodiments of the present invention;

FIG. 3 1s a tlowchart depicting a more efficient and less
computationally intensive method for performing the classi-
tying step 230 of FIG. 2 1n accordance with one or more
embodiments of the present invention;

FIG. 4 15 a table 400 indicating exemplary two threshold
values for determiming category relevance types 1 accor-
dance with one or more embodiments of the present mnven-
tion;

FIG. 5 1s a table 500 depicting an exemplary single-cat-
egory selection rule 1 accordance with one or more embodi-
ments of the present mnvention; and

FIG. 6 shows two tables that depict exemplary category
scores and category selections for twenty documents pro-
cessed 1n accordance with one or more embodiments of the
present 1nvention.

DETAILED DESCRIPTION OF THE INVENTION

An 1llustrative embodiment of the present invention 1s
directed to a method, system and computer-readable medium
for computer-based supervised classification of digital docu-
ments that can exclusively identify an optimal category for
the single class model by dividing a calculated score of each
category 1nto groups (thresholds can be automatically
decided from the knowledge base) and can further predict
whether it will be subjected to human examination and
whether feedback learning should be performed. The present
invention can take the form of an entirely hardware embodi-
ment, an enfirely software embodiment or an embodiment
containing both hardware and software elements. In an 1llus-
trative embodiment, the mvention 1s implemented 1n soft-
ware, which includes, but 1s not limited to, firmware, resident
software, microcode, etc.

Furthermore, the invention can take the form of a computer
program product accessible from a computer-usable or com-
puter-readable medium providing program code for use by or
in connection with a computer or any instruction execution
system. For the purposes of this description, a computer-
usable or computer-readable medium can be any apparatus
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that can contain, store, communicate, propagate, or transport
the program for use by or 1n connection with the instruction
execution system, apparatus or device.

The medium can be an electronic, magnetic, optical, elec-
tromagnetic, infrared or semiconductor system, apparatus or
device or a propagation medium. Examples of a computer-
readable medium 1include a semiconductor or solid state
memory (e.g., tlash drive memory), magnetic tape, a remov-
able computer diskette, a random access memory (RAM), a
read-only memory (ROM), a rigid magnetic disk (e.g., a hard
drive) and an optical disk. Current examples of optical disks
include compact disk-read only memory (CD-ROM), com-
pact disk-read/write (CD-R/W) and Digital Versatile Disk
(DVD).

Referring now to the drawings, wherein like numbers
denote like parts throughout the several views, FIG. 1 shows
a block diagram of a data processing system suitable for
storing and/or executing program code in accordance with
one or more embodiments of the present invention. The hard-
ware elements depicted in data processing system 102 are not
intended to be exhaustive, but rather are representative of one
embodiment of the present invention. Data processing system
102 includes a processor unit 104 that 1s coupled to a system
bus 106. A video adapter 108, which drives/supports a display
110, 1s also coupled to system bus 106. System bus 106 1s
coupled via a bus bridge 112 to an Input/Output (1/0) bus 114.
An I/O interface 116 1s coupled to I/0 bus 114. I/O mtertace
116 affords communication with various I/O devices, includ-
ing a keyboard 118, a mouse 120, an optical disk drive 122, a
floppy disk drive 124, and a flash drive memory 126. The
format of the ports connected to I/O interface 116 may be any
known to those skilled 1n the art of computer architecture,
including but not limited to Universal Serial Bus (USB) ports.

Data processing system 102 1s able to communicate with a
soltware deploying server 150 via a network 128 using a
network interface 130, which 1s coupled to system bus 106.
Network 128 may be an external network such as the Internet,
or an internal network such as an Ethernet or a Virtual Private
Network (VPN). Software deploying server 150 may utilize a
similar architecture design as that described for data process-
ing system 102.

A hard drive interface 132 1s also coupled to system bus
106. Hard drive interface 132 interfaces with hard drive 134.
In an illustrative embodiment, hard drive 134 populates a
system memory 136, which is also coupled to system bus 106.
Data that populates system memory 136 includes an operat-
ing system (OS) 138 of data processing system 102 and
application programs 144.

OS 138 includes a shell 140, for providing transparent user
access to resources such as application programs 144. Gen-
erally, shell 140 1s a program that provides an interpreter and
an mterface between the user and the operating system. More
specifically, shell 140 executes commands that are entered
into a command line user interface or from a file. Thus, shell
140 (as 1t 1s called in UNIX®), also called a command pro-
cessor 1n Windows®, 1s generally the highest level of the
operating system software hierarchy and serves as a com-
mand interpreter. The shell provides a system prompt, inter-
prets commands entered by keyboard, mouse, or other user
input media, and sends the iterpreted command(s) to the
appropriate lower levels of the operating system (e.g., a ker-
nel 142) for processing. Note that while shell 140 1s a text-
based, line-oriented user interface, the present invention will
equally well support other user interface modes, such as
graphical, voice, gestural, efc.

As depicted, OS 138 also includes kernel 142, which

includes lower levels of functionality for OS 138, including
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4

providing essential services required by other parts of OS 138
and application programs 144, including memory manage-
ment, process and task management, disk management, and
mouse and keyboard management.

Application programs 144 include a browser 146. Browser
146 includes program modules and instructions enabling a
World Wide Web (WWW) client (1.e., data processing system
102) to send and receive network messages to the Internet
using HyperText Transier Protocol (H1TTP) messaging, thus
enabling communication with software deploying server 150.

Application programs 144 1n the system memory of data
processing system 102 (as well as the system memory of
soltware deploying server 150) also include supervised clas-
sification application 148. Supervised classification applica-
tion 148 comprises computer-executable code, at least a por-
tion of which implements the method described herein.
Supervised classification application 148 may reside 1n sys-
tem memory 136, as shown, and/or may be stored 1n non-
volatile bulk storage such as hard drive 134. In one embodi-
ment, data processing system 102 1s able to download
supervised classification application 148 from software
deploying server 150.

The hardware elements depicted 1n data processing system
102 are not intended to be exhaustive, but rather are repre-
sentative to highlight essential components required by the
present invention. For instance, data processing system 102
may include alternate memory storage devices such as mag-
netic cassettes, Digital Versatile Disks (DVDs), Bernoulli
cartridges, and the like. These and other varations are
intended to be within the spirit and scope of the present
invention.

Note further that, 1n one embodiment of the present inven-
tion, soitware deploying server 150 performs all of the func-
tions associated with the present invention (including execu-
tion of supervised classification application 148), thus freeing
data processing system 102 from having to use its own 1nter-
nal computing resources to execute supervised classification
application 148.

With reference now to FIG. 2, a block diagram 1s shown
depicting a method 200 for supervised classification of digital
documents in accordance with one or more embodiments of
the present invention. System 200 1s comprised of two stages:
learning stage 202 and execution stage 222. In learning stage
202, training documents 204 are used to compile knowledge
base 212. Text 1s extracted from training documents 204 and
normalized 1into a format understood by learning stage 202
(step 206). From the text extracted in step 206, feature words
are extracted 1n step 208. For example, with English language
documents, simple extracting methods with light processing
as described below are performed, instead of extracting
proper nouns, nouns, verbs and non-functional words which
are defined by the Lexical Analysis and the POS Tagging
method and that use a word dictionary with attributes like a
singular form and a plural form.

Simple extracting methods include:
(1) extracting words separated by a space;

(2) extracting words separated by a space and further
excluding any string consisting of three letters or less
(most articles, prepositions, pronouns and the like con-
sist of three letters or less); and

(3) extracting words separated by space and further exclud-
ing “stop-words” including functional words.

The method of (1) 1s a quite simple logic. However, since
the method extracts all words, the importance of a word needs
to be considered using the weighting function like Term Fre-
quency-Inverse Document Frequency (TF-IDF).
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The method of (2) 1s also a simple logic. Since the words
consisting of three letters or less are mostly articles, preposi-
tions or pronouns, less important words can be easily
excluded. However, important words consisting of three let-
ters or less are also removed.

The method of (3) 1s also a simple logic. The stop-word
needs to be created, but the accuracy of extraction depends on
how many unnecessary words can be registered in the stop-
word list.

In the stop-word list, articles (a, an, the), prepositions (on,
at, 1n, belfore, after, etc.), pronouns (I, my, me, mine, you, she,
he, they, that, this, 1t, etc.), relative adverbs, relative pro-
nounces (which, when, whose, whom, what, where), auxil-
1ary verbs (can, could, may, must, might, will, would, shall,
should, ought, used, dare, dared, need, have, having, do, does,
etc), be-verb (am, 1s, are, were, been, being, etc.), conjunc-
tions (and, but, or, however, whether, because, though,
although, etc.), numerals (one, two, three, four, five, first,
second, third, fourth, fifth, etc.), adverbs (more, than, only,
since, soon, ever, little, large, about, such, over, still, both,
also, well, tull, upper, between, apparently, early, etc.) and the
like are registered.

For example, from the text, “Describe how your invention
works, and how it could be implemented, using text, diagrams
and flow charts as appropriate,” only the following important
words can be extracted by the above-mentioned method of
(3) “describe”, “mvention”, “works”, “implemented”,

“using”, “text”, “diagrams”, “tlow™, “charts”, “appropriate”.

The categories of training documents 204 are known, and
in step 210 learning stage 202 uses this information to learn
which extracted feature words are characteristic of a category.
The associations made during step 210 are stored 1n knowl-
edge base 212 for use in execution stage 222. The knowledge
base 1s created 1 a simple word extracting method (e.g.,
separating by spaces) from training documents 204.

In execution stage 222, one or more digital documents 224
are classified based upon characteristic words in each docu-
ment. The text from document 224 1s extracted and normal-
1zed 1nto a format understood by execution stage 222 (step
226). From the text extracted 1n step 226, characteristic words
are 1dentified 1n step 228. Identification of the characteristic
words 1s aided by dictionary/thesaurus 214. The characteris-
tic words 1dentified 1n step 228, along with mnformation
learned 1n the learning stage 202 and stored in knowledge
base 212, are used to calculate scores for a number of poten-
tial categories to which document 224 may be classified.
Based upon the scores of the categories, document 224 is
classified into a category in step 230 and the result 1s stored as
classified result 232. Depending upon a pattern associated
with the document (disclosed 1n turther detail below), the
result may also be provided to knowledge base 212 for learn-
ing purposes via feedback 234.

If accuracy of the scores 1s not so good, a category with the
second highest score may be more optimal than a category
with the highest score. For such circumstances, a method for
exclusively selecting an optimal category will be described
below.

With reference now to FIG. 3, a flowchart 1s shown depict-
ing an improved method for performing the classiiying step
230 of FIG. 2. Process 300 starts at mitiator block 302 and
proceeds to step 304, where category scores are calculated for
cach document 224 that 1s to be classified. The score distri-
bution of training documents 204 approximates the score
distribution of documents 224. Since the distribution of
scores differs for each category, threshold scores are deter-
mined for each category (step 306) from the scores obtained

from training documents 204. The threshold scores subdivide
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6

the scores 1n each category into several candidate relevance
types. If proportions of the numbers of documents for a given
category are decided 1n advance (for example, 50% for high,
25% for medium and 25% for low), threshold scores are
determined for each category as shown in table 400 of FIG. 4.

With reference now to FIG. 4, a table 400 indicating the
threshold values of four exemplary categories 1s shown.
Documents 224 are classified into one of four categories (e.g.,
Business, National, Sport and World) based upon the text of
the documents and the category scores generated from the
text. A category score exceeding threshold 2 1s in the “high”
range, indicating that the category 1s likely to have a high
relevance to the document. A category score between thresh-
old 1 and threshold 2 1s 1n the “medium” range, indicating that
the category 1s likely to have a medium relevance to the
document. A category score less than threshold 1 1s in the
“low” range, indicating that the category 1s likely to have a
low relevance to the document.

Returning now to FIG. 3, after the threshold scores are
determined 1n step 306, categories are evaluated for each
document 224 based upon the category scores of each cat-
egory. The two highest scores are selected as candidate cat-
egories and assigned a candidate relevance type (step 308). A
single-category selection rule, based upon the candidate rel-
evance types of the candidate categories, 1s applied to the
candidate categories to automatically determine the category
pattern of the document (step 310). An example of such a
single-category selection rule 1s shown 1n table 500 of FIG. 5.
For a pattern I document, the category with the highest score
1s automatically selected (step 312) and the process ends (step
320). For a pattern II document, the category with the highest
score 1s automatically selected (step 314) and the category
assignment 1s fed back to knowledge base 212 for learning
purposes (step 318). The process ends at terminator 320 and
no human examination 1s required to determine whether the
category assignment 1s appropriate. For a pattern III docu-
ment, human examination 1s required to determine whether
the category with the highest score or the category with the
second highest score 1s most relevant to the document (step
316). The category assignment 1s fed back to knowledge base
212 for learning purposes (step 318) and the process ends at
terminator 320. Category pattern determination 1s discussed
turther 1n reference to FIG. 5.

With reference now to FIG. 3, table 500 1s shown depicting,
an exemplary single-category selection rule. Based on the
distribution of the category scores calculated 1n step 304, a
rule for selecting a single-category as shown 1n table 500 1s
created. Table 500 indicates possible combinations of candi-
date categories for a particular document according to candi-
date relevance type. The category with the highest score and
the category with the second highest score are relatively com-
pared to estimate the credibility of the highest category. For
that purpose, the candidate with highest score and the candi-
date with the second highest score are assigned a candidate
relevance type based upon their scores.

The selection rule in FIG. 5 gives rise to three category
patterns for a document based upon whether feedback learn-
ing should be performed and whether human examination 1s

needed to selected the category for the document. As shown in
the table 500, the patterns I and II of the combinations of

(high+high/medium/low) and (medium+low) predict that the
credibility of the highest category 1s high. On the other hand,
since the candidate with the highest score 1n pattern 111 has
low credibility, 1t needs human examination. Since the cred-
ibility decreases in the order of high, medium and low, by
grving feedback for a document with a medium score or a low
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score of an optimal category to be learned, a similar document
will have a higher score next time.

In the case of pattern I, the candidate category with the
highest score 1s selected. Human examination and feedback
learning 1s not necessary to assign the category to the docu-
ment. In the case of pattern 11, the candidate category with the
highest score 1s selected. Feedback 1s then given to knowl-
edge base 212 for learming purposes. In the case of pattern 111,
human examination 1s necessary. A person examines whether
or not to select the candidate category with the highest score
or the candidate category with the second highest score. This
selection 1s fed back into knowledge base 212 to improve
accuracy.

With reference now to FIG. 6, two tables are shown that
depict exemplary category scores and category selections for
twenty documents processed 1n accordance with one or more
embodiments of the present invention. Table 600 shows a list
a documents for which category score have been calculated.
The category scores are shown in descending order from left
to shows a list of documents for which categories have been
assigned 1n accordance with one or more embodiments of the
present invention, which enables a more accurate assignment

ol single-categories than 1s indicated by the “optimum cat-
egory”’ column of table 600.

For example, the following category scores have been cal-
culated for document 1 of table 600: National (62.66), Sports
(21.12), Business (0.76) and World (0.51). The highest cat-
egory score 1s “National”. “National™ has category relevance
type “high”, because (referring back to table 400 of FIG. 4)
the score o1 62.66 exceeds threshold 2 (62) for the “National™
distribution of categories. The second highest category score
1s “Sports”. “Sports” has category relevance type “low”,
because the score o1 27.12 1s less than threshold 1 (66) for the
“Sports” distribution of categories. Document 1 is therefore a
pattern I document, having a “high” category relevance type
(National) and a “low” category relevance type (Sports).
Document 1 1s automatically classified as a “National” docu-
ment without any human examination.

In another example, the following category scores have
been calculated for document 6 of table 600: Sports (66.74),
National (31.74), World (5.97) and Business (0.66). The high-
est category score 1s “Sports”. “Sports” has category rel-
evance type “medium”, because the score of 66.74 lies
between threshold 1 (66) and threshold 2 (97) for the “Sports™
distribution of categories. The second highest category score
1s “National”. “National™ 1s a category of type “low”, because
the score of 31.74 lies below threshold 1 (60) for the
“National™ distribution of categories. Document 6 1s there-
fore a pattern II document, having a “medium” category
relevance type (Sports) and a “low” category relevance type
(National) and no other candidate categories. Document 6 1s
automatically classified as a “Sports” document and feedback
will be given to knowledge base 212 for learning.

In another example, the following category scores have

been calculated for document 3 of table 600: World (23.34),
National (20.26), Sports (9.22) and Business (8.41). The
highest category score 1s “World”. “World” has category rel-
evance type “low”, because the score of 23.34 lies below
threshold 1 (535) for the “World” distribution of categories.
The second highest category score 1s “National”. “National”
1s a category of type “low”, because the score of 20.26 lies
below threshold 1 (60) for the “National” distribution of
categories. Document 3 1s therefore a pattern 111 document,
having two “low” category relevance types (World and
National). Document 3 requires human examination to deter-
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mine whether document 3 should be classified as “World™ or
“National”, and feedback will be given to knowledge base
212 for learning.

Utilizing the method above, an optimum category for each
document can be efficiently selected and a document whose
teedback 1s to be given can be identified. Sixty percent of
documents (those having of patterns I and patterns II) do not
need any human examination (i.e., all documents were cor-
rect). Forty percent of the documents (those having pattern
III) are selected for human examination so that they can be
selected for appropriate categories. Feedback for the docu-
ments of the patterns II and III are given to the knowledge
base for learning. By reducing the number of documents that
require human examination, this method 1s more efficient at
performing supervised classification.

While the present invention has been particularly shown
and described with reference to an illustrative embodiment, 1t
will be understood by those skilled 1n the art that various
changes 1n form and detail may be made therein without
departing from the spirit and scope of the invention. Further-
more, as used 1n the specification and the appended claims,
the term “computer” or “computer system”™ or “computing
device” includes any data processing system including, but
not limited to, personal computers, servers, workstations,
network computers, mainframe computers, routers, switches,
Personal Digital Assistants (PDA’s), telephones, and any
other system capable of processing, transmitting, receiving,
capturing and/or storing data. The term “system™ or “infor-
mation system’ includes a network of data processing sys-
tems.

Flowcharts and diagrams 1n the Figures 1llustrate the archi-
tecture, functionality, and operation of possible implementa-
tions of systems, methods and computer program products
according to various embodiments of the present invention. In
this regard, each block in the flowchart or diagrams may
represent a module, segment, or portion of code, which com-
prises one or more executable instructions for implementing
the specified logical function(s). It should also be noted that,
in some alternative implementations, the functions noted 1n
the block may occur out of the order noted 1n the figures. For
example, two blocks shown 1n succession may, 1n fact, be
executed substantially concurrently, or the blocks may some-
times be executed 1n the reverse order, depending upon the
functionality involved. It will also be noted that each block of
the block diagrams and/or tflowchart illustration, and combi-
nations of blocks 1n the block diagrams and/or flowchart
illustration, can be implemented by special purpose hard-
ware-based systems that perform the specified functions or
acts, or combinations of special purpose hardware and com-
puter instructions.

The terminology used herein 1s for the purpose of describ-
ing particular embodiments only and 1s not intended to be
limiting of the invention. As used herein, the singular forms
“a”, “an” and “the” are intended to include the plural forms as
well, unless the context clearly indicates otherwise. It will be
turther understood that the terms “comprises” and/or “com-
prising,” when used 1n this specification, specify the presence
of stated features, integers, steps, operations, elements, and/
or components, but do not preclude the presence or addition
of one or more other features, integers, steps, operations,
clements, components, and/or groups thereof.

The corresponding structures, materials, acts, and equiva-
lents of all means or step plus function elements in the claims
below are intended to include any structure, material, or act
for performing the function in combination with other
claimed elements as specifically claimed. The description of
the present mvention has been presented for purposes of
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illustration and description, but 1s not intended to be exhaus-
tive or limited to the invention 1n the form disclosed. Many
modifications and variations will be apparent to those of
ordinary skill 1n the art without departing from the scope and
spirit of the invention. The embodiment was chosen and
described 1n order to best explain the principles of the mven-
tion and the practical application, and to enable others of
ordinary skill in the art to understand the invention for various
embodiments with various modifications as are suited to the
particular use contemplated.

Having thus described the invention of the present appli-
cation 1n detail and by reference to illustrative embodiments
thereot, 1t will be apparent that modifications and variations
are possible without departing from the scope of the invention
defined 1n the appended claims.

What 1s claimed 1s:

1. A computer-based method for supervised classification
of digital documents comprising:

automatically calculating, within a computer, a category
score for each of a plurality of categories for which a
digital document may be classified, wherein the cat-
egory score 1s based on a plurality of words 1n the digital
document:

determining a plurality of threshold scores for each of said
plurality of categories, wherein the threshold scores
define a plurality of category relevance types;

automatically determining a first highest category score
and a second highest category score for the digital docu-
ment,

applying a single-category selection rule to the first highest
category score and the second highest category score to
determine a category pattern for the digital document;

automatically determining whether human examination 1s
required to select the category for the digital document
based upon the category pattern of the digital document;

in response to determining that human examination 1s not
required to select the category for the digital document,
automatically selecting the category with the first high-
est score; and

in response to determining that human examination 1s
required to select the category for the digital document,
selecting either the category with the first highest score
or second highest score based on human examination.

2. The method of claim 1, wherein said calculating includes
a simple extracting method.

3. The method of claim 1, wherein the category selected for
the digital document 1s fed back to a knowledge base for
machine-learning purposes.

4. The method of claim 1, further comprising;

a first category pattern, wherein the category with the first
highest category score 1s automatically selected for a
digital document having the first category pattern;

a second category pattern, wherein the category with the
first highest category score 1s automatically selected for
a digital document having the second category pattern
and the selected category 1s fed back to a knowledge
base for machine-learning purposes; and

a third category pattern, wherein a human selects either the
category with the first highest category score or the
category with the second highest category score for a
digital document having the thirds category pattern and
the selected category 1s fed back to a knowledge base for
machine-learning purposes.

5. A system for computer-based supervised classification

of digital documents comprising:

means for automatically calculating, within a computer, a
category score for each of a plurality of categories for
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which a digital document may be classified, wherein the
category score 1s based on a plurality of words 1n the
digital document;

means for determining a plurality of threshold scores for
cach of said plurality of categories, wherein the thresh-
old scores define a plurality of category relevance types;

means for automatically determining a first highest cat-
egory score and a second highest category score for the
digital document;

means for applying a single-category selection rule to the
first highest category score and the second highest cat-
egory score to determine a category pattern for the digi-
tal document;

means for automatically determining whether human
examination 1s required to select the category for the
digital document based upon the category pattern of the
digital document;

means, responsive to determimng that human examination
1s not required to select the category for the digital docu-
ment, for automatically selecting the category with the
first highest score; and

means, responsive to determimng that human examination
1s required to select the category for the digital docu-
ment, for selecting eirther the category with the first
highest score or second highest score based on human
examination.

6. The method of claim 5, wherein said means for calcu-
lating 1includes a means for simple extraction of words from
the digital document.

7. The system of claim 5, wherein the category selected for
the digital document 1s fed back to a knowledge base for
machine-learning purposes.

8. The system of claim 5, further comprising:

a first category pattern, wherein the category with the first
highest category score 1s automatically selected for a
digital document having the first category pattern;

a second category pattern, wherein the category with the
first highest category score 1s automatically selected for
a digital document having the second category pattern
and the selected category 1s fed back to a knowledge
base for machine-learning purposes; and

a third category pattern, wherein a human selects either the
category with the first highest category score or the
category with the second highest category score for a
digital document having the thirds category pattern and
the selected category 1s fed back to a knowledge base for
machine-learning purposes.

9. A computer-readable medium encoded with a computer
program that, when executed, causes the control circuitry of a
data processing system to perform steps for supervised clas-
sification of digital documents comprising:

automatically calculating, within a computer, a category
score for each of a plurality of categories for which a
digital document may be classified, wherein the cat-
egory score 1s based on a plurality of words 1n the digital
document;

determining a plurality of threshold scores for each of said
plurality of categories, wherein the threshold scores
define a plurality of category relevance types;

automatically determining a first highest category score
and a second highest category score for the digital docu-
ment;

applying a single-category selection rule to the first highest
category score and the second highest category score to
determine a category pattern for the digital document;
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automatically determining whether human examination 1s
required to select the category for the digital document
based upon the category pattern of the digital document;

in response to determining that human examination 1s not
required to select the category for the digital document,
automatically selecting the category with the first high-
est score; and

in response to determining that human examination 1s
required to select the category for the digital document,
selecting either the category with the first highest score
or second highest score based on human examination.

10. The method of claim 9, wherein said calculating
includes a simple extracting method.

11. The computer-readable medium of claim 9, wherein the
category selected for the digital document 1s fed back to a
knowledge base for machine-learning purposes.
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12. The computer-readable medium of claim 9, further

comprising:

a first category pattern, wherein the category with the first
highest category score 1s automatically selected for a
digital document having the first category pattern;

a second category pattern, wherein the category with the
first highest category score 1s automatically selected for
a digital document having the second category pattern
and the selected category 1s fed back to a knowledge
base for machine-learning purposes; and

a third category pattern, wherein a human selects either the
category with the first highest category score or the
category with the second highest category score for a
digital document having the thirds category pattern and
the selected category 1s fed back to a knowledge base for
machine-learning purposes.
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