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REDUCING OVERHEAD WHEN SETTING UP
MULTIPLE VIRTUAL CIRCUITS USING
SIGNALING PROTOCOLS

RELATED APPLICATIONS

The present application claims priority from and 1s a con-
tinuation of co-pending application Ser No.: 09/976,004,
filed on Oct. 15, 2001, having the same title as the subject
patent application, and 1s incorporated 1n 1ts entirety into the
present application.

The present application 1s also related to the co-pending

application entitled, “Providing Ditlerentiated Services on
ATM Switched Virtual Circuits When Transporting IP Pack-

ets”, Ser. No. 09/904,593, filed on Jul. 30, 2001 (hereafter
“RELATED APPLICATION™), which 1s incorporated 1n 1ts

entirety herewith.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to telecommunication net-
works, and more specifically to a method and apparatus for
reducing overhead when setting up multiple virtual circuits
between two network devices using signaling protocols.

2. Related Art

Virtual circuits are often provided between network
devices. A virtual circuit generally defines a path (including
intermediate devices and transmission paths) traversed by
data packets from one network device to the other. The net-
work devices at either end of the virtual circuit are generally
referred to as end systems.

Signaling protocols are often used to set up and terminate
(manage, 1n general) virtual circuits as 1s well known 1n the
relevant arts. Overhead in terms of both bandwidth usage and
processing overhead exists when setting up virtual circuits
using signaling messages (oiten sent using multiple packets).

The bandwidth usage 1s due to the transfer of signaling
messages (1n the form of packets) as a part of the signaling,
task. The processing overhead 1s present on the intermediate
devices and the end systems. The processing overhead may be
of particular concern when the packets (containing signaling
messages) need to be parsed by the systems, as described
below with reference to ATM (asynchronous transfer mode)
environments.

As 1s well known, the signaling related messages of ATM
environments contain information elements. Each informa-
tion element specifies parameters (e.g., quality of service)
related to the virtual circuit being managed. Each device in
the path of the virtual circuit typically needs to examine and
potentially act upon the information elements to appropri-
ately support the virtual circuit.

Accordingly, the signaling messages transiferred during set
up and termination of virtual circuits may cause at least some
level of overhead on each of the devices 1n the virtual circuit
path. The overhead could be unacceptably high if a large
number of virtual circuits (e.g., switched virtual circuits) are
being set up and terminated. In other words, the devices may
not scale to support a large number of virtual circuits.

Therefore, what 1s needed 1s a method and apparatus which
reduces overhead when setting up multiple virtual circuits
between two network devices using signaling protocols.

SUMMARY OF THE INVENTION

The present mnvention minimizes the bandwidth usage on
communication links and processing overhead on devices
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2

when provisioning multiple virtual circuits. A single set up
message can be sent from a first end system (at which the
virtual circuits terminate) to cause a group of virtual circuits
to be set up. Switches positioned between the two end sys-
tems propagate (send) the acceptance message to cause the
virtual circuit to be set up end to end. Similarly, an acceptance
message 1s generated by the second end system, which 1s
propagated back to the first end system by the switches.

In an embodiment, fewer than all of the requested number
of virtual circuits are provisioned immediately 1n response to
the set up message. The set up message contains traffic
parameters for all the virtual circuits. Even the virtual circuits
which are not completely provisioned (not-yet provisioned
virtual circuits), may be configured with the corresponding
traffic parameters.

Any of the not-yet-provisioned virtual circuits may be acti-
vated by sending additional signaling messages. The message
formats allow for multiple virtual circuits to be addressed and
managed (e.g., released, activated and set up) 1 a single
message. Due to the sharing of the traffic parameters for many
virtual circuits, and by using fewer signaling messages, the
bandwidth overhead on communication links and the pro-
cessing overhead on the individual devices may be mini-
mized.

Another aspect of the present invention allows network to
be operational even in the presence of devices which do not
support the set up of groups of virtual circuits. To facilitate
such a feature, an embodiment (implemented using UNI/NNI
protocols) 1ncorporates non-mandatory (which can be
ignored) mformation elements to transmit the group related
information. Another information element which requests set
up of a single virtual circuit 1s also contained 1n the set up
messages.

As aresult, a device which does not support groups merely
ignores the mformation element related to groups, but pro-
cesses the information element related to a single virtual
circuit and sends acceptance for the single virtual circuit. In
other words, a single virtual circuit may be set up when all the
devices 1n the path do not support the set up of a group of
virtual circuits.

To support groups of virtual circuits, a device may maintain
a bundle structure associated with each group. The bundle
structure stores information identifying the specific virtual
circuits forming the corresponding group. The device may
further maintain a call reference structure associated with
cach call, with the call reference structure indicating the
status (1n the processing of being set up, accepted, etc.) of the
call on which the group of virtual circuits are provisioned and
managed.

A per-VC structure may also be maintained associated
with each virtual circuit. The per-VC structure may store
information related to the call parameters accepted for the
corresponding virtual circuit. Thus, when a device corre-
sponds to an edge router, bundle structures, call reference
structures, and per-VC structures may be maintained in the
edge router.

In case a device corresponds to a switch positioned
between the two end systems, switch structures may be main-
tained 1n addition. The switch structures enable a switch to
translate an mncoming circuit identifier to an outgoing circuit
identifier.

Further features and advantages of the invention, as well as
the structure and operation of various embodiments of the
invention, are described 1n detail below with reterence to the
accompanying drawings. In the drawings, like reference
numbers generally indicate identical, functionally similar,
and/or structurally similar elements. The drawing in which an
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clement first appears 1s indicated by the leftmost digit(s) in the
corresponding reference number.

BRIEF DESCRIPTION OF THE DRAWINGS

The present mnvention will be described with reference to
the accompanying drawings, wherein:

FIG. 1 1s a block diagram 1llustrating an example environ-
ment 1n which the present mnvention can be implemented;

FIG. 2 1s a flow chart illustrating a method using which an
end system may initiate and set up a group of virtual circuits
according to an aspect of the present invention;

FIG. 3 1s a flow chart illustrating a method using which an
end system processes group set up requests recerved from
another end system;

FIG. 4 1s a block diagram illustrating the details of an
embodiment of a device implemented substantially in the
form of software according to an aspect of the present mnven-
tion; and

FIG. 5 1s a block diagram illustrating the details of an
embodiment of a device implemented substantially 1n the
form of integrated circuit according to an aspect of the present
invention.

DETAILED DESCRIPTION OF THE PREFERRED
EMBODIMENTS

1. Overview and Discussion of the Invention

A device 1 accordance with the present invention requests
a group of virtual circuits to be set up using a single signaling
set up message. Parameters related to multiple virtual circuits
may also be sent 1n the signaling set up message. All the
devices (including the other end system) may associate the
parameters with all the virtual circuits. In an embodiment
described below, the single message specifies parameters for
virtual circuits which are to be set up potentially 1n future.

As aresult, the devices 1n the path of the virtual circuit may
merely need to examine one packet to determine several
aspects ol many virtual circuits. Consequently the overhead
on the devices may be reduced. In addition, the number of
packets transmitted on a network backbone may also be
reduced.

Several aspects of the invention are described below with
reference to example environments for i1llustration. It should
be understood that numerous specific details, relationships,
and methods are set forth to provide a full understanding of
the invention. One skilled 1n the relevant art, however, will
readily recognmize that the invention can be practiced without
one or more of the specific details, or with other methods, etc.
In other instances, well-known structures or operations are
not shown 1n detail to avoid obscuring the mvention.

2. Example Environment

FI1G. 1 1s a block diagram 1llustrating an example environ-
ment 1n which the present invention can be implemented. The
environment 1s shown containing user systems 110-A,110-B,
170-A and 170-B, edge routers 120, 160 and 180, and
switches 130 and 140 1n ATM backbone 150. The environ-
ment 1s shown containing a few representative components
only for illustration. In reality, each environment typically
contains many more components. Hach component 1is
described below 1n further detail.

User systems 110-A, 110-B communicate with user sys-
tems 170-A and 170-B using ATM backbone 150. Each user
system (e.g., 110-A) interfaces with the connected (e.g., user
system 110-A 1s shown connected to edge router 120) edge
router(s) using a protocol such as Internet Protocol (IP). Each
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4

user system may correspond to a computer system or work-
station, and can be implemented 1 a known way.

ATM backbone 150 1s shown contaiming switches 130 and
140. Switches 130 and 140 operate consistent with the ATM
protocol, and may be implemented 1n a known way. In gen-
eral, switches enable edge routers 120, 160 and 180 to com-
municate with each other using ATM protocol. In an embodi-
ment, switches use NNI protocol for signaling the
management of the various virtual circuaits.

Edge router 120 interfaces with user systems 110-A and
110-B using IP protocol, and with switch 130 using ATM.
Edge router 120 may use several virtual circuits to commu-
nicate with each of the other edge routers 160 and 180. UNI
protocol may be used for interfacing with switch 130 to
manage the virtual circuits. In embodiment(s) described in
RELATED APPLICATION noted above, differentiated ser-
vices are provided to user applications by provisioning sev-
eral switched virtual circuits to the same edge router.

For 1llustration, 1t 1s assumed that edge router 120 needs to
initiate virtual circuits to other edge routers 160 and 180.
Edge router 120 may dynamically (as and when required)
establish and release several switched virtual circuits using
signaling protocols. When a large number of switched virtual
circuits are established and released, the overhead due to the
signaling messages may be unacceptably high on the devices
forming the virtual circuit path.

The overhead 1s reduced by using a single signaling mes-
sage which communicates several information elements
(IEs). The manner 1n which the overhead may be minimized
1s described below first with reference to edge router 120
(which initiates the group of VCs), and then with reference to
other devices 1n the path of the virtual circuat.

3. Method of Imtiating a Group of Virtual Circuits

FIG. 2 1s a flow-chart 1llustrating a method using which
edge router 120 may set up several virtual circuits 1n an
embodiment of the present invention. The method begins 1n
step 201, 1n which control immediately passes to step 210. In
step 210, edge router 120 configures internal entries indicat-
ing that a group of virtual circuits 1s being managed. The
configuration generally needs to be consistent with the pro-
tocol interface with other devices 1n the path of the virtual
circuits. An example implementation of edge router 120 is
described below.

In step 220, edge router 120 sends a group set up request
message with parameters related to several virtual circuits in
the group. Setting up the virtual circuits merely requires some
level of configuration in devices in the path of the virtual
circuits. Completion of provisioning can occur much later as
and when required, as described below. In response to a group
set up request, edge router 120 recerves a group acceptance
message 11 all the devices 1n the path support virtual circuit
groups.

In step 230, edge router 120 checks whether an acceptance
message 1s recerved 1n response to the group set up message
sent 1n step 220. In an embodiment described below, the
acceptance message 1s also used to indicate that the first one
of the virtual circuits has been provisioned. The remaining
virtual circuits are placed 1n an 1nactive status. Control passes
to step 250 1f an acceptance message 1s recerved, and to step
280 otherwise.

In step 280, cach individual virtual circuit 1s set up 1ndi-
vidually as the feature of supporting group of virtual circuits
1s not supported at least by one device 1n the virtual circuit
path. In an embodiment described below, the not-accepted
message 1s also used to indicate that the first one of the virtual
circuits has been provisioned.
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In step 250, edge router 120 updates 1nternal tables indi-
cating that the group of circuits have been accepted by the
remaining devices in the path to edge router 160. In the
embodiment noted above, the first one of the virtual circuits 1s
indicated to be provisioned successiully.

In step 260, the individual circuits are provisioned poten-
tially as and when required by sending the individual signal-
ing set up messages. As the parameters related to each of the
circuits are already communicated (and potentially config-
ured in the other devices once prior to activation), the over-
head may be minimized on backbone 150 and the devices
(both switches and edge routers). The description 1s contin-
ued with respect to a method using which a recerving end
system may provide a group of virtual circuits 1n accordance
with various aspects of the present invention.

4. Method of Processing a Group Set Up Message

FIG. 3 1s a flow chart illustrating a method using which a
device (switch or edge router) may process a group set up
message received Ifrom other devices. The method 1s
described with reference to edge router 160 for illustration.
However, many aspects of the method may be implemented in
intermediate devices 1n the path of the group of virtual cir-
cuits. The method starts 1in step 301, 1n which control imme-
diately passes to step 320.

In step 320, edge router 160 receives a group set up mes-
sage from switch 140. The message may be received 1n a
known way. In step 330, edge router 160 determines whether
groups ol virtual circuits are supported. If the groups are
supported control passes to step 350, otherwise control passes
to step 380.

In step 350, the imnternal tables are updated to indicate that
the group of virtual circuits have been accepted. All the 1ndi-
cated virtual circuits may be provisioned, except that the
virtual circuits may be marked as being inactive (and thus
cannot be used). In step 360, an acceptance signaling message
1s sent to switch 140, which 1s propagated by each interme-
diate device to edge router 120.

In step 370, edge router 160 activates individual circuits in
response to activation signaling messages. In an embodiment,
an activation message 1s sent to activate each virtual circuit.
Either of the edge routers 120 or 160 may activate the indi-
vidual virtual circuits. However, a single activation message
can be designed to activate multiple virtual circuits. In step
380 also, an individual virtual circuit may be set up poten-
tially with the indication that the group of virtual circuits are
not supported.

Thus, by designing the edge routers and the intermediate
devices 1n the path of the group of virtual circuits according to
a consistent protocol, the overhead may be minimized on all
components supporting a virtual circuit. The description 1s
continued with specific aspects of the described methods 1n
an embodiment implemented using UNI and NNI protocols.
The details of UNI and NNI as relevant to an understanding of
the described embodiment(s) 1s described first.

5. Signaling Using UNI and NNI 1n General

Edge routers interface with switches at the edge using
protocols such as UNI (User to Network Interface 3.1 or 4.0)
during signaling. The interface between switches may be
implemented using protocols such as NNI (network to net-
work interface) during signaling. In general, both the types of
signaling messages contain information speciiying the
parameters used 1n provisioning the virtual circuits. For
example, a typical signaling set up message using UNI/INNI
includes information elements 1dentifying the called party,
service parameters, etc.

All the devices (edge router 160 and switches 130, 140) 1n

the path of the group of virtual circuits may need to parse and
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6

examine the information elements for each of the signaling
set up messages. The present invention enables the resulting
overhead to be minimized as described below in further
detail. The description 1s continued with reference to the
manner 1n which a request for a group of virtual circuits may
be mitiated by edge router 120.

6. Initiating Request for Group of Virtual Circuits

In an embodiment, edge router 120 sends a group set up
request mncluding a unique call reference number to switch
130. The call reference number uniquely 1dentifies the group
of virtual circuits, and may be used to identify the group when
sending additional signaling messages. In response, switch
130 sends an acceptance response for the group or a single
virtual circuit 1f the corresponding resources are available in
the devices forming the virtual circuait.

In an embodiment, the format (including information ele-
ments) of group set up request 1s designed such that a device
(switch or edge router) may be able to 1gnore the portions
related to groups (as optional non-mandatory information
clements), and indicate acceptance for a single virtual circuait.

Thus, edge router 120 recerves an acceptance message for
the requested group or a single virtual circuit in most circum-
stances. The acceptance of a single virtual circuit may be
viewed as absence of support for groups of virtual circuits. In
case of an acceptance message, edge router 120 may receive
from switch 130 a bundle identifier, which uniquely 1dentifies
the group of virtual circuits globally 1n all switches and edge
routers. That 1s, the bundle structure 1s not translated (as could
call reference value be translated) as the value 1s semantically
propagated by the switches.

The manner 1n which switches 130 and 140 may support
such sequence of transactions 1s described below.

7. Support 1n Switches

Switch 130 recerves a group set up message and semanti-
cally propagates the information (1n the recerved message) to
a subsequent switch (here switch 140) 1n the connection path.
That 1s, 1n the case of NNI, the information 1s propagated 1n
the form of information elements, typically with appropriate
substitutions. For example, the individual VPI/VCI fields
may bereplaced to reflect the specific numbers corresponding,
to the path between the two switches.

Switch 130 waits for a response message from switch 140
alter propagating the group set up message. A message 1ndi-
cating that the call set up 1s 1n progress may be sent to edge
router 120 as 1s done at least by systems 1n conformance with
UNI 3.1/4.0 specification well known 1n the relevant arts.
Once an acceptance message 1s recerved from switch 140, the
same information may again be semantically propagated
(sent) to edge router 120.

Various formats may be used for the set up and acceptance
messages. An example format 1s described below.

3. Message Format

A desirable feature 1s often that the improvements be back-
ward compatible with implementations not supporting the
improvements. Accordingly, an aspect of the present mven-
tion takes advantage of the fact that mntermediate switches
(and edge routers not imtiating the group set up messages) can
1gnore non-mandatory information elements.

In an embodiment, a group set up message differs from
conventional set up messages 1n that a new (non-mandatory)
information element 1s designed which includes the informa-
tion related to the virtual circuits in the group. The format of
the information element can be chosen as follows:

Byte 0: Information element identifier (which would con-
firm that the information element 1s non-mandatory). Any
presently unused value may be selected (after approval by the
relevant standards commiuttee.
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Bytes 1-2: Control information (with the first bit allowing
for use of additional bytes as control information 11 neces-

sary)
Bytes 3-4: Length of information element

Bytes 5-6: Bundle 1dentifier (described 1n further detail in
the immediate section below)

Byte 7: First bit indicates whether the following informa-
tion 1s related to a range of virtual circuits or a single virtual
circuit. The remaining bits indicate the type (e.g., activating
one of the prior requested virtual circuits 1n a group, changing
the parameters for the virtual circuits specified below, release
of virtual circuits, release of the entire group, etc.).

If the first bit of byte 7 indicates that the information
clement relates to only one virtual circuit, the following for-
mat may be used.

Bytes 8-9: VPI/VC(I

Byte 10—(Specified by length): Traffic parameters akin to
those specified 1n conventional single virtual circuits, which
would generally define the QOS provided by the individual
virtual circuits

If the first bit of byte 7 indicates that the information
clement relates to a range of virtual circuits, the following
format may be used.

Bytes 8-9: VPI/V(I of the first virtual circuit 1n the range

Bytes 10-11: VPI/VCI of the last virtual circuit in the range

Byte 12— (Specified by length): Tratlic parameters for the
entire range

The manner 1in which the packet format of above may be
used 1s described below with an example.

9. EXAMPL.

L1l

To request a group of virtual circuits, edge router 120
constructs a group set up message with an information ele-
ment (“new information element’) of the format noted in the
previous section. A unique call identifier may be associated
with the setup message. The bundle identifier may be mnitially
set to zero, and switch 130 may determine a unique identifier
and send the determined identifier to edge router 120. The
bundle identifier may be used in all subsequent messages
related to the group of virtual circuits.

In an embodiment, a conventional information element
which requests a single virtual circuit 1s included 1n addition
to the new information element. Thus, to request two virtual
circuits, bit 1 of byte 7 of the new information element would
be set to indicate that only one new virtual circuit1s addressed
by the new information element. If more than two virtual
circuits are to be contained 1n the group, bit 1 of byte 7 of the
new information element may indicate that the information
clement relates to a range of virtual circuits.

Switch 130 propagates (sends) semantically equal message
to switch 140, which in turn propagates the set up message to
edge router 160. Once edge router 160 sends an acceptance
message, the acceptance message 1s propagated back to edge
router 120. In an embodiment, the acceptance message 1s sent
using the same format as the new information element
described in the previous section.

The acceptance message may use the same format as the set
up message (including the new information element). The
traffic parameters in the acceptance message then retlect the
accepted parameters. That 1s, the virtual circuits may be setup
with different parameters than those requested, and the set up
parameters are communicated back to edge router 120.

In addition, as 1n the set up request message, a conventional
information element may be received which indicates that the
first one of the group of virtual circuits has been accepted 1n
the virtual circuit path. The remaining virtual circuits may
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8

need to be set up using the new information element described
above. A range of virtual circuits can potentially be activated
in a single message. The virtual circuits set up, but not yet
activated, can be activated by edge routers at either end of the
virtual circuits.

In case any of the devices in the virtual circuit path do not
support group of virtual circuits, the corresponding device
may 1gnore the new information element (as being non-man-
datory) and accept a single virtual circuit corresponding to the
conventional information element. Accordingly, a response
message (propagated back to edge router 120) would indicate
that only one virtual circuit has been accepted.

While the setting up of groups of virtual circuit 1s described
in detail, the embodiments can be extended to support the
release of the virtual circuits as well. Message format similar
to those described above for set up (but with the type field
different) can be used to release a single virtual circuit, a
range of virtual circuits, or the entire group.

Thus, using the approaches described above a group of
virtual circuits can be set up and managed. To support the
transactions described above, the switches and the edge rout-
ers may need to maintain various types of information. The
different structures which may need to be maintained are
described below.

10. Structures

The information which may need to be maintained 1s
described first with reference to switch 130. Broadly, four
structures may need to be maintained—(1) call reference
structures; (2) switch structures; (3) bundle structures; and (4)
per-VC structures. The manner 1n which each type of struc-
ture can be used 1s described below.

With reference to call reference structures, a call reference
structure 1s maintained for each call (whether for a group or an
individual virtual circuit). Thus, when switch 130 receives a
group set up related message, the call reference structures are
examined to determine that the recerved message 1s related to
a new call. For each new call, a corresponding call reference
structure 1s created.

Each call reference structure points to the corresponding
switch structures and bundle structures described below. In
addition, each call reference indicates the status (e.g., setup in
progress or complete) of the call, whether the call 1s set up for
a group, and status (active or iactive) of the virtual circuits 1f
set up for a group.

Switch structures contain a mapping of incoming VPI/VCI
to an outgoing connection identifier. In case the next hop 1s
also an ATM network, the outgoing connection identifier also
represents a VPI/VCI as 1s well known 1n the relevant arts.
Each switch structure may also point to the corresponding
bundle structure and the per-VC structure.

Each bundle structure indicates the specific virtual circuits
forming the group, and the status of individual virtual circuits
such as whether the virtual circuit 1s merely 1n 1nactive status
or has been provisioned. Each bundle structure points to the
corresponding per-VC structures and the call reference struc-
ture.

Each per-VC structure indicates the various parameters
with the corresponding virtual circuit 1s set up. Thus, when a
group set up message 1s sent (recerved), the requested param-
cters are stored 1n the related per-VC structures(s). When an
acceptance message 1s receiwved (sent), the parameters are
updated consistent with the information in the acceptance
message. Thus, 1t may be appreciated that the parsing over-
head 1s minimized when multiple virtual circuits need to be
provisioned between two end systems.

While each switch (130 and 140) may maintain the four
types of structures noted above, the edge routers (120, 160,
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and 180) merely need to maintain the bundle structures, per
VC structures and call reference structures. Several embodi-
ments ol switches and edge routers may be implemented
using the format and approaches described above. It should
be understood that each feature of the present invention can be
implemented 1n a combination of one or more of hardware,
software and firmware.

In general, when throughput performance 1s of primary
consideration, the implementation 1s performed more 1n hard-
ware (e.g., 1n the form of an application specific integrated
circuit). When cost 1s of primary consideration, the imple-
mentation 1s performed more 1n software (e.g., using a pro-
cessor executing instructions provided 1n software/firmware).
Cost and performance can be balanced by implementing edge
router 120 with a desired mix of hardware, software and/or
firmware. An example embodiment implemented substan-
tially 1n software 1s described first. Another embodiment
implemented more in hardware 1s described then.

11. Software Implementation

FI1G. 4 15 a block diagram illustrating the details of device
400 1n one embodiment. Device 400 may correspond to one of
edge routers 120, 160 and 180, and switches 130 and 140.
Device 400 1s shown containing processing unit 410, random
access memory (RAM) 420, storage 430, output interface
460, packet memory 470, network interface 480 and 1nput
interface 490. Each component i1s described in further detail
below.

Output interface 460 provides output signals (e.g., display
signals to a display unit, not shown) which can form the basis
for a suitable user interface for an administrator to interact
with device 400. Input interface 490 (e.g., interface with a
key-board and/or mouse, not shown) enables an administrator
to provide any necessary mputs to device 400. Output inter-
face 460 and input interface 490 can be used, for example, to
enable a network administrator to enable/disable various fea-
tures provided in accordance with the present invention.

Network interface 480 enables device 400 to send and
receive data on communication networks using asynchronous
transfer mode (ATM) and any other protocols (e.g., SS7,
PNNI, well known 1n the relevant arts) device 400 may be
using. Network interface 480, output interface 460 and input
interface 490 can be implemented 1n a known way.

RAM 420, storage 430, and packet memory 470 may
together be referred to as a memory. RAM 420 receives
instructions and data on path 450 from storage 430, and
provides the instructions to processing unit 410 for execution.
In addition, RAM 420 may be used to implement tables of
cach of the types of structures (call reference, switch, per-VC,
and bundle) described above as necessary for the specific type
of device.

Packet memory 470 stores (queues) cells/packets received
and/or waiting to be forwarded (or otherwise processed) on
different ports. Storage 430 may contain units such as hard
drive 435 and removable storage drive 437. Storage 430 may
store the software 1instructions and data, which enable device
400 to provide several features 1n accordance with the present
invention.

Some or all of the data and instructions may be provided on
removable storage unit 440, and the data and instructions may
be read and provided by removable storage drive 437 to
processing unit 410 via RAM 420. Floppy drive, magnetic
tape drive, CD-ROM drive, DVD Drnive, Flash memory,
removable memory chip (PCMCIA Card, EPROM) are
examples of such removable storage drive 437.

Processing unit 410 may contain one or more processors.
Some of the processors can be general purpose processors
which execute instructions provided from RAM 420. Some
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can be special purpose processors adapted for specific tasks
(e.g., Tor memory/queue management). The special purpose
processors may also be provided instructions from RAM 420.
In general processing unit 410 reads sequences of instructions
from various types of memory medium (including RAM 420,
storage 430 and removable storage unit 440), and executes the
instructions to provide various features of the present inven-
tion.

Embodiments according to FIG. 4 can be used to imple-
ment switches and routers which facilitate the set up and
management (including release) of a group of virtual circuits.
Alternative embodiments can be implemented using more
hardware as described below. Embodiment(s) of edge routers
are described first. Then, embodiment(s) of switches are
described.

12. Edge Routers

FIG. 5 1s a block diagram illustrating the details of an
embodiment of device 500 as relevant to various aspects of
the present invention. For the purpose of present section,
device 500 1s assume to correspond to edge router 120.
Device 500 1s shown containing ATM signaling API (appli-
cation program interface) 510, message construction block
520, SAAL (signaling ATM adaptation layer) output block
530, outbound 1nterface 340, call control logic 550, memory
5355, inbound block 560, SAAL imput block 570, parser 580,
and update block 590. Each block 1s described 1in detail below.

Memory 555 stores the call reference structures, bundle
structures, and per-VC structures, which respectively contain
information on calls, groups of virtual circuits, and each
virtual circuit respectively. Even though shown as one unit,
memory 355 may be implemented as multiple units, with
cach unit being partitioned to store a portion of the informa-
tion for reasons such as throughput performance.

Call control logic 350 may be viewed as implementing a
finite state machine (FSM) using memory 555 to store the
state information. The FSM may be designed to manage the
states of various groups of virtual circuits provided 1n accor-
dance with the present invention. Thus, when a group set up
request 1s sent, the corresponding call reference structure and
the bundle structure may be 1nitialized.

When the individual circuits are activated (or released), the
corresponding per-VC structure 1s also set up (or removed) or
modified as appropriate. The operation and implementation
of call control logic 550 may be further clearly appreciated by
understanding the manner in which call control logic 550
control the other blocks.

Outbound interface 540 provides the physical and electri-
cal interface required for edge router 120 to send cells on
physical link to switch 130. Similarly, inbound interface 560
provides the physical and electrical interface required for
edge router 120 to receive cells from switch 130. Inbound
interface 560 and outbound interface 540 may be 1mple-
mented 1n a know way.

ATM signaling API1510 may receive requests for setting up
(and release) groups and then for individual virtual circuits
within a group from external applications (not shown). ATM
signaling API 510 passes the requests to call control logic
5350. It/when the status of the processing of the requests 1s to
be communicated to the corresponding applications, ATM
signaling API 510 receives the corresponding status mes-
sages from call control logic 5350, and passes the messages to
the corresponding external applications.

Message construction block 520 forms the various mes-
sages (e.g., group set up request, activation of individual
virtual circuits, and release) under the control of call control
logic 550. The messages can be formed according to the
formats and conventions described in the above sections.
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SAAL output block 530 receives the messages generated by
message construction block 520, and ensures delivery of each
message 1n the form of potentially multiple cells by interfac-
ing with outbound interface 540.

SAAL 1mput block 570 receives from mbound interface
560 cells forming messages (set up messages and virtual
circuit related messages initiated by other edge routers), and
forwards the messages to parser 580. Parser 580 parses the
incoming messages to determine the specific type of message
and the related parameters. The type determination and
related parameters are forwarded to call control logic 550.
SAAL output block 530, SML input block 570 and parser 380
may be implemented 1n a known way.

Update block 590 updates the structures in memory 555
under the control of call control logic 350 (in response to
various signaling messages). When an acceptance message
indicates that a group of virtual circuits are accepted, the
corresponding bundle structure and per-VC structures are
updated to retlect the status (and the accepted parameters).
Similarly, the bundle structure and per-VC structures are
updated when the individual virtual circuits are released. The
call structure 1s updated when the call 1s set up and the entire
bundle 1s released.

Thus, the description of above illustrates the manner in
which an edge router mitiating a request for group of virtual
circuits can be implemented. The edge router at the other end
also can be implemented using the same blocks. Assuming
now that edge router 160 initiates a request for a group of
virtual circuits to edge router 120, the manner 1n which the
embodiment of FIG. 5 may process the messages 1s described
below.

Call control logic 550 recerves the set up request message
including a call reference number and information elements
(including a bundle identifier) as described above. Call con-
trol logic 550 initiates a new bundle structure, a new call
structure and a new per-VC structure (assuming only one
virtual circuit 1s accepted). Call control logic 350 interfaces
with message construction block 3520 to cause the corre-
sponding response messages to be generated as described 1n
the previous sections.

Thus, edge routers provided in accordance with the present
invention support a group of virtual circuits as described
above. The manner 1n which cooperative switches may be
implemented 1s described below with examples.

13. Switches

The operation and implementation of switches 1s described
now with reference to FIG. 5. For the purpose of the present
section, device 500 1s assumed to represent switch 130 (or
140). Only the significant differences of switch 130 in rela-
tion to edge router 120 are described below for conciseness.

Memory 553 may store switch structures (which translate
incoming circuit identifier to an outgoing i1dentifier) for the
virtual circuits passing through switch 130, 1n addition to the
three types of structures noted above.

Call control logic 550 interfaces with message construc-
tion block 3520 to semantically propagate the request and
response messages further down the connection path. In addi-
tion, call control logic 550 interfaces with update block 590 to
create/update the four types of structures according to the
status of various groups and the individual virtual circuaits.
The switch structures are created when the corresponding set
up messages are semantically propagated. The switch struc-
tures are removed when the corresponding release signaling,
messages are recerved.

Thus, using a combination of the concepts and approaches
described above, several switches and edge routers may be
implemented in accordance with the present invention. The
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bandwidth usage on ATM backbone 150 and the overhead on
the devices in the path of multiple virtual circuits can be
minimized.

14. Conclusion

While various embodiments of the present invention have
been described above, 1t should be understood that they have
been presented by way of example only, and not limitation.
Thus, the breadth and scope of the present invention should
not be limited by any of the above-described exemplary
embodiments, but should be defined only 1n accordance with
the following claims and their equivalents.

What 1s claimed 1s:

1. A method of setting up virtual circuits between a first end
system and a second end system connected by a network, said
method being performed 1n said first end system, said method
comprising:

sending to said second end system a single signaling mes-

sage requesting a plurality of virtual circuits to be pro-
visioned to said second end system, each of said plural-
ity of virtual circuits terminating at said first end system
and said second end system, the single signaling mes-
sage including traflic parameters for the virtual circuits
regardless of a provisioning status of the virtual circuits,
wherein the tratfic parameters include a quality of ser-
vice to be applied to the virtual circuits; and

receving an acceptance message 1n response to sending

said single signaling message, said acceptance message
indicating that fewer than said plurality of virtual cir-
cuits are provisioned to said second end system from
said {irst end system, in response to said single signaling,
message, wherein the single signaling message includes
a first information element corresponding to a grouping
of some of the virtual circuits, and a second information
clement corresponding to a selected one of the virtual
circuits, and wherein the first information element 1s not
supported by at least one device between the first end
system and the second end system such that the first
information element 1s 1ignored by the device.

2. The method of claim 1, wherein only the acceptance
message 1s received 1 response to said single signaling mes-
sage.

3. The method of claim 2, wherein said fewer than said
plurality of virtual circuit equals one virtual circuit only if any
ol a plurality of switches 1n a connection path between said
first end system and said second end system 1s designed not to
support request for multiple virtual circuits in a single signal-
Ing message,

whereby said acceptance message indicates that a said

single virtual circuit 1s set up.

4. The method of claim 3, wherein said receiving recerves
another acceptance message indicating all of said plurality of
virtual circuits are provisioned between said first end system
and said second end system if said plurality of switches are
designed to support request for multiple virtual circuits 1n
said single signaling message.

5. A non-transitory computer readable medium storing one
Oor more processor executable instructions for causing a first
end system to set up virtual circuits to a second end system
connected by a network, wherein execution of the one or more
sequence of mstructions by one or more processor contained
in said first end system performs the following steps:

sending to said second end system a single signaling mes-

sage requesting a plurality of virtual circuits to be pro-
visioned to said second end system, each of said plural-
ity of virtual circuits terminating at said first end system
and said second end system, the single signaling mes-
sage including traffic parameters for the virtual circuits
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regardless of a provisioning status of the virtual circuits,
wherein the tratfic parameters include a quality of ser-
vice to be applied to the virtual circuits; and

receiving an acceptance message 1n response to sending

said single signaling message, said acceptance message
indicating that fewer than said plurality of virtual cir-
cuits are provisioned to said second end system from
said first end system, in response to said single signaling
message, wherein the single signaling message imncludes
a first information element corresponding to a grouping
of some of the virtual circuits, and a second information
clement corresponding to a selected one of the virtual
circuits, and wherein the first information element 1s not
supported by at least one device between the first end
system and the second end system such that the first
information element 1s 1ignored by the device.

6. The non-transitory computer readable medium of claim
5, wherein only the acceptance message 1s received 1n
response to said single signaling message.

7. The non-transitory computer readable medium of claim
6, wherein said fewer than said plurality of virtual circuit
equals one virtual circuit only 11 any of a plurality of switches
in a connection path between said first end system and said
second end system 1s designed not to support request for
multiple virtual circuits 1n a single signaling message,

whereby said acceptance message indicates that a said

single virtual circuit 1s set up.

8. The non-transitory computer readable medium of claim
7, wherein said recerving receives another acceptance mes-
sage indicating all of said plurality of virtual circuits are
provisioned between said first end system and said second
end system 11 said plurality of switches are designed to sup-
port request for multiple virtual circuits in said single signal-
Ing message.

9. A first end system communicating to a second end sys-
tem connected by a network, said first end system compris-
ng:

an outbound interface coupled to said ATM network;

a message construction block coupled to said outbound

interface;

a call control logic to cause said message construction

block to construct a first signaling message requesting a
first plurality of virtual circuits to be set up, and to send
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said first signaling message on said network to said
second end system, the single signaling message includ-
ing traific parameters for the virtual circuits regardless
ol a provisioning status of the virtual circuits, wherein
the traflic parameters include a quality of service to be
applied to the virtual circuits; and

wherein said first signaling message 1s a single signaling

message; and

an inbound interface designed to receive an acceptance

message 1n response to sending said single signaling
message, said acceptance message indicating that fewer
than said plurality of virtual circuits are provisioned to
said second end system from said first end system, in
response to said single signaling message, wherein the
single signaling message includes a first information
clement corresponding to a grouping of some of the
virtual circuits, and a second information element cor-
responding to a selected one of the virtual circuits, and
wherein the first information element 1s not supported by
at least one device between the first end system and the
second end system such that the first information ele-
ment 15 1gnored by the device.

10. The first end system of 9, wherein the said inbound
interface recerves only the acceptance message i response to
said single signaling message.

11. The first end system of claim 10, wherein said inbound
interface designed to receive on said network a first accep-
tance message indicating that only said single virtual circuit 1s
set up 1l any of a plurality of switches 1n a connection path
between said first end system and said second end system 1s
designed not to support request for multiple virtual circuits 1n
a single signaling message.

whereby said acceptance message indicates that a said

single virtual circuit 1s set up.

12. The first end system of claim 11, wherein said inbound
interface 1s designed to receive another acceptance message
indicating all of said plurality of virtual circuits are provi-
sioned between said first end system and said second end
system 11 said plurality of switches are designed to support
request for multiple virtual circuits 1n said single signaling
message.
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