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START

301

Identify an anomalous prefix from the
plurality of prefix announcements

Identify a network traffic anomaly
from the plurality of network traffic
flows

303

Correlate the anomalous prefix and

the network tratfic anomaly to
generate the prefix hijacking alert

END

Figure 3
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Step 401

Establish a valid association set
based on the plurality of
prefix announcements

Receive a first prefix announcement

of the plurality of prefix
announcements

Step 403

Compare a first association of
the first prefix announcement to
the valid association set

Step 404

Identity the anomalous prefix
1t the first association is not
contained 1n the valid association set

Figure 4
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START

~ 601

obtaining an IP address from at least one selected from a group
consisting of the attacker set and the victim set

602

matching the anomalous prefix with the IP address

to produce an anomalous match length

603

Generate the prefix hiyjacking alert if the anomalous match is
longer than each match length produced by matching
the IP address with each prefix corresponding to

each association in the valid association set,
wherein the anomalous prefix detection time window and

the network traffic anomaly detection time window are

within a pre-determined time period with each other.

END

Figure 6
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METHOD FOR DETECTING INTERNET
BORDER GATEWAY PROTOCOL PREFIX
HIJACKING ATTACKS

BACKGROUND

1. Field

The present invention relates to computers and computer
networks. More particularly, the present mnvention relates to
detecting Internet Border Gateway Router (BGP) prefix
hijacking attacks.

2. Description of Related Art

The Internet routing system 1s partitioned into tens of thou-
sands of Autonomous Systems (ASs), each of which 1s an
independent administrative domain. It 1s the Border Gateway
Protocol (BGP) that maintains and exchanges routing infor-
mation between the ASs. However, BGP was designed based
on the implicit trust between all participating ASs and border
routers and thus provides no explicit mechanism for authen-
ticating the routes injected 1nto or propagated through the
systems. Anomalous route 1njection into the routing system
can enable stealthy attacks (e.g., a prefix hijacking attack) in
the Internet under the masquerading of routing information
manipulation and it has been shown that email spams have
indeed been launched under the protection of prefix hijacking
for a short period of time. Such attacks are stealthy since
temporary presence ol route announcements makes 1t chal-
lenging to trace the origin of the route announcement.

Although route announcements can be archived, one can
not rely on them to 1dentily the origin. The attacker can easily
prepend a number of arbitrary ASs to prevent such traceback.
Therefore, 1t 1s 1mportant for Internet Service Providers
(ISPs) to monitor the health of their routing information, and
detect prefix hijacking and any anomalous traific associated
with hyjacked prefixes 1n real-time.

Prefix hijacking can appear 1in various forms. For example,
in order to send out email spams, a spammer can hide 1ts
identity by using an unallocated address space. In this case,
the spammer can set up a BGP speaking router that announces
arbitrary prefix to its upstream provider. This enables the
spammer to use any address within the prefix to send out
spams. Even more stealthier, the spammer can announce the
prefix with an arbitrary AS path so that network operators can
not discover the origin of the prefix announcement from
archived route updates. Prefix hijacking refers to any anoma-
lous origination of route from an unauthorized origin AS to
launch attacks on data plane. Note that for any attacker who
intends to hide his/her 1dentity and aims to launch an attack
requiring two-way communications, prefix hijacking 1s
essential. These attack scenarios include (a) email spams, (b)
port scans, which only work when the scanner receives mes-
sages indicating whether a port 1s open or not (e.g., Nmap
exploits the default response of a host on sending a TCP or
UDP packet to a port of the host. A returned ICMP message
indicates that the portis unreachable.), (¢) phishing attacks, in
which a prefix belonging to a well-known website such as
bankofamerica.com 1s announced and a look alike website 1s
established.

Despite the fact that network operators are highly aware of
the destructive eflect of prefix hijacking, existing mecha-
nisms to prevent prelix hiyjacking have not been effective.
Network operators have deployed route filters to prevent pre-
fix hijacking. However, the filters are configured 1n an ad-hoc
manner and typically aim at filtering well-known bogon pre-
fixes. Several secure extension of BGP, such as S-BGP and
soBGP, have been proposed 1n recent years. These extensions
1s far from wide deployment. It 1s imperative to provide sys-
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2

tematic mechanisms for network operators to 1dentily prefix
hijacking and thereby to detect anomalous activities associ-
ated with them.

It 1s challenging to detect the bogus routing information
such as prefix hijacking routes 1n a system as large as the
inter-domain routing system. In order to prevent prefix
hnjacking, the list of assigned or allocated prefixes in the
Internet and their corresponding legitimate origin Ass are
needed. There 1s no mstantly available information sources
tfor the authentication. The Internet WHOIS 1s a collection of
routing information databases maintained by the Regional
Internet Registries (RIRs) and some ISPs. Nonetheless, the
WHOIS database relies on network operators to update rout-
ing information. To ensure the database consistent and up-to-
date 1n such a large system 1s challenging at the least. For
example, some study has found that only 28% of ASs regis-
tered consistent and up-to-date routing information 1n the
WHOIS databases. Nonetheless, even for the most carefully
maintained database, human-induced errors cannot be always
avoided.

Moreover, bogus routing information may not have neces-
sarily resulted from deliberate manipulations. It might be
caused by unintentional human-induced misconfigurations.
For example, typogrphical errors 1n the configuration file can
lead a BGP router to announce prefixes belonging to other
ASs or prefixes 1n the unused address space. Misuse of BGP
commands that redistribute IGP routes into the BGP system
can lead an AS to originate other ASs' prefixes. An AS can
prepend 1ts AS number several times 1n the AS path when a
route 1s announced to its neighbors while typogrphical errors
in the pre-pending list can result in false origin AS or AS path.
These “noises” make the 1dentification of bogus routes even
harder. In addition, prefix hijacking routes can be mixed up in
newly emerging legitimate routes. For example, whether a
newly assigned prefix 1s originated from legitimate AS can
not be determined without knowing an accurate view of the
global address space assignments and allocation status.
Meanwhile, transition of prefixes from ASs to ASs are also
common. All these facts make the identification of prefix
hijacking routes based on routing information solely unsuc-
cessiul.

As a path-vector routing protocol, a route in BGP system
mainly consists of a prefix, which represents the destination
network, and an AS path, which 1s a sequence of ASs that the
traffic should traverse from the local AS to the origin AS of the
prefix. A valid route must be originated from the legitimate
AS, to which the relevant prefixes are legitimately assigned
by the relevant ISPs or the RIRs. In contrast, 1n an anomalous
prefix announcement (e.g., a prefix hijjacking announcement),
a rogue AS announces itself as the origin of a prefix which 1t
does not own. The underlying exploit by which an attacker
announces the prefix from a false AS, could be as simple as
breaking 1n to a BGP enabled router or the more cunmng
method of setting up a rogue ISP and purchasing access from
an upstream ISP.

Prefix hijacking can be carried out in various forms. For
example, the rogue AS can hijack prefixes completely 1den-
tical to other ASs', or just the subnets, or even an unannounced
prefixes. Because packets 1n the Internet are routed based on
the longest matching prefixes, diflerent hijacking strategy can
impose different impact on the legitimate users 1n the Internet.
Accordingly, the prefix hiyjacking attacks can be classified as
the following:

1. Duplicate-prefix hijacking: The rogue origin AS originates
exact same prefixes owned by other legitimate ASs.
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2. Sub-prefix hijacking: The rogue origin AS originates pre-
fixes that are subnets of the legitimate address space of other
ASS.

3. Super-prefix hijacking: The rogue origin AS originates
prefixes that are super-nets of the legitimate address space of
other ASs.

4. Independent-prefix hijacking: The rogue origin AS origi-
nates prefixes that are completely in the “free” address space
and independent of the legitimate address space of other ASs.

The hijacked prefixes 1n the first two cases may directly
affect the traffic delivery of the legitimate prefixes. When a
BGP router accepts the bogus routes, 1t forwards the relevant
traffic to the rogue origin AS 1nstead of the legitimate one. On
the other hand, the latter two kinds of prefix hijacking attacks
steal the address spaces that have not been legitimately
assigned or allocated to any AS. The attacker can use these
routes to send and recerve traific without interfering with any
legitimate prefixes. For example, 1t has been reported that
some ASs announce super-nets ol the allocated address
spaces, such as 61/8, 82/8, and use the unused IP-addresses

within the block to send spam.

Prefix hijacking attacks mamifest themselves on the data
traffic plane in different ways, depending on the type of
hijacking. An attacker may exploit duplicate-prefix or sub-
prefix hyjacking in the following way. Since the relevant
address space targeted by such attacks is already used 1n the
Internet, the announcement of the anomalous prefix may
disrupt the existing communication between the address
space and the parts of the Internet that select the false routes,
resulting in traific being routed somewhere other than the
original owner of the address space. The motive of an attacker
to launch such an attack could be to cause drastic tratfic shifts
and he/she can sometimes even be successtul in reducing all
traific to and from the hiyjacked address space to a trickle.
Such an attack 1s classified as Denial-of-Reachabaility attack,
where the reachability of that prefix from parts of the Internet
can be atlected by the attacker.

An attacker may exploit all sorts of prefix hijacking to
either launch spams, network or port scans or Distributed
Demal-of-Service (DDoS) attacks. A sophisticated attacker
may set up a botnet (i.e., a collection of compromised
machines running programs such as worms, trojan horses, or
other anomalous programs.) command and control server
behind the disguise of a hijacked prefix making 1t difficult for
anyone to trace back to the server. On the other hand, an
attacker may announce anomalous prefixes with the motive of
attracting traific. This may be necessary for certain applica-
tion layer attacks which rely on getting the response back or
those that require the attacker to get back the response from
his attack packets, as in port scans or botnet control com-
mands. An attacker may even hijack an existing prefix via a
duplicate prefix hijacking attack and set up a lookalike web
site in order to attract traific 1n a sophisticated phishing attack.
These exploits are referred to as Injection attacks.

SUMMARY OF THE INVENTION

In general, in one aspect, the present invention relates to a
method for generating a prefix hijacking alert 1n a network,
wherein a plurality of network traffic flows are routed based at
least on a plurality of prefix announcements from one or more
Border Gateway Protocol (BGP) router, the method com-
prises 1dentifying an anomalous prefix from the plurality of
prefix announcements, identitying a network tratfic anomaly
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4

from the plurality of network tratfic flows, and correlating the
anomalous prefix and the network tratfic anomaly to generate
the prefix hijacking alert.

In general, 1n one aspect, the present invention relates to a
computer readable medium, embodying 1nstructions execut-
able by the computer to perform method steps for detecting a
prefix hijacking attack in a network, wherein network traffic
1s routed based at least on a plurality of prefix announcements
from one or more Border Gateway Protocol (BGP) router and
cach of the plurality of prefix announcements comprises a
time stamp and an association between a prefix and an origin
autonomous system (AS), the mstructions comprising func-
tionality to identify an anomalous prefix from the plurality of
prefix announcements, 1dentily a network traffic anomaly
from the plurality of network traffic flows, and correlate the
anomalous prefix and the network tratfic anomaly to generate
the prefix hijacking alert.

In general, 1n one aspect, the present invention relates to a
computer computer system comprising a memory Compris-
ing a set of mstructions, and a processor operably coupled to
the memory, wherein the processor executes the set ol instruc-
tions to identify an anomalous prefix from the plurality of
prefix announcements, identily a network traffic anomaly
from the plurality of network traffic flows, and correlate the
anomalous prefix and the network traific anomaly to generate
the prefix hijacking alert.

Other aspects and advantages of the mvention will be
apparent from the following description and the appended
claims.

BRIEF DESCRIPTION OF DRAWINGS

So that the manner 1n which the above recited features,
advantages and objects of the present invention are attained
and can be understood 1n detail, a more particular description
of the mvention, briefly summarized above, may be had by
reference to the embodiments thereof which are illustrated in
the appended drawings.

It 1s to be noted, however, that the appended drawings
illustrate only typical embodiments of this invention and are
therefore not to be considered limiting of 1ts scope, for the
present 1mvention may admit to other equally effective
embodiments.

FIG. 1 shows an Internet architecture diagram.

FIG. 2 shows a system architecture diagram 1n accordance
with aspects of the present invention.

FIG. 3, 4, 5A, 5B, and 6 each shows a method 1n accor-

dance with aspects of the present invention.

DETAILED DESCRIPTIONS OF TH.
INVENTION

T

FIG. 1 shows an Internet architecture diagram. Here, Inter-
net 100 includes ASs 151-155 labeled as AS1-ASS. Each AS
includes one or more routers such as routers 111-122 and
devices such as devices 101-106. Some of these routers may

be BGP routers such as BGP routers 111, 112, 115,116, 117,
118, 119, and 120. The BGP protocol includes prefix
announcements such as prefix announcements 165, 164, and
162. The ASS 155 may generate a prefix announcement 165
via BGP router 111, which announces a prefix 170 (e.g., a
prefix such as 128.119.0.0/16). For example, the prefix
announcement may include the prefix 128.119.0.0/16, the AS
identifier ASS, and a time stamp T, 1 a format such as
(128.119.0.0/16, ASS, T,) where ASS i1s 1dentified as the
origin AS 1n this format. The prefix announcement 165 may

be transmitted to a neighboring AS (e.g., 154 AS4) via BGP
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router 112. In turn, the AS4 may transmit a cascaded prefix
announcement 164 to a neighboring AS (e.g., 152 AS2) via
BGP routers 116 and 117 1n a cascaded format such as
(128.119.0.0/16, AS4, ASS, T,) where T, 1s another time
stamp and ASS5 1s 1dentified as the origin AS 1n this format.
Further 1n response, the AS2 may transmit a cascaded prefix
announcement 162 to a neighboring AS (e.g., 151 AS1) via
BGP routers 118 and 119 1n a cascaded format such as
(128.119.0.0/16, AS2, AS4, ASS, T,) where T, 1s yet another
time stamp and ASS 1s 1dentified as the origin AS in this
format. A consistent association of the prefix 128.119.0.0/16
and the origin AS ASS5 that owning the prefix are established
in the prefix announcements 165, 164, and 162. A routing
table may then be established based on these BGP prefix
announcements for each BGP router according to an inter-
domain routing protocol. As described above, the proper rout-
ing within the Internet 100 1s based on mutual trust of these
BGP prefix announcements among the ASs, such as AS1-
ASS. For example, a network traffic flow (not shown) having,
a source IP-address of device 101 and a destination IP-ad-
dress of device 105 may be routed based on a route estab-
lished from these routing tables and identifies AS5 as the
legitimate origin AS.

Continue with the description of FIG. 1, AS3 153 may
generate an anomalous prefix announcement 163 claiming 1t
owns the prefix 170 while the prefix 170 1s actually owned by
ASS 155. For example, the anomalous prefix announcement
163 may be 1n a format a format such as (128.119.0.0/16,
AS3,T,)where T, 1s yetanother time stamp and 128.119.0.0/
16 1s the anomalous prefix. In this example, the association of
the anomalous prefix 128.119.0.0/16 and the AS3 1s not a
valid association. The hijacked prefix announcement 163
may cause neighboring ASs to transmit additional anomalous
cascaded prefix announcements resulting 1n bogus routing
information 1n the routing tables of BGP routers. An attacker
(not shown) may then launch a prefix hijacking attack as
described above using the hijacked prefix 170 from AS3 153.

FI1G. 2 shows a system architecture diagram 1n accordance
with aspects of the present invention. Here, the prefix hijack-
ing alert system 200 includes prefix hijacking detection sys-
tem 201, the network traific anomaly detection system 203,
and the correlation system 205. The prefix hijacking detection
system 201 receives the BGP routing updates such as the BGP
prefix announcements 202 from BGP routers (such as the
BGP routers 111, 112, 115, 116, 117, 118, 119, and 120
described in reference to FIG. 1 above) to generate anomalous
prefix 206. The network tratfic anomaly detection system 203
tetches traffic data such as the network traific flows 204 from
the backbone routers (such as the BGP routers 111, 112, 115,
116,117, 118, 119, and 120 described 1n reference to FIG. 1
above) to generate the network traific anomaly 208. The
correlation system 205 correlates the anomalous prefix 206
obtained from the prefix hijacking detection system 201 and
the network traffic anomaly 208 fed by the network traffic
anomaly detection system 203 to generate a prefix hijacking
alert 210.

In one embodiment of the present invention, the detection
algorithm of the prefix hyjacking detection system 200 1s
based on the information learned from historical BGP routing
data. Although BGP routes may change quite frequently, the
basic components that constitute routes are relatively persis-
tent over time. The binding, or association of prefixes and
their origin ASs 1s an example of such basic components.
Typically, ASs have to undergo lengthy and costly procedures
to request an address space from RIRs or 1ts providers. There-
tore, the probability for the relationship between a prefix and
its AS owner to remain stable 1s quite high. In an example,

10

15

20

25

30

35

40

45

50

55

60

65

6

based on these empirical observations, the prefix hijacking
detection system 200 may build up a history for the associa-
tion between prefixes and their origin ASs from the received
BGP routes over time 1nto a valid association set and then uses
this information to examine the newly received prefix
announcements. This exemplary approach makes the detec-
tion system self-contained and not reliant on other informa-
tion sources such as WHOIS, which are well known to be
poorly maintained and likely to carry inaccurate and obsolete
route information.

The prefix hyjacking detection system 201 analyzes all
newly announced routes in the BGP announcements 202 and
detects the ones which are potentially prefix hijacking attacks
and communicates the detected anomalous prefix 206 and/or
the anomalous prefix related information 205 (e.g., time
stamp information) to the data correlation system 205 and the
network traflic anomaly detection system 203 respectively. In
the example where the prefix hijacking alert system 200 keeps
track of the history of prefixes, 1t may also maintains a uni-
versal set of all the currently routable (i.e., legitimate, or
valid) prefixes and a corresponding valid association set (con-
taining association between valid prefix and origin AS own-
ing the valid prefix) in the Internet at a certain time. This
unmiversal set of routable prefixes and/or the valid associate set
may also be communicated to the network traffic anomaly
detection system 203 on a timely basis.

In one embodiment of the present invention, the network
traffic anomaly detection system 203 fetches trailic data, such
as the network traffic flows 204 from the backbone routers,
such as the BGP routers 111, 112, 115, 116, 117, 118, 119,
and 120 described i reference to FIG. 1 above. In an
example, 1n order to maintain the consistency between con-
trol plane (1.e., routing related information, such as prefix,
etc.) and data plane information (i.e., network traffic related
information, such as network traific tlow, etc.), the network
traffic data 204 may be obtained from the same routers pro-
viding the BGP prefix announcements 202 to the prefix
hijacking detection system 201. In one embodiment of the
present invention, as described later the algorithm used by the
network ftraiffic anomaly detection system 203 may only
require the availability of the following layer-4 information
from data packets such as: (a) timestamp; (b) source IP-
address; (¢) destination IP-address; (d) source port; () desti-
nation port; (I) number of packets and; (g) total number of
bytes, also referred to as the tlow size. The layer-7 informa-
tion, 1f available, can be used for further forensics of an attack.
The data collected may be either raw packets collected via
port mirroring solutions or obtained via tlow momitors. How-
ever, 1I the routers have any Access Control Lists (ACLs)
using which they are dropping any anomalous traflic, then the
corresponding log files may also be exported to the network
traffic anomaly detection system 203.

In an example, the network traific anomaly detection sys-
tem 203 may be based on the observation that most network
attacks alter the structure of traffic 1n ways that are represen-
tative of their behavior. For instance, for the injection attacks,
consider a network scan launched by an attacker to discover
hosts which have a particular vulnerable UDP port open.
Traffic analysis during the scan would reveal the followmg
pattern: multiple single packet UDP flows of the same size
that originate from the attacker’s source IP-address directed
to the same destination port on multiple destination IP-ad-
dresses. Similarly consider a TCP SYN tlood attack launched
against a web server from a set of spoofed sources. From the
network’s perspective, this would appear as multiple single
packet TCP flows of the same size that are directed towards
the same “destination IP, destination port” pair originating
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from multiple sources. Similarly, a Denial-of-Reachability
attack against an IP-address would result 1n a sudden drop 1n
the traific volume either from or to the IP-address.

The output of the network tratfic anomaly detection system
203 1s the network traffic anomalies, such as the network
traific anomaly 208 related to the anomalous prefixes, such as
the anomalous prefix 206, which are reported to the anomaly
correlation system 203.

In one embodiment of the present invention, the anomaly
correlation system 205 correlates the anomalous prefix
announcements, such as the anomalous prefix 206 obtained
from the prefix hijacking detection system 201 and the net-
work traific anomalies, such as the network traific anomaly
208 fed by the network traific anomaly detection system 203.
The anomaly correlation system 205 filters out the anomalous
routes from the legitimate ones by correlating anomalous
prefixes with the data plane anomalies. For example, a
anomalous prefix announcement should manifest 1tself into
one or more data anomalies that coincide with the life span of
the anomalous prefix.

Thus, a prefix announcement which doesn’t have any
attack pattern associated with 1t 1s considered legitimate,
while the rest are considered anomalous. Finally, the anomaly
correlation system 203 outputs the prefix hijacking alert, with
suspicious routes that are associated with a data plane
anomaly to the network operators for corrective actions.

FIG. 3, 4, 5A, 5B, and 6 each shows a method 1n accor-
dance with aspects of the present invention. In FIG. 3, a
method for generating a prefix hijacking alert in a network 1s
described. First, an anomalous prefix from the plurality of
prefix announcements 1n the network 1s 1dentified (step 301).
Then a network traific anomaly from the plurality of network
traific flows in the network 1s identified (step 302). Finally, the
prefix hijacking alert 1s generated based on correlating the
anomalous prefix and the network traific anomaly (step 303).

In FIG. 4, an example of the step 301 1s described. First, a
valid association set 1s established based on the plurality of
prefix announcements in the network (step 401). Then 1n step
403, afirst association of a first prefix announcement recerved
in step 402 1s compared to the valid association set. I1 the first
association 1s not contained 1n the valid association set; a first
prefix of the first prefix announcement 1s identified as the
anomalous prefix (step 404).

In FIG. 5A, an example of the step 402 1s described. First,
in step 501, a second prefix announcement 1s recerved, having
a second announcement time stamp within a anomalous pre-
f1x detection time window with an end point corresponding to
a first announcement time stamp of the first prefix announce-
ment described 1n reference to FIG. 4 above. Then a second
association of the second prefix announcement 1s included 1n
the valid association set 1f an up time of the second associa-
tion within the anomalous prefix detection time window
exceeds a first pre-determined threshold (step 502). In FIG.
5B, an example of the step 302 1s described. First, a network
traific flow group 1s formed that comprises a portion of the
plurality of network traffic flows 1n the network (step 503).
Each network traffic flow of the network tratiic flow group
shares a source IP-address or a destination IP-address and has
cach traific tlow time stamp within a network traific anomaly
detection time window. Then, the network traffic anomaly 1s
determined based on an entropy (step 504).

In FIG. 6, an example of the step 303 1s described. First, in
step 601, an IP-address 1s obtained from an attacker set or a
victim set of the network traffic anomaly as described in
reference to FIG. 5B above. Then, the anomalous prefix 1s
matched with the IP-address to produce an anomalous match
length (step 602). Finally, in step 603, the prefix hijacking
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alert 1s generated based on the network traffic anomaly 11 the
anomalous match 1s longer than each match length produced
by matching the IP-address with each prefix corresponding to
each association in the valid association set, wherein the
anomalous prefix detection time window and the network
traffic anomaly detection time window are within a pre-de-
termined time period with each other. In some examples of
the method described 1n FIG. 5B above, the network traffic
anomaly detection system 203 may use (1) a volume based
anomaly detection algorithm to detect reachability attacks by
looking for sudden drop in network traific volumes and; (2) a
behavioral anomaly detection algorithm to detect injection
attacks such as DDoS attacks, worms, spams and network
scans, by looking for presence of attack patterns 1n the traffic.

In the first example, the symptom that a prefix 1s under
denial-of-reachability attacks 1s that its traific volume drasti-
cally drops. The detection of such abrupt changes 1s a typical
application of the Sequential Change Point Detection known
within the art. There are various detection algorithms avail-
able to one skilled in the art, such as the Cumulative Sum
(CUSUM) algorithm.

In the second example, some notations that are used
through the rest of the paper are defined below. Let “p”
denotes a prefix and “a” denotes an IP-address which would
be matched to prefix p 1n the routing table on performing the
longest prefix match. Mathematically, an IP-address match-
ing a prefix (not necessarily the longest match) 1s denoted as:
a—p, while an IP-address matching a prefix via the longest
possible match 1s denoted as: a-—p. Further, let “*” denotes
the prefix 0.0.0.0 1.¢., any IPv4 address would match to this
prefix. Let A and V denote the set of attacker IP-address(es)
and victim IP-address(es) ivolved 1n an attack with an IP-
address 1n each set represented as: a €A or, v eV, Let “¢” and
“d” denote a layer-4 protocol and a destination port respec-
tively. Thus, an attack 1s represented as the following tuple:
’=(A, V, ¢, d). The only values for protocol that are consid-
ered 1n this paper are: ¢=1 for ICMP, ¢=6 for TCP and ¢=17
tor UDP. Since, ICMP doesn’t use port numbers, d 1s used to
instead denote the ICMP type and code used 1n the packet
such that the first octet represents the type while the next
significant octet represents the code. Hence, an ICMP Echo
Request would be represented as: =1, d=2048, where 2048 1s
0x0800, with 0x08 representing the ICMP type 8 while 0x00
implying that there 1s no code.

The behavioral anomaly detection algorithm may detect
the following ftraffic anomalies, such as network scans,
worms, spams, DDoS attacks, and other anomalies. For
example, to detect network scans, worms and spams, whose
targets spread out, the exemplary algorithm aggregates the
layer-4 traffic flows meeting a unique criteria, such as a cer-
tain combination of “source IP-address, layer-4 protocol, des-
tination port” into a group G ;p 4 4 10 detect DDoS attacks,
whose sources usually spread out, the algorithm groups tlows
by “destination IP-address, layer-4 protocol, destination
port” into another group G ;p 4 4 The following histograms
are maintained for each group over a network traffic anomaly
detection time window (denoted as T ):

X .5 number of flows seen per destination IP-address

X, number of tlows seen per source IP-address

X4, number of tlows seen per tlow size.

At the end of the time window T .. the anomaly detection
algorithm computes the statistical measure of normalized
entropy (also known as relative uncertainty) for each histo-
gram. Normalized entropy takes values in the range of O to 1
and represents the degree of randomness 1n a distribution,
with a value of 1 representing an uniform distribution while a
value of O representing a skewed distribution when one ele-

[,
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ment contributes to the entire distribution. Let X denotes the
set of elements of a histogram with the number of flows per
clement obtained as 1(x), where xeX. The number of unique
clements present in the histogram 1s denoted as |X|. The total
number of flows 1n the histogram 1s denoted as S=E__ 4(x).
Then the normalized entropy v 1s obtained as:

VX =2 x(=/(x)/5)*log(fx)/S)/1X1.

As described above, a network scan, worm or spam 1s
characterized by multiple flows originating from a source
IP-address destined to multiple destinations where the attack
succeeds, e.g., by sending traffic to a particular destination
port over a layer-4 protocol such that the size of each tlow can
be expected to be the same. In cases of polymorphic attacks
such as when a worm changes its content while propagating to
evade detection by signature based-detection algorithms,
even then the tflow sizes of the worm flows can be expected to
be more distributed around a particular range, which could be
used to 1identily the attack. Hence, such attack patterns can be
detected via a threshold based algorithm, which expects the
number of destinations contacted to be large, the destination
IP-address’ normalized entropy to be closer to 1 since each
destination 1s typically sent one or a few flows and the nor-
malized entropy for flow size to be closer to 0, since most
flows are carrying the same content.

In one embodiment of the present mvention, following
thresholds and equations are used to determine if a network
traific flow group 1s anomalous:

The minimum number of IP-addresses 1n a network traific
flow group for the group to be considered anomalous 1is
denoted as n;

The mimimum normalized entropy for the IP-addresses in a
network tratfic flow group for the group to be considered
anomalous 1s denoted as y,;

The maximum normalized entropy for flow sizes 1n a net-
work traffic flow group for the group to be anomalous 1s
denoted as y.

A network tratlic tlow group G ;4 ; 18 detected to be a
network traffic anomaly composed of either a network scan,
worm or spam based on:

Equation 1

1

Xap P N& V(X yp) 7= 1p& V(X 2 )7V Equation 2

Similarly, A network tratfic tlow group G, ;18 detected
to be a network tratfic anomaly composed of DDos atttack
based on:

Xl =& Y( X p)>=Yp& V(X )> =Y Equation 3
An attack A=(4,V,@,d) 1s a DDoS 1T |41>=1 & |V]=1
while a spam if [4|=1 & |V]>=1. Equation 4

In some examples of the method described in FI1G. 6 above,
at the end of a network traflic anomaly detection time window
T ,, the anomaly correlation system 205 examines the list of
concurrent anomalous prefixes (i.e., anomalous prefixes
detected 1n an anomalous prefix detection time window con-
current with the network tratfic anomaly detection time win-
dow T ) and by correlating them with the network traffic
anomalies detected 1n the network traific anomaly detection
time window T , i1dentifies the potentially malicious ones
from amongst them and generates the prefix hijacking alert
correspondingly. Here, concurrent means within a pre-deter-
mined time window with each other.

The correlation system uses several diflerent algorithms in
order to classity the potentially malicious prefixes. In one
example, demal-of-reachability attacks can be caused via
duplicate-prefix or sub-prefix hijacking. In order to identify 1f
an anomalous prefix 1s used to launch denial-of-reachability
attacks, the anomaly correlation system 205 determines
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whether there 1s an alert from the network traffic anomaly
detection system 203 indicating a sudden drop 1n traffic which
occurred at a time after the anomalous prefix announcement
was received. It so, then the traffic drop 1s determined to be
due to the prefix hijacking and a prefix hijacking alert 1s
generated.

In another example, 1n order to 1dentily if an anomalous
prefix 1s used to launch 1njection attacks, the anomaly corre-
lation system 203 first looks at all the injection attack cases
for which the anomalous prefix 1s either found as an attacker
or a victim 1n the current network traflic anomaly detection
time window T , as well as 1n several previous network traffic
anomaly detection time windows T ,. In some examples, the
set of these previous network traflic anomaly detection time
windows may not be contiguous.

Depending on whether an anomalous prefix 1s identified as
an attacker or a victim, the 1njection style attack cases may be
identified as DDoS attacker, Spam attacker, DDoS victim or
Spam victim. For example, the following equations are used
to 1dentily an anomalous prefix as an attacker or a victim.

In the current network tratfic anomaly detection time win-
dow T ,, a current anomalous prefix P 1s said to be an attacker
(or, victim) for an attack A=(A, V, ¢, d), 11 at least one of the
[P-addresses a €A (or, a €V) has a longer match length
matched with the current anomalous prefix P than each match
length produced by matching the IP-address a with each
prefix corresponding to each association 1n the valid associa-
tion set concurrent with T . Mathematically, this 1s denoted
as:

P-1A (or, P-1V) if a-—=P. Equation 5

In the previous network traific anomaly detection time
window T ., a current anomalous prefix P 1s said to be an
attacker (or, victim) for a previous attack A'=(A', V', ¢', d'), 1f
at least one of the IP-addresses a' e A' (or, a' €V') has a longer
match length matched with the current anomalous prefix P
than each match length produced by matching the IP-address
a' with each prefix corresponding to each association 1n the

valid association set concurrent with T .. Mathematically, this
1s denoted as:

P-1A'(or, P-IV") if a-—=P. Equation 6

In one embodiment of the present invention, a current
network traffic anomaly detected in the current network trai-
fic anomaly detection time window T ,may be identified to be
an inter window random attack as follows. (a) If the correlated
anomalous prefix P 1s an attacker in the current attack A, then
it also appears as an attacker 1n a previous attack A' 1irrespec-
tive of whether the victims were the same or not. Mathemati-
cally, this 1s denoted as:

if P-|A then P-IA' & VNV'={V,V',0]. Equation 7

Or;

(b) If the correlated anomalous prefix P 1s a victim 1n the
current attack A, then 1t also appears as a victim 1n a previous
attack A', irrespective of whether the attackers were the same
or not. Mathematically, this 1s denoted as:

if P-|V then P-IV' & ANA'={A,A"0}]. Equation &

If such an attack A' 1s found 1n at least one of the previous
network traffic anomaly detection time window T, then the
attack A' 1s classified as a case of random spoofing or random
scanning depending on whether P was the attacker or victim
respectively.

In one embodiment of the present mvention, a current
network tratfic anomaly detected in the current network trat-
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fic anomaly detection time window T ; may be 1dentified to be
an inter window intelligent routing table enabled attack as
tollows. (a) IT the correlated anomalous prefix P 1s an attacker
in the current attack A, then there 1s a common [P-address in
the victim set of the current attack A and a previous attack A'
irrespective of whether the correlated anomalous prefix P 1s
an attacker of the previous attack A' or not. Mathematically,
this 1s denoted as:

if P-|A then VNV'< >0, Equation 9

or;

(b)) If the correlated anomalous prefix P 1s an victim 1n the
current attack A, then there 1s a common IP-address in the
attacker set of the current attack A and a previous attack
rrrespective of whether the correlated anomalous prefix P 1s
a victim of the previous attack A' or not. Mathematically, this
1s denoted as:

if P-1V then ANA'< >0, Equation 10

If such an attack A' 1s found 1n at least one of the previous
network traffic anomaly detection time window T, then the
attack A' 1s classified as a case of an inter window intelligent
routing table enabled attack.

If the anomalous prefix P 1s an attacker, then this may imply
that the hijacker just recently added this prefix to his pool of
attackers. This addition may be due to the attacker gaining
control of a new machine which he added to his botnet, or the
more sinister scenario that the attacker hijacked the prefix and
started using 1t 1n his attack. Stmilarly, 11 the anomalous prefix
P 1s a victim, then this may imply a sophisticated attacker who
was monitoring the routing tables and on witnessing a newly
announced prefix, immediately launched an attack against it.

Additional examples and experimental results are shown 1n
a paper entitled “BGPSieve: Prefix Hyjacking Detection by
Synthesizing Traffic and Routing Information,” which 1s
included as appendix A to demonstrate the effectiveness and
robustness of the invention. In this paper, BGP data 1s used to
investigate the proper values of various thresholds used 1n the
hijacking detection system. Further, the system 1s deployed to
detect the suspicious hijacking routes and evaluate 1ts perfor-
mance. Finally, the anomaly detection i1s performed on the
data plane and the advantages associated with control plane
and data plane correlation 1s examined.

While the invention has been described with respect to a
limited number of embodiments and advantages, those
skilled 1n the art, having benefit of this disclosure, will appre-
ciate that other embodiments and advantages can be devised
which do not depart from the scope of the invention as dis-
closed herein. Accordingly, the scope of the invention should
be limited only by the attached claims.

We claim:

1. A method for generating a prefix hyjacking alert 1n a
network, wherein a plurality of network tratfic flows are
routed based at least on a plurality of prefix announcements
from one or more Border Gateway Protocol (BGP) router, the
method comprising:

identifying, using a computer, an anomalous prefix from

the plurality of prefix announcements;
identifying, using the computer, a network traific anomaly
from the plurality of network tratiic flows; and

correlating, using the computer, the anomalous prefix and
the network traific anomaly to generate the prefix hijack-
ing alert,

wherein each of the plurality of prefix announcements

comprises an announcement time stamp, a prefix, an
origin autonomous system (AS), and an association cor-
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responding to the prefix and the origin AS, and wherein
identifying the anomalous prefix comprises:
establishing a valid association set based on the plurality
of prefix announcements, wherein the valid associa-
tion set comprises a plurality of associations;
receiving a first prefix announcement of the plurality of
preflx announcements;
comparing a {lirst association of the first prefix
announcement to the valid association set; and
identifying a first prefix of the first prefix announcement
as the anomalous prefix 1f the first association 1s not
contained in the valid association set,
wherein establishing the valid association set comprises:
receiving a second prefix announcement of the plurality
of prefix announcements, the second prefix
announcement having a second announcement time
stamp within a first anomalous prefix detection time
window with an end point corresponding to a {first
announcement time stamp of the {first prefix
announcement; and
including a second association of the second prefix
announcement 1n the valid association set 1f an up
time of the second association within the anomalous
prefix detection time window exceeds a first pre-de-
termined threshold,
wherein each of the plurality of network traific flows com-
prises at least one selected from a group consisting of a
traffic flow time stamp, a source IP-address, a destina-
tion IP-address, a tlow size, a network protocol 1denti-
fier, and a destination port number, the method further
comprising:
forming a network traffic flow group comprising a por-
tion of the plurality of network traffic flows, each
network traific flow of the network traific flow group
sharing a source IP-address and having each traffic
flow time stamp within a second network ftraific
anomaly detection time window; and
determining the network traffic anomaly based on a des-
tination IP-address entropy of a destination IP-ad-
dress histogram of the network traffic flow group
exceeding a pre-determined destination IP-address
threshold, the destination IP-address histogram being,
based on the destination IP-address of each network
traific tlow of the network traffic flow group.
2. The method of claim 1, further comprising:
determining the network traific anomaly based on a flow
s1ize entropy of a flow size histogram of the network
traffic tlow group being less than a pre-determined flow
size threshold, the flow size histogram being based on
the flow s1ze of each network traific flow of the network
traffic flow group.
3. The method of claim 2,
wherein the network traific anomaly comprises at least one
selected from a group consisting of network scan type
anomaly, worm type anomaly, and spam type anomaly,
wherein a attacker set comprises the source IP-address, and
wherein a victim set comprises a plurality of destination
IP-addresses of the destination IP-address histogram of
the network traific flow group histogram.
4. The method of claim 3, further comprising:
obtaining an IP-address from at least one selected from a
group consisting of the attacker set and the victim set;
matching the anomalous prefix with the IP-address to pro-
duce an anomalous match length; and
generating the prefix hijacking alert based on the network
traffic anomaly 11 the anomalous match length 1s longer
than each match length produced by matching the IP-
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network traffic flow count ot x, and S represents a second
network traific flow count of the network traffic histo-

gram, where S=2__.1(x).
14. A method for generating a prefix hijacking alert 1n a
5 network, wherein a plurality of network traffic flows are
routed based at least on a plurality of prefix announcements
from one or more Border Gateway Protocol (BGP) router, the

method comprising:

13

address with each prefix corresponding to each associa-
tion 1n the valid association set.

5. The method of claim 4, wherein the anomalous prefix
detection time window and the network traific anomaly
detection time window are within a pre-determined time
period with each other.

6. The method of claim 5, further comprising;

determining the network traffic anomaly as a anomalous

attack 11 the network traific anomaly 1s not an inter

identifying, using a computer, an anomalous prefix from

window attack. 10 the plurality of prefix announcements;
7. The method of claim 5, further comprising; identifying, using the computer, a network traffic anomaly
obtaining a previous attacker set and a previous victim set from the plurality of network traffic flows; and
associated with a previous network tratfic anomaly; correlating, using the computer, the anomalous prefix and
obtaining a previous IP-address from at least one selected the network trattic anomaly to generate the prefix hijack-
from a group consisting of the previous attacker set and 1> ing alert,
the previous victim set; wherein each of the plurality of prefix announcements
matching the anomalous prefix with the previous IP-ad- comprises an announcement time stamp, a prefix, an
dress to produce a previous anomalous match length; origin autonomous system (AS), and an association cor-
and responding to the prefix and the origin AS, and wherein
determining the network traific anomaly as an inter win- 20 1identifying the anomalous prefix comprises:
dow attack if the previous anomalous match is longer establishing a valid association set based on the plurality
than each match length produced by matching the pre- of prefix announcements, wherein the valid associa-
vious IP-address with each prefix corresponding to each tion set comprises a plurality of associations;
association 1n a previous valid association set. receiving a first prefix announcement of the plurality of
8. The method of claim 7, turther comprising: “3 prefix announcements;
determining the inter window attack as a random spoofing comparing a first association of the first prefix
if the IP-address 1s obtained from the attacker set and the announcement to the valid association set; and
previous IP-address is obtained from the previous identifying a first prefix of the first prefix announcement
attacker set. 10 as the anomalous prefix 1f the first association 1s not
9. The method of claim 7, further comprising: contained in the valid association set,
determining the inter window attack as a random scanning, wherein establishing the valid association set comprises:
if the IP-address 1s obtained from the victim set and the recerving a second prefix announcement of the plurality
previous IP-address 1s obtained from the previous victim of prefix announcements, the second prefix
set. 25 announcement having a second announcement time
10. The method of claim 7, further comprising: stamp within a first anomalous prefix detection time
determining the inter window attack as an mtelligent rout- window with an end point corresponding to a first
ing table enabled attack if the IP-address is obtained announcement time stamp of the first prefix
from the attacker set and the victim set has at least one announcement; and
[P-address in common with the previous victim set. 40 including a second association of the second prefix
11. The method of claim 7, further comprising: announcement 1n the valid association set 1f an up
determining the inter window attack as an mtelligent rout- time of the second association within the anomalous
ing table enabled attack if the IP-address is obtained prefix detection time window exceeds a first pre-de-
from the victim set and the attacker set has at least one termined threshold,
[P-address in common with the previous attacker set. 4  Wherein each ot the plurality of network traftic flows com-

1

12. The method of claim 1, wherein the network tratfic

prises at least one selected from a group consisting of a

anomaly 1s 1dentified based on an entropy of a network trailic tratfic flow time stamp, a source IP-address, a destina-

flow group comprising a portion of the plurality of network tion IP-address; d ﬂOW s1ze, a network protocol 1denti-
° fier, and a destination port number, the method turther

trathic flows.
comprising:

13. The method of claim 12, 50 _ o
wherein the entropy 1s based on a network traffic histogram fOH}lmg a network tr atfic flow group comprising a por-
tion of the plurality of network traffic flows, each

comprises a plurality of elements each comprising a
portion of the network traffic flow group, each network network traffic flow of the network traific flow group
sharing a destination IP-address and having each trat-

tratfic flow of the portion of the network tratfic flow _ e
group comprises a traffic flow time stamp within a net- 553 fic flow time stamp within a second network traffic
anomaly detection time window; and

work traffic anomaly detection time window, the plural- 1d
ity of network traffic flows of each element sharing a determining the network traflic anomaly based on a
source IP-address entropy of a source IP-address his-

common value of at least one selected from a group
consisting of destination IP-address, source IP-address, togram of the network tratfic flow group exceeding a
60 pre-determined source IP-address threshold, the

and flow si1ze, and
wherein the entropy of the network traffic histogram 1s source [P-address histogram being based on the
calculated by the equation y(X)=2. _ ((-f(x)/S)log(f(x)/ source [P-address of each network tratfic flow of the
S$))/IXI, where X represents the network traffic histo- network traffic flow group.
i 15. The method of claim 14, further comprising:

gram, Y(X) represents the entropy of the network traflic
histogram, | X| represents an element count of the plu- 65  determining the network traffic anomaly based on a flow
size entropy of a flow size histogram of the network

rality of elements comprised 1n X, X represents an ele-
ment of the plurality of elements, 1(x) represents a first traffic tlow group being less than a pre-determined flow
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size threshold, the flow size histogram being based on
the tlow s1ze of each network traffic flow of the network
traffic flow group.
16. The method of claim 15,
wherein the second network traflic anomaly comprises
distributed demial of service (DDoS) type anomaly, and

wherein an attacker set comprises a plurality of source
IP-addresses of the source IP-address histogram of the
network traffic flow group, and

wherein a victim set comprises the destination IP-address.

17. The method of claim 15, turther comprising;:

obtaining an IP-address from at least one selected from a

group consisting of the attacker set and the victim set;
matching the anomalous prefix with the IP-address to pro-
duce an anomalous match length; and

generating the prefix hijacking alert based on the network

traffic anomaly 11 the anomalous match length 1s longer
than each match length produced by matching the IP-
address with each prefix corresponding to each associa-
tion 1n the valid association set.

18. The method of claim 17, wherein the anomalous prefix
detection time window and the network ftraific anomaly
detection time window are within a pre-determined time
period with each other.

19. The method of claim 18, further comprising;:

determining the network traffic anomaly as a anomalous

attack 11 the network traffic anomaly 1s not an inter
window attack.
20. The method of claim 18, further comprising;:
obtaining a previous attacker set and a previous victim set
associated with a previous network tratfic anomaly;

obtaining a previous IP-address from at least one selected
from a group consisting of the previous attacker set and
the previous victim set;

matching the anomalous prefix with the previous IP-ad-

dress to produce a previous anomalous match length;
and

determining the network traific anomaly as an mter win-

dow attack 11 the previous anomalous match 1s longer
than each match length produced by matching the pre-
vious [P-address with each prefix corresponding to each
association 1n a previous valid association set.

21. The method of claim 20, further comprising;:

determining the inter window attack as a random spoofing,

if the IP-address 1s obtained from the attacker set and the
previous IP-address 1s obtaimned from the previous
attacker set.

22. The method of claim 20, further comprising:

determining the inter window attack as a random scanning,

if the IP-address 1s obtained from the victim set and the
previous IP-address 1s obtained from the previous victim
set.

23. The method of claim 20, further comprising:

determining the inter window attack as an intelligent rout-

ing table enabled attack if the IP-address 1s obtained
from the attacker set and the victim set has at least one
[P-address in common with the previous victim set.

24. The method of claim 20, further comprising;:

determining the inter window attack as an mtelligent rout-

ing table enabled attack i1f the IP-address 1s obtained
from the victim set and the attacker set has at least one
IP-address 1n common with the previous attacker set.

25. A method for generating a prefix hiyjacking alert 1n a
network, wheremn a plurality of network traffic flows are
routed based at least on a plurality of prefix announcements
from one or more Border Gateway Protocol (BGP) router, the
method comprising:
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identifying, using a computer, an anomalous prefix from
the plurality of prefix announcements;
identifying, using the computer, a network traffic anomaly
from the plurality of network tratfic flows; and
correlating, using the computer, the anomalous prefix and
the network traffic anomaly to generate the prefix hijack-
ing alert,
wherein each of the plurality of prefix announcements
comprises an announcement time stamp, a prefix, an
origin autonomous system (AS), and an association cor-
responding to the prefix and the origin AS, and wherein
identifying the anomalous prefix comprises:
establishing a valid association set based on the plurality
of prefix announcements, wherein the valid associa-
tion set comprises a plurality of associations;
receiving a first prefix announcement of the plurality of
preflx announcements;
comparing a {irst association of the first prefix
announcement to the valid association set; and
identifying a first prefix of the first prefix announcement
as the anomalous prefix 1f the first association 1s not
contained 1n the valid association set,
wherein establishing the valid association set comprises:
receiving a second prefix announcement of the plurality
of prefix announcements, the second prefix
announcement having a second announcement time
stamp within a first anomalous prefix detection time
window with an end point corresponding to a first
announcement time stamp of the first prefix
announcement; and
including a second association of the second prefix
announcement in the valid association set if an up
time of the second association within the anomalous
prefix detection time window exceeds a first pre-de-
termined threshold,
wherein each of the plurality of network tratfic flows com-
prises at least one selected from a group consisting of a
traffic flow time stamp, a source IP-address, a destina-
tion IP-address, a tlow size, a network protocol 1denti-
fier, and a destination port number, the method turther
comprising;:
forming a network tratfic flow group comprising a por-
tion of the plurality of network traffic flows, each
network traific flow of the network traflfic flow group
sharing a destination IP-address and having each trat-
fic flow time stamp within a second network traffic
anomaly detection time window;
identifying the network tratfic flow group as a sudden
drop 1n network traffic;
determining the network traific anomaly based on the
sudden drop in network traffic; and

generating at least one selected from a group consisting

of duplicate-prefix hijacking alert and sub-prefix
hijacking alert.

26. The method of claim 25, wherein the sudden drop 1n

network traffic 1s 1dentified based on a Sequential Change
Point Detection algorithm.

277. A non-transitory computer readable medium, embody-
ing 1nstructions executable by the computer to perform
method steps for detecting a prefix hijacking attack 1n a net-
work, wherein network traffic 1s routed based at least on a
plurality of prefix announcements from one or more Border
Gateway Protocol (BGP) router and each of the plurality of
preflx announcements comprises a time stamp and an asso-
ciation between a prefix and an origin autonomous system
(AS), the 1nstructions comprising functionality to:




correlate the anomalous prefix and the network traffic
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identify an anomalous prefix from the plurality of prefix

announcements;

identily a network traific anomaly from the plurality of

network trattic flows; and

T

anomaly to generate the prefix hijacking alert,

wherein each of the plurality of prefix announcements

comprises an announcement time stamp, a prefix, an

origin autonomous system (AS), and an association cor-
responding to the prefix and the origin AS, and wherein
identifying the anomalous prefix comprises:

establishing a valid association set based on the plurality
of prefix announcements, wherein the valid associa-
tion set comprises a plurality of associations;

receiving a first prefix announcement of the plurality of
prefix announcements;

comparing a first association of the first prefix
announcement to the valid association set; and

identifying a first prefix of the first prefix announcement
as the anomalous prefix 11 the first association 1s not
contained 1n the valid association set,

wherein establishing the valid association set comprises:

receiving a second prefix announcement of the plurality
of prefix announcements, the second prefix
announcement having a second announcement time
stamp within a first anomalous prefix detection time
window with an end point corresponding to a first
announcement time stamp of the {first prefix
announcement; and

including a second association of the second prefix
announcement 1n the valid association set 1f an up
time of the second association within the anomalous

prefix detection time window exceeds a first pre-de-
termined threshold,

wherein each of the plurality of network tratiic flows com-

prises at least one selected from a group consisting of a

traffic flow time stamp, a source IP-address, a destina-

tion IP-address, a flow size, a network protocol 1denti-

fier, and a destination port number, the method further

comprising;

forming a network tratfic flow group comprising a por-
tion of the plurality of network tratfic flows, each
network tratfic flow of the network traffic flow group
sharing a source IP-address and having each traific
flow time stamp within a second network traffic
anomaly detection time window; and

determining the network traflic anomaly based on a des-
tination IP-address entropy of a destination IP-ad-
dress histogram of the network traific tlow group
exceeding a pre-determined destination IP-address
threshold, the destination IP-address histogram being
based on the destination IP-address of each network
traific flow of the network traffic tlow group.

28. A computer system comprising;
a memory comprising a set of instructions; and
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a processor operably coupled to the memory, wherein the

processor executes the set of 1nstructions to:

identily an anomalous prefix from the plurality of prefix

announcements;

identily a network traflic anomaly from the plurality of

network trattic flows; and

correlate the anomalous prefix and the network ftraiffic

anomaly to generate the prefix hijacking alert,

wherein each of the plurality of prefix announcements

comprises an announcement time stamp, a prefix, an
origin autonomous system (AS), and an association cor-
responding to the prefix and the origin AS, and wherein
identifying the anomalous prefix comprises:
establishing a valid association set based on the plurality
of prefix announcements, wherein the valid associa-
tion set comprises a plurality of associations;
receiving a first prefix announcement of the plurality of
preflx announcements;
comparing a {irst association of the first prefix
announcement to the valid association set; and
identifying a first prefix of the first prefix announcement
as the anomalous prefix 1f the first association 1s not
contained in the valid association set,

wherein establishing the valid association set comprises:

receiving a second prefix announcement of the plurality
of prefix announcements, the second prefix
announcement having a second announcement time
stamp within a first anomalous prefix detection time
window with an end point corresponding to a first
announcement time stamp of the {first prefix
announcement; and

including a second association of the second prefix
announcement 1n the valid association set 1f an up
time of the second association within the anomalous
prefix detection time window exceeds a first pre-de-
termined threshold,

wherein each of the plurality of network traific flows com-

prises at least one selected from a group consisting of a

traffic flow time stamp, a source IP-address, a destina-

tion IP-address, a tlow size, a network protocol 1denti-

fier, and a destination port number, the method turther

comprising;:

forming a network traffic flow group comprising a por-
tion of the plurality of network traffic flows, each
network tratlic flow of the network traflic flow group
sharing a destination IP-address and having each trai-
fic flow time stamp within a network traific anomaly
detection time window; and

determining the network traflic anomaly based on a
source IP-address entropy of a source IP-address his-
togram of the network trailic flow group exceeding a
pre-determined source IP-address threshold, the
source IP-address histogram being based on the
source IP-address of each network traffic flow of the
network tratfic flow group.
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