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INFORMATION PROCESSING METHOD AND
APPARATUS

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to a technique for calibrating,
parameters associated with an 1mage capturing apparatus.

2. Description of the Related Art

Since a lens of a camera which 1s generally used 1s not the
one of an i1deal pin-hole camera, an 1mage captured by such
camera often includes distortions such as a barrel distortion
and the like caused by the lens, and 1t 1s not an 1deal perspec-
tive projection. Hence, when image processing 1s executed by
a computer or the like, processing for calibrating distortions
ol an 1mage 1s prevalently executed.

Conventionally, for such processing, amethod of capturing
an 1mage ol a calibration pattern, and calculating distortions
and perspective projection conversion parameters of a camera
from the image 1s used. S. Uchiyama, K. Takemoto, K. Satoh,
H. Yamamoto, and H. Tamura: “MR Platform: A basic body
on which mixed reality applications are built,” Proc. IEEE/
ACM Int’l Symp. on Mixed and Augmented Reality (ISMAR
2002), pp. 246-253, 2002 describes such conventional image
distortion calibration method.

For example, the following equations are known as a dis-
tortion model:

x'=k>x(x~c,)

Yy =kox(y—c,)
le—kl(x‘2+y‘2)

—
X, =x'xd+c,

Y.=yxd+e, (1)

where (X, v,) represents an 1deal position free from any dis-
tortion, (X,, y,) represents a distorted position, and (c,, C,,)
represents the distortion central position.

A basic sequence for estimating parameters 1s as follows.

A) Initial values (¢, ¢, k,, and k,) are prepared.

B) From grid-like observation points (x_, y_), points (X _,
y ) after distortion correction are calculated using distortion
parameters of process A).

C) A homography used to convert the grid points to (x_, v )
1s calculated by the least square method.

D) (x,, y,) required to convert the grid points by the
homography of process C) 1s calculated.

Note that processes C) and D) correspond to a manipula-
tion for linearly approximating (x_, v ) in which the distortion
remains.

E) (X,, v,) 1s inversely corrected by the distortion param-
eters of process A) to calculate (x,_, v, ).

F) Using the differences between (x_,y_)and (X, , v, ), the
distortion parameters are optimized by the Newton method.

However, 1n order to calculate the camera distortion as
described above, the precondition for, e.g., capturing an
image ol known markers which are distributed on a plane
perpendicular to the optical axis of the camera 1s required, and
when the calibration pattern 1s placed not perpendicularly,
€rrors OCCUr.

Since the perspective projection conversion parameters of
the camera must be separately calculated later, the calibration
must be done twice to calculate the distortion parameters and
perspective projection conversion parameters. For the second
calibration, 1t 1s desirable to capture not only an image of the
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perpendicular calibration pattern but also images of the cali-
bration pattern of a plurality of orientations, resulting in
troublesome operations.

FIG. 3 1s a flowchart of the aforementioned conventional
distortion parameter calculation processing.

An actually captured image 1s acquired by capturing an
image of a calibration pattern (step S301). Indices (observa-
tion points) 1n the acquired captured image are detected and
their positions are acquired (step S302). Next, calibration
parameters (distortion parameters) are calculated by the
above-mentioned method (step S303). The calculated cali-
bration parameters are saved (step S304).

Furthermore, after the processing according to the tlow-
chart in FIG. 3, the perspective projection parameters of the
camera must be calculated.

The above example does not consider a case wherein an
aspect ratio 1ncludes errors. When the aspect ratio 1s not
accurately 1:1, distortion parameters include errors.

As another prior art, Microsoit technical report: Technical
Report MSR-TR-98-71 1s available. This reference discloses
a method of simultaneously calculating the perspective pro-
jection parameters of the camera and the distortion param-
cters. However, since the aspect ratio 1s not considered in this
reference, errors of the aspect ratio cause those of the per-
spective projection parameters of the camera and the distor-
tion parameters.

SUMMARY OF THE INVENTION

An object of the present invention 1s to provide a technique
for solving the problem that errors of an aspect ratio adversely
influence the precision of distortion parameters in parameter
estimation of a camera.

Another object of the present invention 1s to estimate dis-
tortion correction parameters with high precision even when
a pattern 1s not placed on a plane perpendicular to the optical
axis ol a camera.

In order to achieve an object of the present invention, for
example, an mformation processing method of the present
invention comprises the following arrangement.

That 1s, an information processing method for estimating
correction parameters including an aspect ratio, a radial dis-
tortion parameter ol an N-th degree, and a radial distortion
parameter ol an M-th (M>N) degree, comprising:

an acquisition step of acquiring a captured image obtained
by capturing a pattern image including indices by an 1mage
capturing apparatus;

a detection step of detecting the indices from the captured
image;

a first estimation step of estimating the aspect ratio and the

radial distortion parameter of the N-th degree using 1mage

positions of the detected indices while the radial distortion
parameter of the M-th (M>N) degree 1s fixed; and

a second estimation step of estimating the radial distortion
parameter of the M-th (M>N) degree using the 1mage posi-
tions of the detected indices while the estimated aspect ratio
and the estimated radial distortion parameter of the N-th
degree are fixed.

In order to achieve an object of the present invention, for
example, an information processing apparatus of the present
invention comprises the following arrangement.

That 1s, an information processing apparatus for estimating
correction parameters including an aspect ratio, a radial dis-
tortion parameter ol an N-th degree, and a radial distortion
parameter of an M-th (M>N) degree, comprising:
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acquisition unit adapted to acquire a captured image
obtained by capturing a pattern image including indices by an
image capturing apparatus;

detection unit adapted to detect the indices from the cap-
tured 1mage;

first estimation unit adapted to estimate the aspectratio and
the radial distortion parameter of the N-th degree using image
positions of the detected indices while the radial distortion
parameter of the M-th (M>N) degree 1s fixed; and

second estimation unit adapted to estimate the radial dis-
tortion parameter of the M-th (M>N) degree using the image
positions of the detected indices while the estimated aspect
rat10 and the estimated radial distortion parameter of the N-th
degree are fixed.

Further features of the present invention will be become
apparent from the following description of exemplary
embodiments with reference to the attached drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a block diagram showing an example of the
hardware arrangement of a system which includes a camera
101 as an 1mage capturing apparatus and a computer 102
which executes correction processing;

FIG. 2 1s a view showing a state wherein parameters asso-
ciated with the camera 101 are calibrated (corrected) using
the system according to the first embodiment;

FIG. 3 1s a flowchart of the conventional distortion param-
eter calculation processing;;

FI1G. 4 shows a general barrel distortion; and

FIG. 5 1s a flowchart of processing for calibrating param-
eters associated with the camera 101.

DESCRIPTION OF THE EMBODIMENTS

Preferred embodiments of the present invention will now
be described 1n detail 1n accordance with the accompanying,
drawings.

First Embodiment

FIG. 1 1s a block diagram showing an example of the
hardware arrangement of a system which includes a camera
101 as an 1mage capturing apparatus and a computer 102
which executes correction processing.

The camera 101 1s a popular video camera which complies
with NTSC, and has a radial distortion of a lens. An 1mage

captured by the camera 101 1s output to the computer 102 as
an N'TSC signal.

The computer 102 comprises a capture device 103, CPU
104, memory 103, display device 106, and input device 107.
Note that the arrangement of the computer 102 1s not limited
to that shown in FIG. 1, and modifications may be made as
needed.

The capture device 103 receives the NTSC signal output
from the camera 101, converts 1t into data (1mage data), and
outputs the 1image data to the memory 105.

The CPU 104 controls the overall computer 102 using
programs and data stored in the memory 105, and executes
respective processes to be described later which are imple-
mented by the computer 102.

The memory 105 can provide various areas as needed such
as an area for temporarily storing image data output from the
capture device 103, a work area used when the CPU 104
executes various processes, and the like. Note that this work
area also includes an area for temporarily storing data (al-
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ready processed image data) as a result of various processes to
this 1mage data by the CPU 104.

The display device 106 comprises a CRT, liquid crystal
display, or the like, and can display 1images, text, and the like.

The mput device 107 includes a keyboard, mouse, and the
like, and can 1ssue various instructions to the CPU 104 when
the input device 1s operated by the operator.

FIG. 2 1s a view showing a state wherein parameters asso-
ciated with the camera 101 are calibrated (corrected) using
the aforementioned system. Note that the same reference
numerals in FIG. 2 denote the same parts as in FIG. 1, and a
description thereof will be omuitted.

Retference numeral 201 denotes a calibration pattern which
1s used to calibrate the parameters associated with the camera
101, and 1s, for example, a paper sheet on which a predeter-
mined pattern 1s printed. Black points 202 will be described
later.

In this embodiment, an 1image of such pattern s captured by
the camera 101, and the captured image 1s output to the
computer 102. The camera 101 has a lens distortion. There-
fore, the captured 1mage of the pattern 1s intluenced by this
lens distortion.

Retference numeral 402 shown in FIG. 4 shows a general
barrel distortion. When an image of the calibration pattern on
which grids are printed 1s captured using an ideal lens free
from any distortion, a grid image 401 free from any distortion
can be acquired. However, due to a lens distortion, for
example, an image 402 having a barrel distortion 1s captured
1n practice.

Such distortion causes registration errors upon composit-
ing an actually captured image and virtual reality video 1n a
mixed reality apparatus or the like. Also, such distortion
causes errors in position measurement using an image.

Hence, according to this embodiment, the parameters asso-
ciated with the camera 101 are calibrated to prevent deforma-
tion of a captured 1mage due to a lens distortion, as exempli-
fied by the 1image 402.

FIG. § 1s a flowchart of processing for calibrating the
parameters associated with the camera 101. Note that pro-
grams and data for making the CPU 104 execute the process-
ing 1n FIG. 5 are stored 1n the memory 105. When the CPU
104 executes the processing using these programs and data,
the computer 102 implements respective processes to be
described below.

This embodiment uses:

X'=k x(X~Cy)

Y=k Xk X (Y=

d=1-k (x"+y*?)
X, =x%d+c,

Yo=yxd+c, (2)

where (X, y,) represents an 1deal position free from any dis-
tortion, and (x_, v ) represents a distorted position. k. 1s a
cubic parameter ot a radial distortion, k _ 1s a quintic param-
cter of the radial distortion, and k., 1s a parameter indicating
the aspect ratio. (c,, ¢,) includes parameters indicating the
distortion central position.

In this manner, the distortion correction parameters include
the cubic parameter k . of the radial distortion, the quintic
parameter k  of the radial distortion, the aspect ratio k, ,,,, and
the distortion central position (c,, c,).

The perspective projection conversion parameters to be
estimated in camera calibration include a tocal length (1, f,)
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and a principal point position (p,, p,), and extrinsic param-
eters include a position “position” and an orientation “orien-
tation”.

The focal length 1, 1s a parameter associated with the field
angle 1n the horizontal direction, and the focal length £, 1s a
parameter associated with the field angle 1n the vertical direc-
tion.

As described above, 1n this embodiment, the parameters
associated with the camera 101 include k , k .k ,,.c ¢, 1,
t,. p. P,. position, and orientation.

Note that the focal lengths and the aspect ratio theoretically
have the following relationship:

Lo =Xk, o

The tocal lengths (1,, ,) are used as perspective projection
parameters, and the aspect ratio k., 1s used as a distortion
correction parameter. That 1s, the focal lengths (1,, 1) and the
aspect ratio k ,, are independently used. Hence, the focal
lengths (1, 1,) and the aspect ratio k ,, obtained as a result of
the optimization processing of this embodiment do not
always meet the above equation.

In step S501, n1tial parameters are estimated. Initial values
ofk_andk canbe setto zero unless the lens of the camera 101
has an exceptionally large distortion. Initial values of the
distortion center (c,, ¢,) can be set at the center of an image
(an 1mage captured by the camera 101) unless a special lens 1s
used. When a special lens 1s used as that of the camera 101,
initial parameters of the distortion are set accordingly.

As an mitial value of k., , a theoretical value of an equip-
ment used can be set. When a general computer 1s used to
capture a video signal compliant to NTSC, a video signal can
be captured at an aspect ratio of about 1:1. Therefore, “1:171s
set as the parameter k,, indicating the aspect ratio. Note that
the aspect ratio includes errors, but it does not pose any
problem as an 1nitial value used 1n this case.

The perspective projection parameters and extrinsic
parameters (1, 1, p,, p,, position, orientation) are estimated
by camera parameter estimation calculations using an inter-
image homography based on layout information (the posi-
tions of the black point 202, the distance between the inter-
sections of grids, and the like) of the pattern. Corresponding
points of grids between a plurality of 1mages are specified
with reference to the black points 202.

In step S502, lines are detected from the image of the
calibration pattern captured by the camera 101, and intersec-
tions of the detected lines (the intersections of grids shown in
FIG. 2) are detected. Let (x_, vy ) be the coordinate position of
cach detected intersection (to be referred to as an observation
point or index hereinatter) on the image.

In this embodiment, since the perspective projection
parameters and extrinsic parameters of the camera 101 are
simultaneously estimated, a plurality of images having dif-
terent positional relationship between the camera 101 and the
calibration pattern 201 are acquired. In order to estimate a
distortion more precisely over the entire 1mage region, it 1s
desirable that grids fully appear in each mdividual image
region.

In step S503, 1, =t =t (predetermined value) 1s set. This 1s
because the difference between the magnitudes of the focal
length parameters {_and 1, 1s essentially the same as the aspect
ratio k., and as a residual error after one 1s estimated, the
other 1s estimated.

In step S504, the quintic distortion coetficientk  1s fixed to
ZEro.

In the prior art, parameter estimation 1s done while fixing
the aspect ratio. However, the distortion model equations of
equations (2) are premised on that the aspect ratio 1s accurate.
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If the aspect ratio includes errors, a model having different
intensities of the radial distortion in the vertical and horizon-
tal directions 1s generated.

The variation amount according to the quintic parameterk
of the radial distortion assumes a very small value compared
to that according to the cubic parameter k . of the radial dis-
tortion and that according to the aspect ratio k,,. Therefore,
when k_ 1s estimated simultaneously with k_and k,;,, k_ 1s
buried 1n calculation errors and cannot be converged. Also,
since k_and k_ have a strong relation with each other, 1f they
are estimated at the same time, they are likely to lapse 1nto a
local solution. Hence, 1n this embodiment, the quintic distor-
tion coetlicient k  1s fixed to zero initially, and other param-
cters are estimated.

In this way, 1n this embodiment, the aspect ratio k., 1s
estimated 1n preference to the quintic parameter (estimation
ofk,) ot the radial distortion required to accurately correct the
radial distortion. Then, on the image plane, the aspect ratio of
which 1s corrected, the quintic parameter k_ of the radial
distortion (estimation of k) free from any bias in all direc-
tions from the lens center 1s estimated.

Steps S5035 to S507 as processes for estimating other
parameters will be explained below.

In step S505, using the mitialized parameters, perspective
projection of the observation points on the pattern coordinate
system onto the image plane 1s made and lens distortion
inverse correction 1s performed. In this step, the coordinates
(X,, ¥,) of positions to which the observation points are to be
mapped on the image plane are calculated.

In step S506, using the differences between the coordinates
(X,. ¥,,) calculated 1n step SS0S5 and the coordinate positions
(x_, v.) of the observation points detected 1n step S502, the
parameters (¢, ¢,, K, K,,;, 1, p,, p,, position, orientation)
associated with the camera 101 are corrected (updated) using

the Newton method. Since f =f =t 1s defined 1n step SS03, the
parameter of the focal lengths 1s only 1.

At this time, 1n the Newton method, ax,/dc,, ox,/3c,, Sx,/
k., Ix,/2K, ;. Ox,/0t, Ox,/3p,, OX,/Cp,, IX,/S(position), IX,/C
(orientation), dy,/cc,, dy,/dc,, Ay,/AK_, Ay /3K, ,,, By,/cl, dy,/
Sp., OY/Op,, Jy/I(position), and Jy/d(orientation) are
calculated and used.

In step S507, a residual error 1s calculated, and it 1s checked
il the residual error becomes equal to or smaller than a pre-
determined value (the parameters to be calculated are opti-
mized). If the residual error 1s equal to or larger than the
predetermined value, the tlow returns to step S5035 to repeat
the processing. Since the numerical calculation processing

according to the Newton method 1s known to those who are
skilled 1n the art, a description thereof will be omitted.

If the residual error becomes equal to or smaller than the
predetermined value, the flow advances to step S508.

In the optimization processing in steps S509 and S510, the
quintic distortion coetlicient k  1s optimized while fixing the
parameters (¢, ¢, k_, k,,, 1, p,, p,, position, orientation)
optimized 1n steps S3505 to S507.

That 1s, on the 1image plane, the aspect ratio of which 1s
corrected, the quintic parameter kot the radial distortion free
from any bias 1n all directions from the lens center 1s esti-
mated.

In step S508, the parameters calculated in the processes up
to step S507 are fixed, and the quintic distortion coetficientk
1s set as a variable. Note that ex,/ck  and dy,/Jk_ are calcu-
lated 1n advance.

Steps S509 to S511 as the processes for estimating the
quintic parameter k_ of the radial distortion will be described
below.
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In step S509, using the parameters calculated in the pro-
cesses 1n steps S505 to S507, perspective projection of the
observation points on the pattern coordinate system onto the
image plane 1s made and lens distortion inverse correction 1s
performed. In this step, the coordinates (x,, y,,) of positions to
which the observation points are to be mapped on the image
plane are calculated.

In step S510, using the differences between the coordinates
(%,, y,,) calculated 1n step S509 and the coordinate positions
(X,, ¥Y,) 0f the observation points detected in step SS02, k_ 1s
updated by the Newton method.

In step S511, aresidual error 1s calculated, and 1t1s checked
if the residual error becomes equal to or smaller than a pre-
determined value (the parameter to be calculated 1s opti-
mized). If the residual error 1s equal to or larger than the
predetermined value, the flow returns to step S509 to repeat
the subsequent processing.

It 1s checked 1n step S512 11 the sum of the residual errors
calculated 1n steps S507 and S511 1s equal to or smaller than
a predetermined value. If the sum 1s equal to or larger than the
predetermined value, the flow returns to step S305 to repeat
the subsequent processing. When the flow returns to step
S3503, k calculated 1n steps S509 to S511 1s used 1n place of
Zero.

In step SS13, the quintic coefficient k _ finally determined in
step S512 and the aspect ratio k,, are fixed. This 1s because
k, cannot be estimated simultaneously with k_ in subsequent
optimization. The reason why the aspect ratio 1s fixed 1s to
independently estimate (1, 1) having essentially the same
meaning as the aspect ratio.

In step S514, {_and 1, are set as independent vertical and
horizontal parameters, and processes 1n steps S315 to S517
are executed.

In step S515, using the parameters calculated 1n the pro-
cesses 1n steps S505 to S512, perspective projection of the
observation points on the pattern coordinate system onto the
image plane 1s made and lens distortion inverse correction 1s
performed. Inthis step, the coordinates (X, y,,) of positions to
which the observation points are to be mapped on the image
plane are calculated.

In step S516, using the differences between the coordinates
(X,, ¥,) calculated 1n step S515 and the coordinate positions
(x_, V) ol the observation points detected 1n step S502, f_and
f, are updated using the Newton method.

In step S517, aresidual error 1s calculated, and 1t1s checked
if the residual error becomes equal to or smaller than a pre-
determined value (the parameters to be calculated are opti-
mized). IT the residual error 1s equal to or larger than the
predetermined value, the flow returns to step S315 to repeat
the processing.

After actual calculations, 1, and 1, assume nearly the same
values, but their mndependent calculations can realize more
accurate reproduction.

As for the correction result, the distortion parameters and
scale are calculated 1n advance, and the correction result can
be displayed while making conversion using a function incor-
porated 1n the display device 106.

As described above, according to this embodiment, 1n cam-
era calibration, the calibration pattern need not be presented
perpendicularly, and easy calibration can be made, thus
removing errors caused when the pattern 1s not presented
perpendicularly.

In distortion parameter estimation of the camera, errors of
the aspect ratio do not adversely intluence the precision of the
distortion parameters, and precise estimation can be made.

In this embodiment, the distortion correction parameters,
the perspective projection conversion parameters of the cam-
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era, and the extrinsic parameters are calculated at the same
time. Therefore, the calibration need not be done twice unlike
in the prior art, 1.e., after an 1mage for distortion correction
parameter calculations 1s acquired and the distortion correc-
tion parameters are calculated, an 1image for perspective pro-
jection conversion parameter calculations of the camera and
the perspective projection conversion parameters are calcu-
lated.

In the above embodiment, the quintic coethicient k _ 1s cal-
culated, but this calculation may be omitted. In this case, 1n
the flowchart of FIG. 5, the processes 1n steps S508 to S512
are omitted.

Even when a lens distortion model (which considers, e.g.,
a tangential distortion in addition to the radial direction) 1s
different from that of the above embodiment, the distortion
parameters and perspective projection conversion parameters
can be estimated 1n consideration of the aspect ratio as 1n the
above embodiment.

In addition, 1 and {, need not always be separately esti-

mated. In this case, the processes 1n steps S513 to S517 can be
omitted.

Other Embodiments

The objects of the present invention can be achieved as
follows. That 1s, a recording medium (or storage medium),
whichrecords a program code of soitware that can implement
the functions of the above-mentioned embodiments 1s sup-
plied to a system or apparatus. A computer (or a CPU or
MPU) of the system or apparatus reads out and executes the
program code stored 1n the recording medium. In this case,
the program code 1tself read out from the recording medium
implements the functions of the above-mentioned embodi-
ments, and the recording medium which records the program
code constitutes the present imvention.

When the computer executes the readout program code, an
operating system (OS) or the like runming on the computer
performs some or all of actual processing operations based on
an 1istruction of the program code. The present invention also
includes a case wherein the functions of the above-mentioned
embodiments are implemented by this processing.

Furthermore, assume that the program code read out from
the recording medium 1s written 1 a memory of function
extension card or a function extension unit, which 1s inserted
in or connected to the computer. After that, the functions of
the above-mentioned embodiments are implemented by some
or all of actual processing operations executed by a CPU or
the like arranged 1n the function extension card or function
extension unit based on an instruction of the program code.
Such case 1s also included 1n the present invention.

When the present mvention 1s applied to the recording
medium, that recording medium stores program codes corre-
sponding to the alorementioned flowchart.

While the present invention has been described with refer-
ence to exemplary embodiments, it 1s to be understood that
the mvention 1s not limited to the disclosed exemplary
embodiments. The scope of the following claims 1s to be
accorded the broadest mterpretation so as to encompass all
such modifications and equivalent structures and functions.

This application claims the benefit of Japanese Patent
Application No. 2005-221466, filed Jul. 29, 2003, which 1s
hereby incorporated by reference herein 1n its entirety.

What 1s claimed 1s:

1. An mnformation processing method, comprising:

an acquisition step of acquiring an 1mage obtained by cap-

turing an 1ndex arranged in a physical space using a
camera;
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a first calculation step of calculating a coordinate position
(x_,V,), inthe image, of the index captured 1n the image;

a second calculation step of calculating a projection posi-
tion (X, y,,) obtained by projecting an index arranged in
the physical space onto the 1image, by using a camera
parameter, wherein the camera parameter includes k
being a cubic parameter of a radial distortion, k_being a
quintic parameter of the radial distortion, k., being a
parameter indicating aspect ratio, (c,, ¢,) being param-
eters indicating a distortion central position, (1, 1)
being a focal length, and (p,, p,) being a principal point
position, and the kg 1s fixed to zero;

a first correction step of correcting, according to the New-
ton method, the camera parameter in which the k_ 1s
fixed to zero, by using a difference between the projec-
tion position (X, y,) calculated in the second calculation
step and the coordinate position (x_, y_) calculated in the
first calculation step;

a third calculation step of calculating a projection position
(X, yp) obtained by projecting an mdex.arranged in the
physical space onto the image, by using the camera
parameter corrected 1n the first correction step;

a second correction step of correcting, according to the
Newtonmethod, thek included inthe camera parameter
corrected 1n the first correction step, by using a differ-
ence between the projection position (X, y,,) calculated
in the third calculation step and the coordinate position
(X, y,) calculated 1n the first calculation step;

a fourth calculation step of calculating a projection posi-
tion (X, y,,) obtained by projecting an index arranged in
the physical space onto the image, by using the camera
parameter corrected 1n the second correction step; and

a third correction step of correcting, according to the New-
ton method, the camera parameter which 1s corrected in
the second correction step and in which the k  and k,,,
are fixed, by using a difference between the projection
position (X, y,,) calculated 1n the fourth calculation step
and the coordinate position (X_, v ) calculated in the first
calculation step.

2. An mformation processing apparatus, comprising;:

an acquisition unit that acquires an image obtained by
capturing an index arranged 1n a physical space using a
camera;
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a first calculation unit that calculates a coordinate position
(x_,V,), inthe image, of the index captured 1n the image;

a second calculation unit that calculates a projection posi-
tion (X, y,,) obtained by projecting an index arranged in
the physical space onto the 1mage, by using a camera
parameter, wherein the camera parameter includes k
being a cubic parameter of a radial distortion, k_being a
quintic parameter of the radial distortion, k., being a
parameter indicating aspect ratio, (c,, ¢,,) being param-
eters 1ndicating a distortion central position, (f, f,)
being a focal length, and (p,, p,) being a principal point
position, and the k 1s fixed to zero:;

a first correction unit that corrects, according to the Newton
method, the camera parameter in which the k_ 1s fixed to
zero, by using a difference between the projection posi-
tion (x,, y,) calculated by said second calculation unit
and the coordinate position (x_, v_) calculated by said
first calculation unit;

a third calculation unit that calculates a projection position
(X,, ¥,) obtained by projecting an index arranged in the
physical space onto the image, by using the camera
parameter corrected by said first correction unit;

a second correction unit that corrects, according to the
Newton method, thek  included in the camera parameter
corrected by said first correction unit, by using a differ-
ence between the projection position (X, y,) calculated
by said third calculation unit and the coordinate position
(x_, y_) calculated by said first calculation unit;

a fourth calculation unit that calculates a projection posi-
tion (X, y,) obtained by projecting an index arranged in
the physical space onto the 1image, by using the camera
parameter corrected by said second correction unit; and

a third correction unit that corrects, according to the New-
ton method, the camera parameter which 1s corrected by
said second correction unit and in which the k_andk ,,
are fixed, by using a difference between the projection
position (X, y,) calculated by said fourth calculation
unit and the coordinate position (x_, v, ) calculated by
said first calculation unait.

3. A non-transitory computer-readable storage medium for

storing a computer program for causing a computer to func-
tion as each unit of an information processing apparatus
defined 1n claim 2.
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